CODEN: JASMAN

The Journal
of the

Acoustical Society of America

SOUNDINGS

ISSN: 0001-4966

Vol. 110, No. 2

August 2001

ACOUSTICAL NEWS—USA
USA Meetings Calendar

ACOUSTICAL NEWS—INTERNATIONAL
International Meetings Calendar

OBITUARIES
BOOK REVIEWS

REVIEWS OF ACOUSTICAL PATENTS

643
644

645
645

647

649

651

GENERAL LINEAR ACOUSTICS [20]

Finite-element method to study harmonic aeroacoustics problems

The reflected and transmitted acoustic field excited by a supersonic

source in a two media configuration

Theory of frequency dependent acoustics in patchy-saturated
porous media

Comparison of in situ and laboratory acoustic measurements on
Lough Hyne marine sediments

Frequency analysis of the acoustic signal transmitted through a
one-dimensional chain of metallic spheres

NONLINEAR ACOUSTICS [25]
Measuring second-order time-average pressure

AEROACOUSTICS, ATMOSPHERIC SOUND [28]
On the theory of acoustic flow measurement

UNDERWATER SOUND [30]
Matched-field source tracking by ambiguity surface averaging

Low-frequency long-range propagation and reverberation in the
central Arctic: Analysis of experimental results

(Continued)

C. Peyret, G. Eas
B. J. Kooij, C. Kooij

David Linton Johnson
Angus |. Best, Quentin J. Huggett,

Andrew J. K. Harris
Michel de Billy

B. L. Smith, G. W. Swift

J. C. Wendoloski

Laurie T. Fialkowski, John S.
Perkins, Michael D. Collins,

Michael Nicholas, John A. Fawcett,

W. A. Kuperman

Greg Duckworth, Kevin LePage,
Ted Farrell

661
669

682

695

710

717

724

739

747


getpdf?KEY=JASMAN&cvips=JASMAN000110000002000643000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000645000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000647000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000649000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000651000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000661000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000669000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000682000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000695000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000710000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000717000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000724000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000739000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000747000001

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA

VOL. 110, NO. 2, AUGUST 2001

CONTENTS—Continued from preceding page

Low-frequency sound generation by an individual open-ocean
breaking wave

Experimental study of geo-acoustic inversion uncertainty due to
ocean sound-speed fluctuations

Finite-difference time-domain modeling of low to moderate
frequency sea-surface reverberation in the presence of a
near-surface bubble layer

Multi-section matched-peak tomographic inversion with a moving
source

Acoustic remote sensing of internal solitary waves and internal
tides in the Strait of Gibraltar

Target strength measurements of Hawaiian mesopelagic boundary

community animals
Spatial resolution of time-reversal arrays in shallow water

Steven L. Means, Richard M.
Heitmeyer

Martin Siderius, Peter L. Nielsen,
Jirgen Sellschopp, Mirjam Snellen,
Dick Simons

Richard S. Keiffer, J. C. Novarini,
R. A. Zingarelli

E. K. Skarsoulis

Christopher O. Tiemann, Peter F.
Worcester, Bruce D. Cornuelle

Kelly J. Benoit-Bird,
Whitlow W. L. Au

Seongil Kim, G. F. Edelmann,
W. A. Kuperman, W. S. Hodgkiss,
H. C. Song, T. Akal

ULTRASONICS, QUANTUM ACOUSTICS, AND PHYSICAL EFFECTS OF SOUND [35]

Pressure dependence of the elasticity of a steel sphere measured by

the cavity resonance method

Surface waves in orthotropic incompressible materials

Heat transfer from transverse tubes adjacent to a thermoacoustic
stack

Simulation of laser-generated ultrasonic waves in layered plates

TRANSDUCTION [38]

Analysis of the asymmetric triple-layered piezoelectric bimorph
using equivalent circuit models

Nonlinear output control in hysteretic, saturating materials

STRUCTURAL ACOUSTICS AND VIBRATION [40]

Modeling, vibration, and stability of elastically tailored composite
thin-walled beams carrying a spinning tip rotor

Noise source identification in a rotary compressor: A
multidisciplinary synergetic approach

Equipartition and mean-square responses in large undamped
structures

NOISE: ITS EFFECTS AND CONTROL [50]

A method to calculate the acoustic response of a thin, baffled,
simply supported poroelastic plate

A hybrid BIE /FFP scheme for predicting barrier efficiency outdoors

Sound fields in a rectangular enclosure under active sound
transmission control

General scales of community reaction to noisédissatisfaction and

perceived affectednegsare more reliable than scales of annoyance

(Continued)

Ichiro Ohno, Masaki Kimura,
Yoichi Hanayama, Hitoshi Oda,
Isao Suzuki

Michel Destrade
George Mozurkewich

A. Cheng, T. W. Murray, J. D.
Achenbach

Sung Kyu Ha

Jean C. Piquette, Elizabeth A.
McLaughlin, G. Yang, B. K.
Mukherjee

Ohseop Song, Hyuck-Dong Kwon,
Liviu Librescu

Han-Jun Kim, Young Man Cho

Richard L. Weaver

K. V. Horoshenkov, K. Sakagami

Shahram Taherzadeh, Kai Ming Li,
Keith Attenborough

S. K. Lau, S. K. Tang

R. F. S. Job, J. Hatfield, N. L.
Carter, P. Peploe, R. Taylor, S.
Morrell

761

769

782

786

798

812

820

830

837

841

848

856

865

877

887

894

904

918

925

939


getpdf?KEY=JASMAN&cvips=JASMAN000110000002000761000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000769000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000782000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000786000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000798000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000812000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000820000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000830000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000837000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000841000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000848000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000856000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000865000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000877000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000887000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000894000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000904000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000918000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000925000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000939000001

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA

SOUNDINGS

VOL. 110, NO. 2, AUGUST 2001

CONTENTS—Continued from preceding page

ARCHITECTURAL ACOUSTICS [55]

Spatial fluctuations in measures for spaciousness

ACOUSTIC SIGNAL PROCESSING [60]
Array element localization for towed marine seismic arrays

Acoustic echo detection and arrival-time estimation using spectral
tail energy

PHYSIOLOGICAL ACOUSTICS [64]

The behavior of evoked otoacoustic emissions during and after
postural changes

Basilar-membrane response to multicomponent stimuli in chinchilla

Frequency specificity of the human auditory brainstem and middle
latency responses using notched noise masking

PSYCHOLOGICAL ACOUSTICS [66]
Auditory detection of hollowness
Interaural correlation sensitivity

Second-order temporal modulation transfer functions

Exploring the temporal mechanism involved in the pitch of
unresolved harmonics

Forward- and simultaneous-masked thresholds in bandlimited
maskers in subjects with normal hearing and cochlear hearing loss

Psychophysical suppression measured with bandlimited noise
extended below angbr above the signal: Effects of age and hearing
loss

Temporal modulation transfer functions obtained using sinusoidal
carriers with normally hearing and hearing-impaired listeners

Binaural processing model based on contralateral inhibition. I.
Model structure

Binaural processing model based on contralateral inhibition. II.
Dependence on spectral parameters

Binaural processing model based on contralateral inhibition. III.
Dependence on temporal parameters

Spatial unmasking of nearby speech sources in a simulated
anechoic environment

SPEECH PERCEPTION [71]

Consonant identification under maskers with sinusoidal
modulation: Masking release or modulation interference?

On the effectiveness of whole spectral shape for vowel perception

Speech recognition in noise as a function of the number of spectral
channels: Comparison of acoustic hearing and cochlear implants

Effects of low-pass filtering on the intelligibility of speech in quiet
for people with and without dead regions at high frequencies

(Continued)

Diemer de Vries, Edo M. Hulsebos,
Jan Baan

Stan E. Dosso, Michael Riedel
Phillip L. Ainsleigh

Emile de Kleine, Hero P. Wit, Paul
Avan, Pim van Dijk

William S. Rhode, Alberto Recio
Peggy A. Oates, Suzanne C. Purdy

Robert A. Lutfi

John F. Culling, H. Steven
Colburn, Matthew Spurchise

Christian Lorenzi, Catherine
Soares, Thomas Vonner

Christian Kaernbach, Christian
Bering
Judy R. Dubno, Jayne B. Ahlstrom

Judy R. Dubno, Jayne B. Ahlstrom

Brian C. J. Moore, Brian R.
Glasberg

Jeroen Breebaart, Steven van de
Par, Armin Kohlrausch

Jeroen Breebaart, Steven van de
Par, Armin Kohlrausch

Jeroen Breebaart, Steven van de
Par, Armin Kohlrausch

Barbara G. Shinn-Cunningham,
Jason Schickler, Norbert Kopg
Ruth Litovsky

Bom Jun Kwon, Christopher W.
Turner

Masashi Ito, Jun Tsuchida,
Masafumi Yano

Lendra M. Friesen, Robert V.
Shannon, Deniz Baskent, Xiaosong
Wang

Deborah A. Vickers, Brian C. J.
Moore, Thomas Baer

947

955
967

973

981
995

1010
1020

1030

1039

1049

1058

1067

1074

1089

1105

1118

1130

1141

1150

1164


getpdf?KEY=JASMAN&cvips=JASMAN000110000002000947000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000955000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000967000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000973000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000981000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002000995000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001010000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001020000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001030000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001039000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001049000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001058000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001067000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001074000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001089000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001105000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001118000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001130000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001141000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001150000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001164000001

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 110, NO. 2, AUGUST 2001

CONTENTS—Continued from preceding page

BIOACOUSTICS [80]

A computational sensorimotor model of bat echolocation Harry R. Erwin, Willard W. 1176
Wilson, Cynthia F. Moss

LETTERS TO THE EDITOR

Comment on “Free vibration analysis of laminated piezoceramic George R. Buchanan, Guillermo R. 1188
hollow spheres”[J. Acoust. Soc. Am. 10941 (2001] [20] Ramirez

Reply to “Comment on ‘Free vibration analysis of laminated W. Q. Chen 1190
piezoceramic hollow spheregJ. Acoust. Soc. Am.109, 41(200D] ”

[20]

On reducing vibration transmission in a two-dimensional cantilever D. K. Anthony, S. J. Elliott 1191

truss structure using geometric optimization and active vibration
control techniques[40]

On the performance of acoustic crosstalk cancellation in a Darren B. Ward 1195
reverberant environment [60]

k-omega beamforming on non-equally spaced line arrayg50] B. R. Breed 1199
A method for studying variability in fricatives using dynamic Benjamin Munson 1203

measures of spectral mearh70]

CUMULATIVE AUTHOR INDEX 1207

Document Delivery:Copies of journal articles can be ordered fr@ocument
Store our online document delivery service (URL:
http://ojps.aip.org/documentstoyre/



getpdf?KEY=JASMAN&cvips=JASMAN000110000002001176000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001188000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001190000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001191000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001195000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001199000001
getpdf?KEY=JASMAN&cvips=JASMAN000110000002001203000001

SOUNDINGS

ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite INO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor's Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellow of the Acoustical Society Regional Chapter News

of America North Carolina Regional Chapter
Celebrates 35 Years—Tours New
Concert Hall with Larry Kirkegaard,
and Honors Larry Royster

The North Carolina Regional Chapter celebrated its 35th Anniversary
20 April at the Raleigh Convention and Conference Center. About 85 mem-
bers and guests attended. The technical highlight was a tour and discussions
of the new Meymandi Concert Hall and Fletcher Opera Theater. Our special
guests were project acousticians Larry Kirkegaard and Ed Dugger of
Kirkegaard Associates, and the project architect Irv Pearce. Meymandi is a
1650-seat shoebox design with variable reverberation for both symphonic
and pops music. It has received high praise, especially considering the tight
budget.

The technical program also featured demonstrations of animal vocal-
izations by Elizabeth von Muggenthaler of Fauna Communications Institute,
and discussions of instrumentation developments by Rich Peppin of
Scantek, Will Kinard of Bruel & Kjaer, and Bill Wright of Endevco. Nine
commercial vendors and consultants supported the meeting with exhibits
and displays. Several members brought instruments from the 1960’s to dis-
play the technology available when the chapter was founded.

The meeting concluded with a social following a review of chapter
history and recognition of chapter founders and leaders. Three of the ten
original organizers were present: Larry Royster, Mack Preslar, and Guy
Rudisill. The meeting was especially memorable for the attendance of many
. past chapter leaders. This included some who had left acoustics and moved
Results of the ASA Election away, but who came back for a special reunion. Former members came from

as far as Alabama, Florida, and even Oregon. Attendees included six of the
eeight Honorary Life Members of the chapter, 21 of the 29 people who have
served as chapter chair, and 6 of the 14 others who have held officer posi-

Emily A. Tobey—For contributions to
understanding speech and language
development in cochlear implant users.

The following candidates were elected Officers and Members of th
Executive Council in the 2001 Society election:

Richard SternPresident-Elect tions (see Fig. 1

William A. Yost, Vice President-Elect Chapter founder Larry Royster was recognized for his 35 years
Whitlow W. L. Au, Member of the Executive Council of service, including contributions to over half the chapter meetings, and
Winifred StrangeMember of the Executive Council more than 30 years service on the chapter board. Noting his impending
CHARLES E. SCHMID retirement, the chapter made Dr. Royster an Honorary Life Member of the
Executive Director chapter.

FIG. 1. Twenty-one of the 29 past chapter chairs pictured above attended the meeting.
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USA Meetings Calendar 3—7 June 143rd Meeting of the Acoustical Society of America,

Pittsburgh, PA[Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-

Listed below is a summary of meetings related to acoustics to be held 4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:

in the U.S. in the

15-19 August

19-24 August

4-6 October

7-10 October

29-31 October

15-18 November

3-7 December

21-23 February

10-13 March

644 J. Acoust.

near future. asa@aip.org; WWW: asa.aip.drg
2001 2—6 December Joint Meeting: 144th Meeting of the Acoustical Society

. . of America, 3rd Iberoamerican Congress of Acoustics
ClarinetFest 2001, New Orleans, [ID& Keith Koons,

; ’ ; ) and 9th Mexican Congress on Acoustics, Cancun,
ICA Research Presentation Committee Chair, Music Mexico [Acoustical Society of America, Suite INO1, 2

Dept., Univ. of Central Florida, P.O. Box 161354, Or- Huntington Quadrangle, Melville, NY 11747-4502;
lando, FL 32816-1354; Tel.: 407-823-5116; E-mail: Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
kkoons@pegasus.cc.ucf.ddu asa@aip.org; WWW: asa.aip.org/cancun.ftml

Asilomar Conference on Implantable Auditory Prosthe- )
ses, Pacific Grove, CAMichael Dorman, Dept. of Cumulative Indexes to the Journal of the
Speech and Hearing Science, Arizona State Univ., Acouystical Society of America

Tempe, AZ 85287-0102; Tel.: 480-965-3345; Fax: 480- o ) ) )
965-0965; E-mail: mdorman@asu.ddu Ordering information: Orders must be paid by check or money ordgr in
Ninth Annual Conference on the Management of theU'S' funds drawn on a U.S. bank or py Ma;tercard, V|§a, or Amgrlpan
Tinnitus Patient, lowa City, IARich Tyler, Tel.: 319- Expre_ss credlt_ cards. Send _orders _to Circulation and _FqulIIment Division,
356-2471: E-mail: rich-tyler@uiowa.edu; WWW: Amerlcan Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per

www.medicine.uiowa.edu/otolaryngology/news/n¢ws index

2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GW/. Some indexes are out of print as noted below.

O'Brien, Electrical and Computer Engineering, Univ. of v mes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937—
lllinois, 405 N. Mathews, Urbana, IL 61801; Fax: 217- 1939 Classified by subject and indexed by author. Pp. 131. Price: ASA
244-0105; WWW: Www.leee-uffc.o_rglzogll members $5; Nonmembers $10.

NOISE-CON 01, The 2001 National Conference andyolymes 11-20, 1939-1948: JASA, Contemporary Literature, and Patents.
Exposition on Noise Control Engineering, Portland, ME  C|assified by subject and indexed by author and inventor. Pp. 395. Out of
[Institute of Noise Control Engineering, P.O. Box 3206  Pprint.

Arlington Branch, Poughkeepsie, NY 12603; Tel.: 914- \olumes 21-30, 1949-1958: JASA, Contemporary Literature, and Patents.
462-4006; Fax: 914-462-4006; E-mail: omd@ince.org; Classified by subject and indexed by author and inventor. Pp. 952. Price:

WWW: users.aol.com/inceusa/ince.himl ASA members $20; Nonmembers $75.
American Speech Language Hearing Association Corvolumes 31-35, 1959-1963: JASA, Contemporary Literature, and Patents.
vention, New Orleans, LA [American Speech- Classified by subject and indexed by author and inventor. Pp. 1140. Price:

Language-Hearing Association, 10801 Rockville Pike, ASA members $20; Nonmembers $90.

Rockville, MD 20852; Tel.: 888-321-ASHA; E-mail: Volumes 36—44, 1964-1968: JASA and Patents. Classified by subject and

convention@asha.org; WWW: professional.asha.org/ indexed by author and inventor. Pp. 485. Out of Print.

convention/abstracts/welcome.asp Volumes 36-44, 1964-1968: Contemporary Literature. Classified by sub-
142nd Meeting of the Acoustical Society of America, ject and indexed by author. Pp. 1060. Out of Print.

Ft. Lauderdale, FL[Acoustical Society of America, Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and

Suite 1NO1, 2 Huntington Quadrangle, Melville, Ny  indexed by author and inventor. Pp. 540. Price: $2aperbouny ASA

11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377; members $2%clothbound; Nonmembers $6Qclothbound.

E-mail: asa@aip.org; WWW: asa.aip.qreadline for Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and

submission of abstracts: 3 August 2001. indexed by author and inventor. Pp. 816. Price: $2@perboung ASA
members $2%clothbound; Nonmembers $60clothbound.
, 2002 , o Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
National Hearing Conservation Association Annual jndexed by author and inventor. Pp. 624. Price: ASA members($25
Conference, Dallas, TKNHCA, 9101 E. Kenyon Ave., perboundt Nonmembers $7%clothbound.

Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax: \plumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
303-770-1812; E-mail: nhca@gwami.com; WWW: indexed by author and inventor. Pp. 625. Price: ASA members($30

www.hearingconservation.org/index.hijml perbound; Nonmembers $80clothbound.
Annual Meeting of American Institute of Ultrasound in \olumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
Medicine, Nashville, TN/American Institute of Ultra- indexed by author and inventor. Pp. 736. Price: ASA members($80

sound in Medicine, 14750 Sweitzer Lane, Suite 100, perbound, Nonmembers $80clothbound.

Laurel, MD 20707-5906; Tel.: 301-498-4100 or 800- Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
638-5352; Fax: 301-498-4450; E-mail:  indexed by author and inventor. Pp. Price: ASA members @#per-
conv_edu@aium.org; WWW: www.aium.drg bound; Nonmembers $90clothbound.

Soc. Am., Vol. 110, No. 2, Aug. 2001 Acoustical News—USA



ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

SOUNDINGS

August 2001
9-11

Australia to host 2003 Western Pacific
Acoustics Conference

WESTPRAC 7, which was held in Japan in October 2000, was at-
tended by about 500 delegates from 17 countries, according to a report in
Acoustics Australialt was also announced that the name of the Conference; 8-30
Western Pacific Regional Acoustics Conference, will no longer contain the

word Regional and the next conference will be WESPAC 8. It will be held

in Melbourne in April 2003. Preliminary information is available from September 2001

charlesd@iprimus.com.au 2-7
Papers published in  Acoustical Science and 3-7
Technology

A listing of Regular Papers appearing in the latest issue of the English
language version of the Journal of the Acoustical Society of Jafvemus-
tical Science and Technologwas published for the first time in the January 10-14
1995 issue of the Journal. This listing is continued below.

The May 2001 issue, Vol. 22, No. 3, contains the following contribu-
tions: 30

Yoram Meron and Keikichi Hirose, “Automatic alignment of musical score

to perform music”

Tomoyasu Taguti and Yoshima#éakuryo) Tohnai, “Acoustical analysis on

the sawari tone of Chikuzen biwa”

Kenshi Kishi, Hitoshi Maeda, and Masanori Sugai, “A new percussion in- October 2001
strument ‘hokyo’ made of Sanukite” -
Yasuhiro Goto, “Implicit memory for rhythmic tone sequence: A pilot study

on perceptual priming for short temporal pattern”

Akira Nishimura, Mitsumi Kato, and Yoshinori Ando, “The relationship 17-19
between the fluctuations of harmonics and the subjective quality of flute
tone”

Tamotsu Shirado and Masuzo Yanagida, “Relationship between off-scalg>—26
perception and the perception of simultaneity of two pure tones presented
almost simultaneously”

Masashi Yamada and Shiro Yonera, “Temporal control mechanism of repetiNovember 2001

tive tapping with simple rhythmic patterns.” 14-15
The Japanese Acoustical Society has an excellent home page which

lists titles, abstracts, and texts of tutorials, papers, and letters appearing in

current and previous issues Atoustical Science and Technologye Web 16-18

site is http://wwwsoc.nacsis.ac.jp/index-e.html. Since this information is

readily available from that Web sit€he Journalwill discontinue printing 19-23
“Papers published iAcoustical Science and Technoldgy

21-23
International Commission for Acoustics
(ICA)—New Web site

March 2002

The International Commission for Acoustics, ICA, has changed itsq_g
Web site address to http://www.icacommission.org. The home page contains
current news about the commission, its activities, member organizations or
societies, its purpose and constitution, a meeting calendar, as well as othﬁr )
information of interest to the worldwide community of acousticians. 8pr1|I12002

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by arf are new or updated listings with full contact addresses givenMay 2002
in parenthesesMonth/yearlistings following other entries refer to meeting 27-30
announcements, with full contact addresses, which were published in previ-
ous issues of thdournal

J. Acoust. Soc. Am. 110 (2), Aug. 2001 0001-4966/2001/110(2)/645/2/$18.00

Meeting of the Society for Music Perception and
Cognition (SMPC200), Kingston, Ontario, Can-
ada. (Fax: +1 613 533 2499; Web: psyc.queensu.ca/
~smpcj 6/01

INTER-NOISE 2001, The
internoise2001.tudelft.nl6/99

Hague. (Web:

17th International Congress on Acoustics(ICA),
Rome.(Fax: +39 6 4976 6932; Web: www.ica2001.it
10/98

*7th International Conference on Speech Communi-
cation and Technology (Eurospeech 200}, Aalborg,
Denmark[P. Dalsgaard, Center for PersonKommunika-
tion (CPK), Aalborg University, = Denmark.
E-mail: pd@cpk.auc.dk; Web: eurospeech2001.org
International Symposium on Musical Acoustics
(ISMA 2001), Perugia.(Fax: 39 75 577 2255; Web:
www.cini.ve.cnr.it/ISMA2001 10/99

Conference on Microgravity Transport Processes in
Fluid, Thermal, Materials, and Biological Sciences
Banff. (Fax: +1 212 591 7441; Web: www.engfnd.org/
engfnd/lay.html 4/01

Acoustics Conference in Canada 20Q1Nottawasaga
Resort, Ontario (Fax: +1 905 660 4110; Web:
www.caa2001.com6/01

32nd Meeting of the Spanish Acoustical SociefyLa

Rioja, Spain. (Fax: +34 91 411 76 51; Web:
www.ia.csic.es/seal/index.htiil0/99

Fall Meeting of the Swiss Acoustical Society, Walllis

Valais. (Web: www.sga-ssa.¢in2/01

Institute of Acoustics Autumn Conference Stratford-
upon-Avon, U.K. (Fax: +44 172 785 0553; Web:
www.ioa.org.ulk 6/01

Reproduced Sound 17 Stratford-upon-Avon, U.K.
(Fax: +44 172 785 0553; Web: www.ioa.orgu&/01
Russian Acoustical Society MeetingMoscow. (Fax:
+7 095 126 8411; Web: www.akin.ru/eao.htm) 6/01
Australian Acoustical Society Annual Meeting
Canberra. (E-mail: m.burgess@adfa.edu.au; Web:
www.users.bigpond.com/Acoustjc82/01

German Acoustical Society Meeting(DAGA 2002),
Bochum.(Web: www.ika.ruhr-uni-bochum.ge.0/00

*6th Congress of the French Acoustical Society, joint
with the Belgian Acoustical Society Lille, France.
(Socige Franamise d'Acoustique, 23 av. Brunetes
75017 Paris, France. Web: www.isen.fr/cfa2p02

Joint Meeting: Russian Acoustical Society and Con-
ference on Ocean AcoustigsMoscow. (Fax: +7 095
124 5983; Web: rav.sio.rssi.ru/Ixconf.htn@/01
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June 2002
4-6

10-14

August 2002
19-23

26-28

September 2002
16-21

December 2002
2-6
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6th International Symposium on Transport Noise
and Vibration, St. Petersburg, Russig@rax: +7 812
127 9323; E-mail: noise@mail.rcom)r02/01
Acoustics in Fisheries and Aquatic Ecology Mont-
pellier, France(Web: www.ices.dk/symposipl2/00

16th International Symposium on Nonlinear Acous-
tics (ISNA16), Moscow.(Fax: +7 095 126 8411; Web:
acs366b.phys.msu.su/ignk2/00

*2nd Biot Conference on PoromechanicsGrenoble,
France.(J.-L. Auriault, Laboratoire 3S, Domaine Uni-
versitaire, BP53, 38041 Grenoble, France. Fag83 4
76 82 70 43; Web: geo.hmg.inpg.fr/biot2001

Forum Acusticum 2002 (Joint EAA-SEA-ASJ Meet-
ing), Sevilla, Spain.(Fax: +34 91 411 7651; Web:
www.cica.es/aliens/forum2002/00

Joint Meeting: 9th Mexican Congress on Acoustics,
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June 2003
8-13

September 2003
1-4

April 2004
5-9

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on AcoustigsCan-
cin. (E-mail: sberista@maya.esimez.ipn.mx; Web:
asa.aip.org10/00

*XVII International Evoked Response Audiometry
Study Group Symposium Puerto de la Cruz, Ten-
erife, Canary Islands, SpaiffFax: +34 922 27 03 64;
Web: www.ierasg-2003.0jg

*Eurospeech 2003Geneva, SwitzerlandSYMPORG
SA, Avenue Krieg 7, 1208 Geneva, Switzerland; Fax:

+41 22 839 8485; Web: www.symporg.ch/
eurospeech2003
18th  International Congress on  Acoustics

(ICA2004), Kyoto, Japan(Web: ica2004.or.jp4/01
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OBITUARIES

John E. Cole IIl ¢« 1942—-1999 visit to the Hudson Laboratorig€Columbia University in 1964—-1965. In
1970 he received a D.Sc. degree from London University and was awarded
John E.(Jack Cole Ill, died on 13 February 1999, at age 56, of a the Rayleigh Silver Medal by the British Acoustical Sociétpw Institute
prolonged illness associated with a spinal cord injury he suffered in 199%f Acoustics. During a second visit to the USA, this one taking place in
while bicycling to work. He is survived by his wife Judith, sons Alexander 1978-1979 and at the Applied Research Laboratdliesversity of Texaj
and Stephen, and sister Carolyn Cochrane. Jack was born in Upper Darbye worked with C. T. Tindle on the theoretical relationships between ray and
PA. After receiving a B.S. in Mechanical Engineering from Drexel Univer- mode properties in wave guide propagation, one of the most fruitful collabo-
sity in 1965, he attended Brown University, earning a M.Sc. in Mechanical ations of his long career.
Engineering in 1967 and a Ph.D. in 1970. His thesis topic was “The Propa- After his retirement in 1989, David worked as a consultant to
gation of Sound Through Atmospheric Fog.” Upon graduation, Dr. Cole BaeSEMA Ltd. (now BAE Systemksin London, and his advice continued to
joined the faculty of Tufts University as an Assistant Professor of Mechani-pe sought after by scientists throughout the world, resulting in many invited
cal Engineering(1970-1977. During this period, he was also a Summer |ectures and visits to research labs. He was well known for his in-depth
Faculty Fellow with Stanford University and with NASA Ames Research knowledge across many different aspects of underwater sound, from genera-
Center (1971-1972 He joined Cambridge Acoustical Associates, Inc. tion mechanisms to the detection process, through propagation, scattering
(CAA) in 1978 as a Scientist, rising to Senior Scientist, Principal Scientist,gng absorptior(most notably, but by no means exclusively, by fisand
and eventually President of this acoustical consulting firm in 1994. Dr.gmpient noise. His leadership in the British acoustics community is exem-
Cole’s interests while he was at CAA covered a broad spectrum of aCOUStip"ﬁed by his service as President of the UK Institute of Acoustic@82—
cal research, and his numerous accomplishments led to publications in theygs. The Acoustical Society of America recognized his extensive achieve-
Journal of Atmospheric Sciencelurnal of Sound and VibratiotheShock  ments with its Helmholtz—Rayleigh Medal in 1998, the award being titled
and Vibration Bulletin AIAA Journal and theJournal of Computers and  the Helmholtz—Rayleigh Interdisciplinary Silver Medal in Acoustical
Structures as well as theJournal of the Acoustical Society of America Oceanography and Underwater Acoustics. The citation was for “seminal
(JASA) While at CAA he worked closely with Dr. Miguel C. Junger on a work on the physics of explosive sources, scattering, and the horizontal
number of projects, resulting, for example, in the co-authoring of papers ittefraction of sound.”
JASA on nonuniform structural wave guides979 and on bubble swarm Over his lifetime, Dr. Weston published at least 67 papers in 11 dif-
acoustics(1980. Consulting work for the NASA-Marshall Space Flight ferent journalgincluding 32 in JASA along along with several encyclope-
Center led to Jack's co-authorifidie Handbook of the Acoustical Charac-  dia articles and many reports. He continued to publish papers drawing on the
teristics of Turbomachinery Cavitiewith Michael J. Luca®t al. (ASME,  results of the experiments in the Bristol Channel for more than 20 years after
1997. Dr. Cole was a Registered Professional Engineer in Massachusetts,tfle experiments were carried out. This was made possible by his meticulous
member of the American Society of Mechanical Engineers, and a Fellow ofecord keeping and a painstaking attention to detail. A striking example with
the ASA. regard to the latter is an incident that occurred during a project meeting: he
was describing the subtle but sometimes important effects caused by depar-
tures from sphericity of a fish bladder. He was asked what shape a typical
bladder might have, a question which many would have either side stepped
or at best answered by quoting statistics of aspect ratios of representative
oblate spheroids. But David astonished all present by putting his hand in his
jacket pocket and pulling out a perfect specimen of what turned out to be a
gurnard swim bladder. Its shape was a spheroidal main cavity with two
David E. Weston, a Fellow of the  adjoining tubular side pods, one on each side like handlebars.
Acoustical Society of America, died David will long be remembered as the leading figure in underwater
suddenly of heart failure at his home acoustics in the United Kingdom during the second half of the 20th Century,
on 19 January 2001. Dr. Weston, who just as A. B. Wood will be remembered in regard to the first half. He is
was born 16 November 1929, gradu- Survived by his widow Joycénee Nichollg, his daughter Anna, and his son

ated from Imperial CollegéUniversity Peter.

of London in 1950 and obtained his

M.Sc. in 1952, also from Imperial Col- MICHAEL A. AINSLIE
lege, under the guidance of R. W. B.

Stephens. His M.Sc. project, on the

propagation of sound waves in tubes,

resulted in a paper which was pub-

David E. Weston « 1929-2001
lished in 1953 in the Proceedings of . _
the Physical Society and which is still Auyuab Mohammed 1928-2001

ﬁ:
‘ amongst his most frequently cited pub- Auyuab Mohammed, a Fellow of the Acoustical Society of America,

lications. He joined the Admiralty Research Laboratargw the Admiralty passed away in Halifax, Nova Scotia, on 9 April 2001 at the age of 73 after
Research Establishmenh 1951 and stayed with this organization until his a lengthy battle with cancer. He was born in San Fernando, Trinidad, and
retirement in 1989, his title then being Individual Merit Deputy Chief Sci- moved to Canada in 1949, where he received his B.Sc. and M.Sc. from the
entific Officer. Dr. Weston is perhaps best known for his pioneering fixedUniversity of Manitoba. His Ph.D. was subsequently received from the Uni-
range experiments at Perranporth in the Bristol Channel in the 1960s. Thesersity of British Columbia. All of his degrees were in electrical engineer-
resulted in a number of publications on shallow water propagation and oing. He joined the Canadian Department of National Defence’s Naval Re-
the acoustic effects of bladdered fish. In addition to this experimental worksearch Establishmenfater called the Defence Research Establishment
he subsequently laid the foundations for the currently accepted theory ohtlantic, DREA) in Dartmouth in 1954. There, he worked as a defense
scattering and absorption of sound by fish. scientist in various positions in acoustics, signal processing, and applied

During his early years Weston worked with A. B. Wood, and by the mathematics. He later managed the Applied Mathematics Section of DREA
age of 32 he had published a total of nine articles, letters, and notes iand was also responsible for its central computer facilities. He became a
journals, on subjects as diverse as MoirT fringes, explosive sources, flusmmember of the Acoustical Society of America in 1964, and was elected a
propagation theory, horizontal refraction, and the theory of ray invariants~ellow of the Society in 1971 for theoretical studies on transducer arrays,
that now bears his name. During this period, he had a productive exchangeverberation, and signal processing. He retired from DREA in 1988.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Marine Mammals and Low-frequency Sound: ters of this NRC report, though it is not at all obvious from the title of the
. ’ report.
Progress Since 1994 The second chapter describes the MMRP’s results, and this chapter is
) ) probably the meatiest and most scientifically intriguing of the entire book.
National Research Council Dan Costa’s California elephant seal translation results seem to indicate no

impact to seals that dove quite near the ATOC source, whereas Calamboki-
dis’ aerial survey seemed to show some slight avoidance of the ATOC
source by humpback whales and Risso’s dolphins. The Hawaii playback
experiments also produced some marginal results. When the dust clears, the
report concludes that the observable effects of the ATOC sources are small

S . to nonexistent, but that more work needs to be done, both to tighten the data
unde_rwa_ter sound should read, as the .tOp'C s a critical one. B.Ut whe nalyses already initiated and to take more data. The MMRP investigators
reading it, the reader should realize that in addition to much good informa-

) d vsis. thi | ; ) f Thi “are also given a rather resounding hand slap for not publishing their results
tion and analysis, this report also contains some serious flaws. This rev'e_\(’{uickly enough, and are criticized over points of experimental design that

looks at the positive aspects of the report first, and then turns to the flaws, 'Bisagree with the panel's vision. These latter two points reveal, more than
the hope that this ordering will persuade the reader to eventually look at thiﬁnything else, some of the friction that existed between the panel and the
report, despite its blemishes. MMRP investigators.

The report begins with an Executive Summary and Recommendations,  The third chapter of the report, “Assessment of Continuing Research
so that “power readers(sic) can cut to the conclusions, and make important Needs » also has good technical meat, in that it is the biologist's “wish list”
policy decisions without both(_aring too much with t.he detailed facts that ledsq, fyture research into the topic. Aside from a few more jibes at the MMRP
up to them. That personally irksome ordering aside, two excellent recomgcientists for their “sins of omission,” this chapter is fairly noncontroversial,
mendations are immediately made to Congréss:to re-define “type B ang presents some interesting glimpses into the possible future of marine
harassment” of marine mammals in terms of significant disruption of behav,,ammal acoustics.
iors critical to survival and reproduction af2) to acknowledge the relative Chapter four of the book brings up an issue that is universally impor-
significance of different sources of sound in the ocean, insofar as this igan¢ 1o anyone putting a sound source into the ocean, whether purposely or
known, and provide new means to briafj commercial sources of sound  incidentally—that of regulation. Two main issues are discussed in this chap-
into the MMPA's (Marine Mammals Protection Actegal and regulatory ter: (1) the definitions of the two types of harassment, Level A and Level B,
framework. These two recommendations are almost worth the price of thgnd(2) the scientific and incidental harassment permitting process. Concern-
report. The first recommendation would negate the senseless concept thi the first topic, the report suggests only minor adjustments to the Level A,
‘taking” of a marine mammal(i.e., producing a noticeable behavioral injurious impact rules, which are tied to the fairly reasonable concept of
changg is to be strictly avoided, and replace it with a much saner “real stemporary threshold shiftTTS).” However, the Level B acoustic harass-
harm” criterion. The second recommendation supports a “uniform standardment rules, which regulate “taking” animalsvhere a “take” is defined as
of justice” for marine mammal regulations, something that ocean acousticgsing an acoustic stimulus that produces a measurable change in an animals’
scientists and the Navy have desired for at least a decade. Both ocean sgiehavioj, come under well-deserved fire from the report. The report sug-
entists and the Navy are held to rather strict sound emission regulationgests that level B harassment be redefined as follows:
whereas the oil industry has seen somewhat more relaxed regulations. But
the biggest ocean noise polluter, the shipping industry, goes entirely unregu-
lated, and this second NRC report recommendation addresses that inequity.

There are further recommendations made for NMf8 National Ma-
rine Fisheries Servigeand also for various marine mammal research spon-
sors, and these are rather well thought out. However, these latter recommen-
dations also point to NMFS and the Navy leading the charge and paying the  To this reviewer, this was one of the highlights of the report. Another
way for the marine mammal research and monitoring that needs to be dongighlight is the report's criticism of the gross inconsistencies in the permit-
and here | must disagree with the report. Oil exploration and shipping acting process. The following passage, which spotlights some of the inconsis-
tivities contribute the lions’ share to the noise pollution in the ocean, and thdencies, was particularly bitingnd depending on your viewpoint, entertain-
report should ask them to pay a fair and proportional share for the researdf9):
needed for mitigation. Instead, the report just says they “should contribute,” ~ “For example, a biologist proposing to study how a whale re-

a rather timid recommendation, given the much bolder ones made to Con- ~ SPonds to vessel noise would have to apply for a scientific re-
gress. search permit, whereas an oceanographer planning to transit such

After the executive summary, the report embarks on a brief introduc- a habitat would not be subject to any regulation, and an acousti-
tion to sound propagation in the sea, on the AT@€oustic Thermometry cian using a _S|m|lar level of som_md fo_r st_udles unrelated to marine
of Ocean Climateproject’s history, objectives, and structure, and finally on mammals might need to obtain an incidental harassment autho-
the overlap of the ATOC source’s bandwidth with marine vertebrate hearing ~ '1zation. It seems illogical to regulate the artificially induced
ranges. This section is generally well done, with one exception to be dis- acoustic St_'mu“ more |ntens.el.y than vessel-!'nduced sound, which
cussed later. By the way, the assessment of the ATOC project and the asso- adds the risk of actually striking the whale.
ciated MMRP(Marine Mammal Research Projeatere theprimary char- The final regular chapter of the report, Chap. 5, “Findings and Rec-

National Academy Press, Washington, DC, 2000.
Price: $35.00 (paperback) ISBN: 0-309-06886-X.

The National Research Council®NRC’s) report Marine Mammals
and Low-frequency Sound: Progress Since 1B94 book that all users of

“Level B—has the potential to disturb a marine mammal or ma-
rine mammal stock in the wild by causing meaningful disruption
of biologically significant activities, including but not limited to,
migration, breeding, care of young, predator avoidance or de-
fense, and feeding.”
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ommendations,” gives the NRC committee’s views on what should havetics expertise shows up through a number of small, but basic, errors in
been done by the MMRP, what should be done in the future to regulatecoustics, which should have been avoided in such a high-profile report, and
ATOC and ATOC type experiments, and what future research needs to beetract significantly from it.

addressed. | could go into much detail here, but perhaps a brief synopsis will Moreover, most ocean acousticians and MMRP investigators | talked
suffice. From the point of view of the biologists, the numerous recommen+o also felt that there was a distinct negative bias in the overall viewpoint of
dations made on how the MMRP could have been improved, what futurehe report towards ATOC and the MMRP. In that allegations of bias are both
regulations there should be on sound sourespecially fixed, ATOC type  serious and generally impossible to prove or disprove, | will shy away from
emitters, and what future research should be done in marine mammal biolthe considerable effort needed to plead the case from either side. However,
ogy studies might look quite reasonable. To the acousticians and physicaly; give my own personal opinion here, and agree with the ATOC and
oceanographers using sound sources for their research, these same recqirp investigators that there does seem to be a disapproving attitude

mendations might look rather excessive and self-serving by the biologistsgyyarg their work in the report, above and beyond the strictly scientific and
What the viewpoint of the regulatory agencies might be toward these recrachnical criticisms made.

ommendations, | cannot even guess. Let me just leave this issue with the The next two “defects” | would mention reflect my thoughts on what
hope that reasonable and rational solutions will eventually be reached. important points the report omitted. First, one never gets “the big picture”

The report concludes with several useful and interesting appendice f wh . ) :
re ATOC fits in le h marine mammals. Is AT
which include committee biographies, a summary of the 1994 NRC repor?j where ATOC fits in as a possible hazard to marine mammals. Is ATOC on

; - - a par with shipping, fishing, whaling, oil exploration, and other threats to

(the precursor to this repgrtrelevant U.S. regulations for marine mammals, . oS )
. ) . . marine mammals? And thus, by implication, does the report address a major
OSHA regulations, a glossary of acronyms, and a list of species discussed in~ . h ) ;
the report(a helpful little Latin to English glossay or minor environmental issue? It would be nice for the report to place the
P P 9 9 y problem it addresses in the “threat continuum,” but this never happens. And

Having discussed the highlights of the report, | now turn to some of’. v, it d h b ice for th t to ad i itabl
the defects of the report. | would again remind the reader that my judgment nally, it would have been nice for the report to advocate a more equitable

here are not of strictly quantitative matters, and so have a degree of Subjegjstribution of the responsibility for marine noise pollution. However, that
tivity in them. again begs the “big picture” question, which is not addressed.

As mentioned, the first obvious flaw in the report s its title, whichisa 10 conclude, despite its flaws, this NRC report should be read. Its topic
misnomer. The report is a review of ATOC and the MMRP, but not a review!S just too important for any user of sound in the ocean to ignore. However,
of the entirety of marine mammal research since 1994. Though mention i¥ i @lso hoped that in the near future, this report will be supplemented by
necessarily made of other research, it is not at all the main focus. one that really does address the full issue of “Marine Mammals and Low

Another flaw in the NRC report, to this reviewers mind, is the under- Frequency Sound: Progress Since 1994.”
representation of ocean acousticians on the panel, especially since the report
deals with the effects of ocean acoustic instrumentation. Though the NRGAMES F. LYNCH
generally strives hard to have its panels fairly represented by discipline, on&oods Hole Oceanographic Institution
can argue that this did not happen in this case. A deficiency in ocean acou$voods Hole, Massachusetts 02543

650  J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Book Reviews



SOUNDINGS

REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
IBRAHIM M. HALLAJ, Wolf Greenfield & Sacks P.C., 600 Atlantic Avenue, Boston, Massachusetts 02210
DAVID PREVES, Songbird Hearing, Inc., 5 Cedar Brook Drive, Cranbury, New Jersey 08512

KEVIN P. SHEPHERD, M. S. 463, NASA Langley Research Center, Hampton, Virginia 23681

WILLIAM THOMPSON, JR., 601 Glenn Road, State College, Pennsylvania 16803

ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

6,163,503 5,889,730
43.30.Sf SYSTEM, APPARATUS, AND METHOD 43.30.Yj UNDERWATER AUDIO COMMUNICATION
FOR GEOGRAPHIC POSITIONING OF SYSTEM USING BONE CONDUCTED SOUND

MARINE FAUNA

David F. May, assignor to Trigger Scuba, Incorporated
Sigmar Gudbjornsson, Seltjarnarnes, Iceland 30 March 1999 (Class 367132); filed 5 January 1998
19 December 200@Class 3676); filed in Iceland 23 February 1998 An underwater communication system for relaying audio signals to a

A system, apparatus, and method are described for determining tpdiver consists of a conventional swimmer's mask with head strap to which is
positions of underwater animals. The procedure involves placing an acoustgonnected a transceiver unit and at least one water-proofed bone conduction
transponder on the animal and then establishing communications with arflansducer, electrically connected to the transceiver, and held in place
other transponder carried by a surface vessel whose position is determin@@ainst the mastoid bone behind the ear by the head strap.—WT
via a GPS satellite. —WT

6,138,515

5,978,316 43.35.Zc APPARATUS FOR THE ACOUSTIC
DETECTION OF DEFECTS IN A MOVING STRIP
43.30.Xm MARINE SEISMIC SOURCE CTION© TS OVING S

Jean-Pierre Moufle and Philippe Piguemal, assignors to Sollac

Loran D. Ambs and John J. Sallas, assignors to Western Atlas 31 October 2000(Class 73639); filed in France 8 March 1996
International, Incorporated .
2 November 1999(Class 367134); filed 29 September 1997 One or more Lamb-wave transducers are housed in a sensor wheel that

o ) ) ] is made of a flexible material and filled with an acoustic coupling fluid. The
A seismic acoustic source consists of a surface marine veliZle axje of this sensor wheel is held stationary by a bridge arrangement as the
whose hull30 has bottonB1 in contact with a body of water. The vehid@  gjrcumference of the wheel rolls along the top of the moving metal strip in
may be towed by a ship, airship, or helicopter via tow-cal#ieThe hull 30 which defects are to be detected. A delivery system ahead of the wheel drops
houses some kind of vibratory acoustic souBfewhich may be driven  ¢oypling fluid on the strip’s surface and a roller spreads this fluid uniformly
hydraulically, pneumatically, electromechanically, electrostatically, chemi-ig ensure continuous and efficient coupling. The bridge presses the sensor
cally, or simply mechanically. The nature of umbilical liZ# therefore  \yheel against the test strip and can move the wheel along the width of the
depends upon the type of source. The source illustrated in this figure is 8trip.—EEU

32 B0
6,125,706

43.38.Dv HIGH TEMPERATURE
ELECTROMAGNETIC ACOUSTIC TRANSDUCER

Jonathan D. Buttram, Bedford, Virginia and John H. Flora,

, Lynchburg, Virginia ‘
— 3 October 2000(Class 73643); filed 25 July 1997
hydraulic vibrator48 supported on base plafl, with additional reaction This ultrasonic transducer, intended for inspection of materials at high

masseg6, all of which are resiliently mounted from the hull by a number of temperatures, provides cooling of the coils, magnets and onboard circuitry
springs54. Piston rod50 is securely attached to bracket or 8, which is by forced gas flows via a cooling system that is configured so that it does not
fastened to bottor81, by means of nut§8 and60. Piston rod50 is caused interfere with the magnetic fields. The transducer is designed so that its
to vibrate along its axis thereby causing bott@hto vibrate and radiate electronic subcomponentsoil and PC cardscan be removed easily for
sound into the body of water—WT repair—EEU
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5,889,873 6,128,958
43.38.Fx PIEZOELECTRIC ACOUSTIC 43.38.Hz PHASED ARRAY SYSTEM ARCHITECTURE
TRANSDUCER ) ) .
Charles A. Cain, assignor to The Regents of the University of
Yoshifumi Sasaki, assignor to TDK Corporation Michigan )
30 March 1999 (Class 381190); filed in Japan 11 March 1996 10 October 2000(Class 73626); filed 11 September 1997

Rather than making solder connections to a piezoelectric elementin an A driving and switching system is described for driving phased arrays
apparatus such as a buzzer, the electrical connections are accomplished ®fymany elements. By using multiplexers and properly switching between a
simple mechanical contact of an electrical lead with a spring loaded contadtlurality of driving signals having distinct phases, the array may be driven

that bears against both the piezoelectric element and the electrica¥ith a limited number of amplifiers being fewer than the number of indi-
lead.—WT vidual array elements.—IMH

6,148,088

6,147,932 43.38.Ja SPEAKER SYSTEM
43.38.Fx ACOUSTIC TRANSDUCER Seiki Suzuki and Noboru Kyouno, assignors to Mitsubishi Denki
Kabushiki Kaisha
14 November 2000(Class 381345); filed in Japan 11 November
1997

An impedance-compensated loudspeaker, invented by Watkins in the
70s, has two voice coi&l and22. Coil 22is fed through an L-C network

Douglas S. Drumheller, assignor to Sandia Corporation
14 November 2000(Class 367165); filed 6 May 1999

This patent pertains to a transducer for use in down-hole applications,
claimed to permit wider machining tolerances and easier assembly than

similar transducer described in an earlier patent. A sandwich-style piezoelec_L—0 having a minimum impedance at the loudspeaker's frequency of reso-
ngnce. It seems obvious that if several such loudspeakers are connected in

10

tric crystal, constructed of two half-cylindrical parts, is mounted around a,
cylindrical mandrel and compressed between a shoulder on that mandrel an
an anvil. The entire assembly is threaded into a cylindrical housing.—EEU

6,150,752
43.38.Fx ACOUSTIC TRANSDUCER WITH LIQUID-
IMMERSED, PRE-STRESSED PIEZOELECTRIC 2 2
ACTUATOR IN ACOUSTIC IMPEDANCE MATCHED parallel, only one network is required. However, the patent document re-
TRANSDUCER HOUSING quires seven pages filled with mathematical formulas to demonstrate that-

such is the case.—GLA

Richard P. Bishop, assignor to Face International Corporation
21 November 2000(Class 310328); filed 17 April 1998 6.151.402

This patent actually pertains to a vibratory tool for finishing exposed
surfaces of a work medium, such as plastic concrete. Blades in the shape 483.38.Ja VIBRATION TRANSDUCERS
a disc or plate are immersed in a liquid that is located in a housing. Each

blade is made to execute “wing flapping” motions by an electrically actu- Henry Azima et al, assignors to New Transducers Limited
ated piezoelectric element connected to the blade’s center, so that vibratory 21 November 2000(Class 381396); filed in the United Kingdom 2
energy is transmitted via the oil to the base of the housing, and from there to September 1995

the work medium. The blades are claimed to be impedance matched to the  Thig patent relates to transducers for loudspeakers comprising panel-
oil, as is the top surface of the housing base, and the impedance of them acoustic radiating elements. Such a transducer is intended to be
bottom of that base is claimed to be matched to that of the work medium fof,qnted on a member so as to apply a localized couple and thus to produce
maximum efficiency —EEU bending waves. A typical transducer consists of a tubular magnetic member
that is rigidly attached to the loudspeaker panel. A secondary tubular mem-
ber surrounds the first and is attached to it via resilient elements. This
member also supports motor coils, which are configured to induce rotation
of the magnetic member about its axis.—EEU

6,105,430

43.38.Hz INSPECTION OF CONCRETE
STRUCTURES USING SONIC TOMOGRAPHY 6,154,557

William F. Kepler and Leonard J. Bond, assignors to the United 43.38.Ja ACOUSTIC TRANSDUCER WITH

States of America as represented by the Secretary of the Interior  SELECTIVE DRIVING FORCE DISTRIBUTION
22 August 2000(Class 73594); filed 2 July 1998

This patent pertains to means for detecting defects in large concrete Sonigistix Corporation
structures, such as dams. A plurality of sensors is placed along the dam and )
measured impacts are applied sequentially at a number of locations. The 28 November 2000(Class 381431); filed 21 May 1998
resulting signals are stored and used to determine the travel times from the  The object of this patent is reduction in the number and volume of
various impact points to the sensor locations. The propagation velocitiesnagnets required to drive planar magnetic loudspeakers so as to obtain
along the different paths are then determined from the known impact an@mooth frequency responses. According to this patent, magnets are arranged
sensor positions. A tomography program running on a general-purpose conasymmetrically with respect to the loudspeaker membrane’s frame, and
puter is used for these calculations and to produce a graphical representatignice coils that are shaped to interact with these magnets are imbedded in
of the detected anomalies.—EEU the membrane. The geometries are selected to couple energy preferably into

Michael Montour and David Alexander Todd, assignors to
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those membrane modes that result in smoother frequency responserall size than conventional telephones when the acoustical eléengnt
characteristics.—EEU microphong is retracted.—IMH

6,148,089

43.38.Kb UNIDIRECTIONAL MICROPHONE 6,138,512
43.40.Le METHOD AND APPARATUS FOR
Hiroshi Akino, assignor to Kabushiki Kaisha Audio Technica
14 November 2000(Class 381356); filed in Japan 10 July 1998 DETERMINING SOURCE LOCATION OF ENERGY
, . . CARRIED IN THE FORM OF PROPAGATING
Relatively small, self-contained boundary microphones are commonly

used for voice pickup in situations where microphones must be inconspicuWAVES THROUGH A CONDUCTING MEDIUM

ous. This invention goes one step farther. It is a clever method for flush-

mounting a tiny microphone, yet maintaining a unidirectional pickup Ronald A. Roberts et al, assignors to lowa State University
pattern.—GLA Research Foundation, Incorporated
31 October 2000(Class 73570); filed 29 July 1998
6,167,139 The method discussed in this patent is stated to be particularly appli-
cable to the location of acoustic emission sources in one-dimensional and
43.38.L.c APPARATUS AND METHOD FOR two-dimensional dispersive acoustic media. The signal resulting from a
CONTROLLING SOUND EOR AUDIO/VIDEO source is sensed at a number of points simultaneously and recorded. Modes

of propagation are isolated by spatial and temporal Fourier transformation of
the recorded signals. Generalized cross correlation is applied to these signals
to locate the source.—EEU

APPLIANCE

Mun Seob Kim, assignor to LG Electronics, Incorporated
26 December 2000 Class 381102); filed in Republic of Korea 11
December 1996

This patent describes a control system for adjusting the volume and 5,939,179
tone controls of an audio sound system. Although not specifically so stated
the intended application would be for audio and television remote controls.43'40'Tm CONSTRAINT TYPE VIBRATION
The novel aspect of this system is that the tone control is automaticalyDAMPING MATERIAL
compensated according to the volume control setting. If the tone control is
changed, then that new tone setting will track across various volume levels  Kunihiko Yano et al, assignors to Nichias Corporation
to obtain an approximately uniform perception of the tone balance.—DLR 17 August 1999(Class 428212); filed in Japan 29 March 1995

Constrained-layer viscoelastic damping configurations, particularly for
6,137,883 use as shims in brakes in order to prevent brake squeal, are made by coating
a rubber layer on a metal base plate and depositing a hard thermosetting
43.38.Si TELEPHONE SET HAVING A MICROPHONE plastic atop the rubber layer. Constrained-layer damping has been well

FOR RECEIVING AN ACOUSTIC SIGNAL VIA known for at least four decades, but the technology described in this patent
KEYPAD is claimed to be inexpensive and effective.—EEU

Kevin D. Kaschke and David L. Bond, assignors to Motorola,

Incorporated 5,083,722
24 October 2000(Class 37#433); filed 30 May 1998

A retractable-extendable acoustical elemiis built into the housing ~ 43.40.Yq PIEZOBLOC ACCELEROMETER

12 of a telephone set. The acoustical element retracts into the keypad hous-

ing when not in use. This feature allows the apparatus to have a smaller ~ Thomas Berther et al,, assignors to K. K. Holding AG
16 November 1999 Class 73514.39; filed 12 November 1997

A piezoceramic bender eleme#tis housed within two solid ceramic
blocks2 and3. The bender is clamped at its left-hand end in this figure. A
gap of indicated clearance dimensidmas been machined out of blocRs
and3. Dimension7 is chosen to prevent breakage of the bender by snubbing
its motion should the unit experience harsh shock excitation. Signal @ires
are connected to the two piezoceramic bender plates either by solder or

721_..4_ —Fr > I

= 45

b \‘_ .
A_\AA?
conductive epoxy. The sld, within which the electrical connections are
made, is subsequently filled with a castable sealing material. This unit is
designed to be responsive to vibratory inputs oriented alond itieection
of the figure. The units may be rotated relative to one another and stacked in

such a manner as to produce a composite structure which is responsive to
vibratory inputs along three mutually orthogonal directions.—WT

~
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6,155,224

43.50.Gf NOISE SILENCER FOR VEHICLE ENGINE
INTAKE SYSTEM

Hiroki Akihisa et al, assignors to Denso Corporation
5 December 200QClass 123184.57%; filed in Japan 18 August 1998

An intake silencer for an automobile engine is described which con-
sists of two resonators. Low frequency noise, below about 200 Hz, is
attenuated by resonatd7, which has a valve20 at its entrance. Positive
sound pressure opens the valve, thus enabling the operation of the resonator
which is connected to ambient pressure via ifeThis valve arrangement

NOISE

e

-
R

duct(e.g., 0.2pc). Microphones47, are placed in front of the loudspeakers,

and provide signals to a feedback control system which seeks to minimize
the sound pressures at the microphones. This reduces the impedance of the
volume in front of the loudspeakers, thus increasing the effectiveness of the
resistive layer.—KPS

A

6,164,058

43.50.Gf ARRANGEMENT FOR DAMPING
COMBUSTION-CHAMBER OSCILLATIONS

/
’
j
;
;
s
/
:

.‘

Klaus Dobbeling et al,, assignors to ABB Research Limited
26 December 2000 Class 6039.39; filed in European Patent Of-
AR fice 15 July 1997

is said to provide greater bandwidth of attenuation than a conventional
Helmholtz resonator. The face of this resonafat, has a parabolic shape,
the focus of which is at the entrance to the second resor2pwhich is

designed to attenuate high frequency noise above about 200 Hz.—KPS

A method to suppress thermoacoustic oscillations in the annular com-

bustion chamber of a gas turbine is described. The air cooling ducts are

tuned to the fundamental resonance frequency of the combustion chamber

by careful selection of their lengths. In contrast to using Helmholtz resona-

6.155.225 tors, these half-wavelength resonators will also suppress higher order
! ! modes. Geometrical details are provided.—KPS

43.50.Gf VEHICLE ENGINE INTAKE MUFFLER

6,170,265
Takehiro Suzuki, assignor to Suzuki Motor Corporation
5 December 200QClass 123184.5%; filed in Japan 8 October 1998 43.50.Gf METHOD AND DEVICE FOR MINIMIZING

THERMOACOUSTIC VIBRATIONS IN GAS-
i ) TURBINE COMBUSTION CHAMBERS
The patent describes an arrangement of resonators for use in automo-
bile engine inlet systems. In contrast to conventional designs having two Wolfgang Polifke et al, assignors to ABB Search Limited

resonators, a third resonator is introduced which is designed to attenuate g january 2001(Class 6@725); filed in European Patent Office 15
sounds at intermediate frequencies. This additional resonator is designed to July 1997

fit within the front wheel fender of the vehicle and, for that reason, has a
“bent back” shape. Details of manufacture and construction are provided A method to suppress thermoacoustic oscillations in the combustion

which are aimed at ease of assembly.—KPS chamber of a gas turbine is described. The fuel entefstand is mixed
with air in chamberl2 before combustion occurs in chamkis. Lengths
6,160,892 Lmix andLgk are selected such that fluctuations in the gas velocity at the
10
43.50.Gf ACTIVE MUFFLER A B / C
Istvan L. Ver, assignor to BBN Corporation 16 \
12 December 200QClass 38171.5); filed 30 December 1993 14 / 12
\ 20
An active noise control system designed for use in jet engine test cell 18

exhaust silencer€'hush houses) is aimed at attenuating the low frequen-
cies which are ineffectively treated by conventional, passive means. Loud-
speakers45, are mounted around the circumference of exhaust Hjand

are behind an acoustically resistive layr The resistance of this layer is I I 1
substantially less than the characteristic acoustic impedance of the gas in th_ L mix Lek
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location of the fuel injection induce pressure fluctuations at the combustiorvening preamplifiers. While each geophone individually provides a mea-
chamber outleR0 which are out of phase with pressure fluctuations occur- surement of the acoustic particle velocity, the spatial gradient of the velocity
ring in the combustion chamber. Design guidance on the selection of valuesetween the two separated geophones is a measure of the acoustic pressure.
of the key parameters are provided along with numerical examples.—KPSThis is in contrast to most intensity probes wherein two pressure sensors are
used and the spatial gradient of the pressure is a measure of the particle
velocity. —WT

6,151,954
43.50.Lj DEVICE FOR DETECTING KNOCKING IN
AN INTERNAL COMBUSTION ENGINE

Keiichiro Aoki and Yoichi Kurebayashi, assignors to Toyota 6,170,333
Jidosha Kabushiki Kaisha; Denso Corporation

28 November 2000(Class 7335.08; filed in Japan 3 September 43.58.Kr APPARATUS FOR DETECTING
1996 ABNORMAL SOUND AND METHOD FOR JUDGING
This patent describes a scheme for detecting knocking in an internayVRONG IN MACHINE

combustion engine which relies on measurement of ions generated during S )
the combustion process. An ionic current detection unit is connected to the ~ Michihiro Jinnai et al, assignors to Entropy Software Laboratory,

ignition coil, in parallel with the spark plugs. The circuitry of this detection Incorporated o
unit is designed to isolate knocking from other noise components.—KPS 9 January 2001 (Class 73570); filed in Japan 14 March 1997
This device listens to a machine and compares the sound with past
6.132.005 emissions to determine whether the machine is operating properly. A coarse
! ' spectrum analysis is performed using, perhaps, 6 or 7 channels. Second- and
43.50.Yw DETECTING SEAM BOUNDARY USING third-order statistics are computed for the band amplitude values. These
PICK SOUND vectors of spectral statistics are compared to stored reference patterns col-

lected during proper machine operation.—DLR

John Gordon Mazlin et al, assignors to Tangential Technologies
PTY
17 October 2000(Class 2991.1); filed in Australia 14 November
1995
This patent relates to a means for distinguishing a boundary between 6,173,074
layers of different materials encountered in mining. As pigkstting ele- 43.58.Kr ACOUSTIC SIGNATURE RECOGNITION
ments shaped somewhat like canine tgethmining machines scrape along
surfaces to dislodge chunks of material, these generate noise, claimed éND IDENTIFICATION
occur primarily at resonance frequencies of the picks. A system according to
this patent uses a microphone near the cutting head to sense the airborne
noise generated during cutting, determines the corresponding spectra, and
compares them to predetermined spectra.—EEU

Anthony Peter Russo, assignor to Lucent Technologies,
Incorporated
9 January 2001 (Class 382190); filed 30 September 1997

This spectrum analysis device processes the audio signature from a

6.134.968 piece of machinery in order to determine what state the machine is in,
! ! whether it is operating correctly, and, in some cases, to determine what type
43.58.Bh PORTABLE ACOUSTIC IMPEDANCE 0}‘ machine is rgnning. Operating on a Fourier‘ tran;ftﬁﬁﬁ'l’) _of the audio
signal, the device performs a feature analysis, primarily intended to track
MEASUREMENT SYSTEM any detectable harmonic structure. Correlations are detected along any of
eight directions in the time/frequency plane. A “blob coloring” algorithm is
Robert K. Kunze, Jr. et al, assignors to The Boeing Company then used to mark groups of adjacent active pixels.—DLR

24 October 2000(Class 73589); filed 19 July 1999

A cylindrical wave guide tube has a compression driver attached to
one end and a second end that is open. The open end can be placed against
the surface whose impedance is to be measured and is provided with an
annular gasket to ensure an adequate seal. A fitting in the side of the tube has 6,161,434
access ports through which microphones can be inserted. An end cap can be

mounted on the open end of the tube for calibration purposes.—EEU 13 60.Rw METHOD AND DEVICE FOR DETECTING
AND LOCATING A REFLECTING SOUND

6,172,940 SOURCE
43.58.Fm TWO GEOPHONE UNDERWATER Mathias Fink, Meudon, France and Jacques Lewiner,
ACOUSTIC INTENSITY PROBE Saint-Cloud, France

19 December 200QClass 73587); filed in France 13 June 1996

. The subject of this patent is applicable to detection and localization of
America as represented by the_Secretary of the Navy acoustic emissions in solid objects and to finding the locations of reflective

9 January 2001(Class 367178); filed 27 January 1999 underwater targets. It is claimed to be suitable for detection of a sound

An acoustic intensity probe comprises two identical, collinear geo-source in a noisy medium and/or of one exhibiting reflections and multiple
phones supported by means of springs, which are stiff in the radial directiomefractions that defeat other methods. Electrical signals obtained from an
to keep the geophones aligned. The springs are quite compliant in the axiakray of receiving transducers are stored, time-reversed, and amplified to
direction to allow motion in that direction within an acoustically transparent produce excitation signals. The latter are applied to emission transducers
and neutrally buoyant housing. Because the geophones have inherently lailvat have substantially the same locations as the receiving transducers. The
electrical impedance outputs, they can be connected to the associated sigis@dnals received when the emission transducers are actuated are again stored
analyzing electronics via relatively long cables without the need for inter-and processed to detect the possible presence of a source.—EEU

James A. McConnell et al, assignors to the United States of
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6,169,813

43.66.Ts FREQUENCY TRANSPOSITIONAL
HEARING AID WITH SINGLE SIDEBAND
MODULATION

Charles S. Richardson and Arnold S. Lippa, assignors to Hearing

Innovations, Incorporated
2 January 2001 (Class 381312); filed 16 March 1994

An audio frequency signal amplitude modulates an ultrasonic carrier
and the resultant is used for bone conduction transmission to the human
sensory system. Single sideband modulation is said to be used to achieve
better performance than the double sideband modulation technique de-

scribed in previous implementations.—DAP

6,173,063

43.66.Ts OUTPUT REGULATOR FOR FEEDBACK

REDUCTION IN HEARING AIDS

John Laurence Melanson, assignor to GN ReSound as
9 January 2001(Class 3813198); filed 6 October 1998
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LPC, but use different tradeoffs in the selection of subframe and codebook
structures and differing assignment of bits to various parts of the signal. In
the short window technique, a kind of weighted autocorrelation correction is
applied to partial windows, as shown in the figure, to produce quick esti-
mates of the LPC spectral data, such as during affricate consonants.—DLR

6,167,374

43.72.Gy SIGNAL PROCESSING METHOD AND
SYSTEM UTILIZING LOGICAL SPEECH

A regulator stabilizes the supply voltage for the output stage ofBOUNDARIES
a hearing aid containing a feedback canceling mechanism. The voltage regu-

lator helps keep the gain of the output stage constant in the presence of

Feedback

122

120

102 Hearing Aid »|Am
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110 16 118
Class D Qutput
114
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Cancellation
112
Voltage
Regulator | 124
Battery | 126

battery voltage variation, thus allowing the feedback path to be modeled

more accurately by the feedback cancellation algorithm.—DAP

6,167,373

43.72.Ar LINEAR PREDICTION COEFFICIENT
ANALYZING APPARATUS FOR THE
AUTOCORRELATION FUNCTION OF A DIGITAL
SPEECH SIGNAL

Toshiyuki Morii, assignor to Matsushita Electric Industrial

Company, Limited

26 December 2000(Class 704219); filed in Japan 19 December

1994

This patent covers a variety of speech analysis techniques applicable to

Shmuel Shaffer et al, assignors to Siemens Information and
Communication Networks, Incorporated
26 December 200QClass 704227); filed 13 February 1997

This speech encoding system attempts to separate the input speech
stream into logical units, in most cases, words. Each logical unit is trans-
mitted as a single packet, said to allow better recovery in the case of trans-
mission errors. The argument is that if an entire word is lost, rather than
word fragments, the person at the receiving end is more likely to be aware of
the reception problem and ask for clarification, if necessary, thus decreasing
the chance of a misunderstood message.—DLR

6,173,250

43.72.Gy APPARATUS AND METHOD FOR
SPEECH-TEXT-TRANSMIT COMMUNICATION
OVER DATA NETWORKS

Kenneth Jong, assignor to AT&T Corporation
9 January 2001(Class 7043); filed 3 June 1998

This patent appears to be little more than an attempt to cover a large
domain of previously well-known technologies. Voice communication in a
network chat room situation would be provided by using a recognizer, trans-
mitting the text, and optionally using a synthesizer at the receiving end.
Overlapping a number of patents covering the “phoneme vocoder” tech-
nigues, the patent presents nothing new.—DLR

6,173,256

43.72.Gy METHOD AND APPARATUS FOR AUDIO
REPRESENTATION OF SPEECH THAT HAS
BEEN ENCODED ACCORDING TO THE LPC
PRINCIPLE, THROUGH ADDING NOISE

TO CONSTITUENT SIGNALS THEREIN

Ercan F. Gigi, assignor to U.S. Philips Corporation
9 January 2001(Class 704219); filed in European Patent Office 31
October 1997

speech coding, such as would be used in a cell phone. The main two of these
techniques are the use of multiple analyzer methods and a short windowing  This speech vocoder represents an attempt to revive the methods of
technique which reduces the delay in recovering speech spectral data. Theasic linear predictive coding by addressing the issue of buzziness in the
different analyzer methods generally all fall within the realm of code-excitedspeech output. The method consists of adding more noise into the output to
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mask the buzz. In the initial analysis, voiced and unvoiced regions areeighboring poles, however, there is no detailed treatment of what the values
treated separately with respect to both the filter coefficients and the gaiof the weights should be. One embodiment of the device involves the use of
value. Formant peak and valley amplitudes and the measured pitch are use®C parameters, pole positions in particular, extracted from the input during
in various ways to compute four separate measures of noise, called thtbe normal operation of a standard cell phone coding system.—DLR
“noise scaling” factors. Scaled noise is reintroduced into the voiced regions

using any of several methods.—DLR

6,169,555

43.72.Kb SYSTEM AND METHODS FOR
COMMUNICATING THROUGH COMPUTER
ANIMATED IMAGES

6,172,641

43.72.Ja NAVIGATION SYSTEM WITH AUDIBLE
ROUTE GUIDANCE INSTRUCTIONS

Jeffrey Alan Millington, assignor to Magellan DIS, Incorporated
9 January 2001(Class 342357.13; filed 9 April 1998

This vehicle navigation system is tied into the loudspeakers of the Thi tent d ib tem f trolling the displ i .
car’s radio or CD player to provide audible announcements of the selected IS patent describes a system for controliing the display of an ani-

route and the general status of the journey. For maximum effect, the systellﬁ1Elte£1 puppet in real-time response to speech input, typically from a remote-

assumes a four-speaker arrangement. Rather than a true HRTF-based thriggation. The animation would be able to wave from side to side, wiggle its

dimensional sound field, the system merely controls the volume to the ingiSarS: 1ap its toes, and various other such contortions, in the interest of con-

vidual speakers to simulate various positions of the announcer. The patent is FPI

Minoru Yamamoto, assignor to Image Link Company, Limited
2 January 2001(Class 348473); filed 23 April 1996

not entirely clear on what situations would be most effectively presented by
changing the apparent sound direction, but one can imagine an upcoming
turn being announced with increasing loudness in the right front, and then a
you miss the turn, the announcement slowly fades out in the right rear.—
DLR

6,167,371

43.72.Kb SPEECH FILTER FOR DIGITAL
ELECTRONIC COMMUNICATIONS

Gilles Miet and Daniela Parayre-Mitzova, assignors to U.S. Philips
Corporation
26 December 2000Class 704209); filed in France 22 September veying certain states of mind of the talker. And meanwhile, the puppet

1998 would also talk, displaying lip and jaw movements appropriate for the
The idea of enhancing the intelligibility of a speech signal by reducing speech signal.—DLR
the bandwidths of the poles is an old one, going back at least to the 1970s.
This system adds to that the idea of inserting zeroes in between adjacent
poles. Zero positions are computed as weighted averages of the pairs of

6,167,117

43.72.Ne VOICE-DIALING SYSTEM USING MODEL
OF CALLING BEHAVIOR

Craig A. Will, assignor to Nortel Networks Limited
26 December 200QClass 37988.03; filed 7 October 1996

Previous patents covering voice dialing have described the use of sta-
tistics about the calling party to help in the recognition of the name of the
party to be called. Such information usually includes calling patterns, such
as the time of day, the day of the week, duration of the call, and whether the
call was answered. This patent covers the use of a neural network to do the
actual computation. The usefulness of the system as a personal directory
assistant is also described.—DLR
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43.72.Ne COMPUTER SYSTEM WITH INTEGRATED 43.72.Ne INTERACTIVE VOICE RESPONSIVE
TELEPHONY, HANDWRITING AND SPEECH RADIO TUNING SYSTEM
RECOGNITION FEATURES

6,167,376 6,173,192

Larry K. Clark, assignor to Honeywell International,
Richard Joseph Ditzik, Bonita, California Incorporated
26 December 200QClass 704235); filed 21 December 1998 9 January 2001 (Class 45%563); filed 1 October 1996

This personal computer assistant includes a number of human interface |y this application, a speech recognition system would be used by a
capabilities, including speech and handwriting recognition, which can rUrpilot to state the name of a radio contact point, for example, to change the

simultaneously and interactively. The speech recognizer includes both fhdio frequency to that of a different control tower. Upon recognizing the

speaker dependent mode, tuned to the user, and a speaker independent ; - )

- ) ngme of a radio contact center, the device would verbally request a confir-
mode, for incoming speech, such as by telephone. The pen may be use ti d then directly ch the radio ch | setting. Stored data about
online to correct recognition errors in real time. The pen controls are demation, and then directly change the radio channef setting. stored data abou

signed so as to anticipate possible poor performance of the recognition d@rby contact points would be used to weight the recognition candidates,
live telephone speech.—DLR reducing confusion between similar sounding location names.—DLR

6,167,377
6,173,251

43.72.Ne SPEECH RECOGNITION LANGUAGE
MODELS 43.72.Ne KEYWORD EXTRACTION APPARATUS,
KEYWORD EXTRACTION METHOD, AND

Laurence S. Gillick et al, assignors to Dragon Systems, COMPUTER READABLE RECORDING MEDIUM

Incorporated

26 December 200G Class 704240); filed 28 March 1997 STORING KEYWORD EXTRACTION PROGRAM

This is a method to be used by a speech recognition system to take  Takahiro Ito et al, assignors to Mitsubishi Denki Kabushiki
advantage of the best of recognition results obtained with a variety of lan-
guage models. Various recognizers may use models basedj@m statis-
tics, categories, topics, or most recent utterances. In the method described
here, word candidates are found by using several such models. The lists of ~ This keyword spotting system stores a variety of technically equivalent
such candidates are combined by applying a weighting for each model. Axpressions for each desired keyword. Occurrences in the target speech of
special case for the topic model allows the user to specify lists of new wordainy of the stored expressions are detected and related to the meaning of the
which should be included in the model. —DLR corresponding keyword set. Although described in terms of Japanese char-

Kaisha
9 January 2001(Class 7047); filed in Japan 5 August 1997

START POINT OF EFFECTIVE CHARACTER STRING
e END POINT OF EFFECTIVE CHARACTER STRING

6,173,076 | BIEIFZ A

43.72.Ne SPEECH RECOGNITION PATTERN ENDOF]BASlsclrm?s—géﬁggﬁ%ﬁfoﬁ“nmPOINT
ADAPTATION SYSTEM USING TREE SCHEME e
acters, some of the claims seem to present the ideas in a language-
Koichi Shinoda, assignor to NEC Corporation independent manner. However, since these claims use the term “character,”
9 January 2001(Class 382226); filed in Japan 2 March 1995 it is not clear to what extent such language independence is actually
This speech recognition system is based on a typical application ofchieved.—DLR
hidden Markov model$HMMs) to store the reference patterns. Each HMM

state is a mixture of Gaussian distributions, in the usual manner. In addition,
a tree structure is produced which represents the history or makeup of the

IST LAYER

@ : NODE(NODE OTHER THAN
LEAF NODE) 6,173,258

2ND LAYER O s LEAF NODE

43.72.Ne METHOD FOR REDUCING NOISE
DISTORTIONS IN A SPEECH RECOGNITION
SYSTEM

3RD LAYER

4TH LAYER

5TH LAYER O 0 +*0 O O+++0 Xavier Menend_ez-PldaI et al, assignors to Sony Corporation;
| T Sony Electronics, Incorporated
9 January 2001 (Class 704233); filed 9 September 1998

1500
Gaussian means of each HMM state, including the number of training ex- ~ 11iS Speech recognizer uses a type of cepstral normalization to reduce
amples used for each distribution. Using the tree structure to decide howpe effect of noise in the input signal on recognition performance. An FFT
much to adapt each of the mean values, it is possible to perform a highspectrum is processed to produce controls for a spectral subtractor. The
quality adaptation to a new speaker based on a relatively small sample sfpectrally subtracted speech is then passed to a filter bank, a log compressor,
speech from that person.—DLR a normalizer, to two cosine transforms, and finally to the recognizer system.
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5,977,866
43.80.Nd BIRD DISPERSING SYSTEM

John Barthell Joseph, Jr., Greenville, Mississippi and Q. Martin
Schoenheiter, Jr., Salt Lake City, Utah
2 November 1999(Class 34@384.)); filed 29 January 1998

A system for dispersing birds away from an airfield consists of a
central computer unit, an antenna system, a hand held transmitter, and
a number of remotely located gas cannons, each connected to a single
control unit. Upon command, each cannon produces a loud explosion fueled
by gas from a pressurized storage tank housed on the cannon unit. Each
cannon unit also houses all-weather loudspeakers which radiate, upon com-
mand, an endless recording of loud noises such as barking dogs or sirens.
All time sequencing of the sounds is regulated by the computer unit which
QQn be controlled either locally or remotely via the hand held

left and right variances. These features are included with the acoustic VeG:  nsmitter —WT

tors in the recognizer inputs.—DLR
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The analysis of aeroacoustics propagation is required to solve many practical problems. As an
alternative to Euler’s linearized equations, an equation was established by Galbrun in 1931. It
assumes the flow verifies Euler’'s equations and the perturbation is small and adiabatic. It is a linear
second-order vectorial equation based on the displacement. Galbrun’s equation derives from a
Lagrangian density and provides conservative expressions of the aeroacoustics intensity and energy
density. A(CAA) method dealing with the numerical resolution of Galbrun’s equation using the
finite-element methoFEM) is presented. The exact solution for the propagation of acoustic modes
inside an axisymmetric straight-lined duct in the presence of a shear flow is known and compared
with the FEM solution. Comparisons are found to be in good agreement and validate a first step in
the development of a CAA method based on the FEM and Galbrun’s equation. The FEM is then
applied to an axisymmetric duct including a varying cross section and a nonuniform flow with
respect to both the axial and the radial coordinates. The expression of the aeroacoustics intensity
implemented in theeM provides an accurate in-duct power balance. 2@)1 Acoustical Society of
America. [DOI: 10.1121/1.1378355

PACS numbers: 43.20.Bi, 43.20.Mv, 43.28.RCS]

LIST OF SYMBOLS r radial axis

Qo celerity of sound z longitudinal gxis .

b(&) connecting vector z locally reacting reduced impedance

G(8§ Galbrun’s equation 6 boundary layer thickness

i acoustic intensitfW m~2) & acoustic displacement vector

Kk wave number n vectorial test function

k, longitudinal wave number n complex conjugate of

A Galbrun’s equation Lagrangian density T¢ transposed acoustic displacement vector
M Mach number I acoustic powefJ m ?)

n normal vector Po static density

Po static pressure p acoustic density

p acoustic pressure 1) pulsation

vo flow velocity \& divergence operator

v acoustic velocity v gradient operator

R duct radius V X curl operator

I. INTRODUCTION static pressure. Because the attempts to relax these assump-

. . _ ._tions have failed, present studiesdnA are orientated to the
Many aeroacoustics problems, such as diffraction, jet . o . . .
. L : . .’ ~~resolution of the full Euler’s linearized equations. This task
noise, duct acoustics, liner design, etc., require the prediction

of sound propagation in a nonuniform flow. From a theoret-*a" be gchigved solving the system as it stqnds. However, an
ical point of view, one difficulty arises from the unsuccessful""It?m""t've is presented here using the dlsplacement as_ a
attempt to establish a general propagation equation goverfiniqué parameter. In the early 1930s, assuming small adia-
ing the pressure field, or some scalar parameter related to RatiC perturbations and Eulerian flows, Galbtestablished

In particular, if the mean flow is rotational, the decomposi-a reformulation of Euler’s linearized equations based on the
tion of the perturbations in terms of independent acousticglisplacement. Galbrun’s equation is a second-order linear
rotational, and entropic modes, as initiated by Chu andartial differential equatiorisee, also, Ref.)4

Kovasznay in the late 1950s in the uniform flow case, is no The finite-element methdd® and Galbrun’s equation
longer valid. In the early 1970s, a third-order partial differ- may be an attractive alternative to the finite-difference
ential equation for the pressure was established by Filleymethod and Euler’s linearized equaticn&! Galbrun’s equa-

and others, assuming a parallel sheared flow and a uniforgion is based on displacement. Although displacement is an
appropriate variable to represent both acoustics and rota-
dElectronic mail: peyret@onera.fr tional modes and to deal with the boundary conditions in the
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same time and suppose the presence of a disturbance: the
element follows patly(t) resulting from flow convection and
displacement caused by the disturbafd@ashed line in Fig.

1). The displacement vector is defined as

: : 7 Ex,D)=y(D) = X(t).
m{tnjﬁ : x(t) The so-called mixed representation of aeroacoustics, devel-
oped by Poire!? in 1985, uses the displacement vector to
FIG. 1. Displacement vectok(t) is solid line andy(t) is dashed line. distinguish the aeroacoustics perturbati@toustic mode:
V- £ plus rotational modeV X §) inside the aerodynamic

presence of flowat any interface, the continuity of the pres- alrflo(;/v. Bybsepara(;u_;g perturr]batlon a;)d aer((j)dynamms, one
sure and the normal component of the displacement is rekan describe two ditierent p enomefiiw and aeroacous-

quired, only a few works deal with Galbrun’s equation. The tics propagation

likely reason is that displacement is not a usual variable for

the acoustics community. In 1985, Pdfraised Galbrun’s B. Galbrun's equation

equation and detailed a so-called mixed representation based ysually, the flow 0,p0,v,) and the perturbation

on Eulerian and Lagrangian perturbations of the flow for(p , v) are described with Euler’s variables. In the case of a
linear and nonlinear problems. More recently, Gddlitwok  small adiabatic perturbationp&py, p<po, andv<ay),
into account structure displacement to express the boundagyoiree shows that the usual Eulerian variables, namely, the

condition at the interface of free, rigid, and absorbing sur-acoustic pressure, density, and velocity, are related to the
faces for hydroacoustics problems with displacement vecgisplacement:

tors. Ben Tahar and G&$also proposed a variational formu-

lation based on the displacement and Galbrun’s equation to P~ P00 V-§—=&-VPo, p=—poV-§— & Vpo,

solve vibroacoustic problems in the presence of flow, with d 2.1

appropriate boundary conditions at the interfaces. Also, Gal- v= a—ngO,

brun’s equation is associated with Lagrangian density. As an

immediate consequence, conservative expressions of aerostheredU/dt=dU/dt+ (vq- V)U is the total time derivative

coustics energy density and intensity were established foieferred to the unperturbed flows. In practice, these rela-

Eulerian stationary flows. tions show that when computing the displacement field, it is
Our main objective is to demonstrate the interest andgossible to return to the standard Eulerian pressure, velocity,

capabilities of the finite-element methd&EM) and Gal-  or density. Starting from Euler’s linearized equations, using

brun’s equation. A first application for analyzing in-duct the Lagrangian displacement and assuming acoustic propa-

sound propagatidi here is realized. The theoretical back- gation is isentropidi.e., ds=0 in the Lagrangian system

ground of Galbrun’s equation, weak formulation, and La-the reformulation of Euler’s linearized equations leads to

grangian density are summarized in Sec. Il. Section Il deGalbrun’s equation:

scribes the implementation of the FEM. Comparisons 2

between Galbrun and Lilley’s solutions for the propagation — Yy 5 2y . . _Tue. _

in a lined straight duct are given in Sec. IV. Finally, the (&) podt2 V(PodV:-§+(V-HVPo— V& VPo=0

application of the FEM to a lined duct with a varying cross (2.2

;ection, in the presence of parallel shear flow, is considereg 5jprun’s equation is an aeroacoustic propagation equation,

in Sec. V. based on the single displacement variable. As mentioned by
Poiree 18 using both the relations, Eq2.1), and Galbrun’s

Il. PROBLEM FORMULATION gquation, Eq(2.2),_ some works attgmpté 18.here to estab-
lish a wave equation based on a single variaplg (v), but

This section briefly presents the theoretical formulationthe authors failed because algebraic expressions are too com-

of Galbrun’s equation. The main results involved in He plex. Obviously, assuming an homogeneous medium, the

implementation are discussed. It first recalls the definition oHelmholtz equation is directly retrieved.

the displacement vector and gives Galbrun's equation ex-

pression, a weak formulation, a Lagrangian density, ang \weak formulation

aeroacoustics intensity expressed with the displacement. This ) ) ) o

section can help the reader not familiar with this formulation, ~ Consider a three-dimensional finite-volunvg whose

but does not aim at providing demonstrations of the algebrai€NVelope isS, and n is the outside normal vector 6.
formula. More details can be found in Refs. 1, 3, 12, and 13TNere is no acoustic source inside the fluid&@) =0 and
we are searchinge H(gradVy), so that

A. Acoustic displacement

Consider an infinitesimal fluid element inside a flow: VneH(gradVy); j f G(§)-»dVdt=0y,
between timeg, andt,, the element follows the patk(t) Vo
resulting from the flow convectioitsolid line in Fig. 2.  where the functional space(gradyV,) is defined in Sec.
Now, reconsider the fluid element, inside the flow at thelll A. Integrating by parts gives
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{V neH(gradVo); E. Harmonic weak formulation
For harmonic solutions, with pulsatian, we set
ExD=&xe“ and p(x,t)=n(x)ee

The bilinear formBy/(£, ») reads The weak formulation is transformed into the frequency do-
main and Eq(2.3) becomes

fw (fvoBv(g,n)dV+ fﬁ%b(g)-nds)dtzo. 2.3

—o0

dé dy ’
Bv(§&m=pog; gp ~PodaV €V -n—(£§:-Vpo)V -7

(Vne H(gradVy);
—(9-Vpo)V-§— 3 '6V2pon— 3 'nV?poé,
(24 f By(£ mdV+ §> b(g);ds:o], (2.10
with V2po={3?py/dx;dx;} and Yo ®
where

d
b(§)=po(v0~n)d—f—p0aév-§n. (2.5 _ . — 5 _
Bu(&m)=pow & -7—poagV- &V nt+po(vo- V)

XE&-(vo-V)m+]jpowé-(vy-V)n

By(£, 7) is a bilinear symmetric form so that the asso- ~lpown: (vo- V), (211
ciated quadratic form is a Lagrangian density associated witlf static pressure, is assumed constaguch an assumption

D. Lagrangian density

Galbrun’s equation: is not correct for aeroacoustics problems, however, our pur-
2 1 pose is to solve Galbrun’s equation with them and terms
AXt,6,E0= 5Pog ~ 3P0 agV-£2— (& Vpo)V Wit_h Po d_o not present a major interest from the numerical
point of view). Also, in Eq.(2.11), we use the conjugate aof
E—L1TEV2p g, (2.6) because £, 7) e (2 andBy(£ 7)€ R.

where &= (dé/dt) and &€,=(d&/dx). In the case of a sta-
tionary Eulerian flow, the Lagrangian density does not de-
pend on time. For such flows, conservative expressions dfl- FINITE-ELEMENT METHOD
aeroacoustics energy density and intensityi are estab- A, Functional spaces

lished by using the time invariance of the Lagrangian

density!*2° The expressions read: In general, the analytical resolution of Galbrun’s equa-

tion is not possible because the displacement fields, solutions

po d§ d§ dé 1 of Galbrun’s equation, belong to infinite-dimension func-
=% Gt ar Pogr (o VIEt P tional spaces and cannot be expressed with known functions.
Poco The solutions are searched for with the finite-element
X[p?—(&-Vpo)?], (2.7 method, by approaching functional spaces, with the finite-
and dimension ones. The required properties of these spaces de-
pend on the equation being solved. Our method uses
) & dé& & H(grad\V,) elements and may compute Galbrun’s solutions
':P0<E'a Vot P (2.8 in the presence of nonuniform flow. By definition,
and verity H(gradV,) is the Sobolev spaéé defined as
S H(gradVy)={uelL?(V,) and Vuel?(Vy)},
—+V-.i=0. (2.9

at where

The same expressions were also established by Godith 5 _

a different approach. In contrast with usual formulations L (V0)=[u,fv u(x) - u(x)dx<oe
based on Eulerian variables, these expressions are conserva- 0

tive. However, in Sec. Il C, the integration by parts of Gal- Any vectorial function inL?(V,), whose gradient is also in
brun’s equation could be done differentfipr the terms de-  L?(V,) belongs toH(gradV,). ConformingH(gradV,) el-
pending orpg). There are several weak formulations leadingements may be used in computations with nonuniform flow.
to a Lagrangian density. This means the expressions dfiowever, from the mathematical point of view, the problem
aeroacoustics energy density and intensity do not have ia not well posed because of they V) operators included
unique definition and there might be several other definitionsn d/dt, and thereby the method is not robust enough to
of the potential energy linking aerodynamic flow, static pres-handle industrial computations. More studies on the math-
sure, and acoustic perturbation. Choosing one Lagrangia@ematical properties of Galbrun’s equation are in progress.
density is physically equivalent to choosing one definitionThe present method is a first step of a work that should lead
for energy. to a CAA method based on the FEM.
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I external

FIG. 2. Axisymmetric lined duct in
the presence of a shear flow.

internal

Eq

B. Discretization n, B
VneH(gradVy), > f By(£ m)dV
=1 Jv(e)

The section describes the implementation of the FEM in
solving Galbrun’s equation for a two-dimensioriaD) AXI

geometry. Introducing the cylindrical coordinates, and azi- § — e
muthal ordem, we set +i:1 S(Si)b(g) -ndS=07. (3.9
&r,0,2)=&r,20e" 1M and #(r,0,2)=n(r,z)etim’. Consider the geometric elemegjtwhose contribution is
By definition, a finite element is composed of V yeH[gradV(e)], JV( )Bv(g,;)dv.

€

(1) a geometric element of, . .
(2) a set of degrees of freedofar connectors and The geometric triangular elemesmet with nodal values of

(3) a finite-dimension subspace of the chosen functionaflisplacement{&;,&,,£;} as connectors and functions, ex-
space. pressed in barycentric coordinates witln«) [0,1] andv
e[0,1—u],
The fluid inside the bounded volumég, is meshed with tri- 1 _ _
angles using Delaunay’s technique. Volulgis subdivided a(U)=(1=u=v), a(uv)=u. aguv)=v, (3.2
with n, trianglese; wherei = 1---n, and envelop&, with nq is conform withH[ gradV(e;)]. This is the kind of element
segments; . If V(g) is the volume of finite elemerg; and  used in the method.

S(s;) the length of segmery;, we approximate/, and Sy

with, respectively, IV. PROPAGATION IN A STRAIGHT LINED DUCT
%”: q %S: A configuration is defined in Fig. 2 to handle compari-
“ V(e) an “ S(si), sons between Galbrun’s and Lilley’s solutions. An axisym-
metric duct of radius 1 m, including a center body of radius
and Eq.(2.10 is approximated with 0.2 m, is considered. A locally reacting absorbing material of

FIG. 3. Rép,4r,z)] at frequency
1350 Hz computed with Lilley’s equa-
tion on the upper plot and Galbrun’s
equation on the lower plot.Mg
=+0.5,6=0.15m,Z=1—j.

#ﬁ#béppppppa
Ly Tl b = D bl s LA

z{m)
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5 m length is applied on both the duct wall and the center 1.5
body. The reduced impedan&eof the liner is equal to 1 1.25
—] (the choice of that value is arbitrary and more realistic 1
impedance values could be taken into account by the sam& 0.75
method. The in-duct flow is similar to the one used by " g5
Eversmaf for duct acoustics studies. Even if the flow does g 55
not strictly verify Euler’'s equation, we suppose the effect
will not be too penalizing. The temperature and the static
pressure are constant. The velocity profile of the figy(r),
including a boundary layer of thicknegsclose to the duct
walls and the center body, is defined as follows: ) .

¢ In the presence of a center body, the radial Mach numbe?' Galbrun’s solution

0 L I 1
0 I 2 2m 3 5

FIG. 4. Meshing of the duct.

M(r) is For the FEM computation, the inner region between the
- center body and the wall duct is meshed with linear ele-
M(r)= Mosin(zsr), if 0<r<s, ments. At frequency = 1350 Hz kR~ 25), with the typical
size of the elements abowt6 (where\ is the total wave-
M(r)=M,, if d<r<R—34, (4.19 length, about 5000 elements are needed to compute the dis-
placement field.
B | . The FEM is based on the displacement vector, so that
M(r)=Mosin 2—5(R—r)} I R=o<r<R. the problem above, expressed with the Euler’s pressure vari-

able, has to be formulated with the displacement variable.
This can be directly achieved using Ed2.4) and (2.5),
M(r)=Mgy, if 0=<rsR-3, especially for the boundary conditions imposed at the source,
(4.1p  on the lined walls, and at the duct exit.

* Otherwise,

™
25

A. Lilley’s solution At the duct entrance z=0), the acoustic pressure
Pmn(r) computed with the modal approach is considered as

. 23
During the 1970s a number of studi&s™ were devel- e acoustical boundary condition. Corresponding values of
oped to solve Lilley’s equation using the modal approach. 'rHispIacement are established with

the present paper, the Mungur and Gladwell methadap-

M(r)=Mgsin

— if R—6<r<R. . .
(R r)} T R=o<r<R 1. Expressions of the boundary conditions

plied to determine the modal structure of the in-duct pres- £ (aplar)

sure. Letm and n designate the azimuthal and the radial ' 1 m

mode orders. For nonuniform flow, the modal solution is ~ &=| s VRS —ij )

obtained with a classical Runge—Kutta integratroof Lil- g, poag(k—kzMo) _

ley’s equatiorf. To properly select a given moden(n), the —jkzp

integration starts with the eigensolutions for an infinite an-and directly introduced into the global system.

nular duct with a uniform flow, based on theth-order On the duct wall and on the center body a local acoustic

Bessel functions of the first and second kind. The acoustigeduced impedané®z is applied, so that
pressure field in the annular duct is given in cylindrical co-

. &3
ordinates by p= poaOZE -n,

P(r,0,2,t)= >, Ppn(r)el(@t-m—kad), using the third equation of E2.1), and asv,-n=0 on the
mh linings, the equation reads
Mungur and Gladwell’s method providgs, ,(r) together .
with the axial wave numbek,(m,n). A specific code has P=1podoZe(&-N).
been developed to compute the in-duct pressure with thAs the normal component of the flow speed on the linings is
modal approach. zero,b(£&)=pn, so that

FIG. 5. Flow velocity and streamlines.
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FIG. 6. R¢p,4r,z)] at frequency
1350 Hz computed with Galbrun’s
equation. My=0.5, 6=0.15 m,
Z=1-j.

b(£)- ;:jpo ayZ w(&- n)(;- n). (4.2 fluid inside the'duct is gssumgd to have a constant flow rate,
. ] ~_ sothat the radial velocity profile varies along the center line.

In the cross-sectioa=5 m, a nonreflective condition is  pqr this configuration, Lilley’s equation is no longer valid
required to properly simulate the one-way propagation in thgje 1o the flow variations with respect to the axial coordi-
positivez direction. Using Euler’s variables, one usually im- 5ia Moreover, as shown below, the radial structure of the
poses on the cross section an anechoic termination based gy, qe imposed at the duct entrance is not conserved and the
the wave impedancé.e., the ratio of the pressure and the g, approach is not appropriate anymore. In addition to
norm_al acoustic velogn)yA similar condition is applied with the in-duct pressure field computation, the power balance
the displacement variable performed with the expression, E@.8), of the acoustic in-

vo tensity and the usual Cantrell and Hart expres$lokg.

) v (5.2, are compared.
b(&) =]jpolw—Kzvo) 0 &=Z¢ )
wlkz A. In-duct pressure field
_ _ The flow velocity model remains similar to the one used

The matrix Z depends on the acoustic mode and can bgn the previous test cases. It is characterized by the Mach
considered as an impedance matrix. The expression QfumperM, and a constant boundary layer of thickness
Bs(£,#) for a modal nonreflective condition reads =0.15 m. The flow velocity and the streamlines are plotted

b(&)-7=7- Z&. 43 n Fig. 4. Atz=2 m, where the cross-section nozzle is mini-

mum, the Mach number reaches about 0.6.

Figure 5 represents the mesh of the fluid used for the
. 'FEM computations. The mesh is generated with nonstruc-

From among the many test computations used to valityred linear elements. Again, to obtain an accurate solution,
propagation of the mode (2,2) at frequerfey 1350 Hz, for  gpplication, the boundary conditions are similar to those used
upstream propagation, is proposed. The flow is defined by, {he test cases. A locally reacting liner with a normalized
the Mach numbeM, and a boundary layer of thickness  jnedancez=1—| is applied on the walls. At the source
=0.15m, according to E9$4'1a and(4.1b. _ location, z=0, a mode (2,2) at the frequency 1350 Hz is
__The real part of Euler’s acoustic pressure in Pa is plottéqqyced. An impedance conditigh= poay is also applied
in Fig. 3 for both computed solutions. As the displacementy; yhe quct endz=5 m. The real part of the pressure field
field is computed W|th_the FEM, the cprrespon_dlng aCOUSt'C%omputed with the FEM is plotted in Fig. 6. In addition to
pressure values are first returned using €dl) in the case the attenuation of the sound due to the liner absorption, the

of a uniform static pressure: pressure field clearly exhibits a change in the radial slice
p=—poagV-§. with a maximum level towards the center body. This conver-
Obviously, the solutions are in good agreement and validag'" ' generated _by the flow_varlatlons toge_the_r W'th the
the weak formulation and the FEM implementation. We can’21YINg cross sef:tlon. _In _prat_:t|ce, SUCh. a redistribution can
observe that, due to the liner attenuation, the pressur%gmﬂcamly modify radiation in the far field.
strongly decreases with respect to the axial coordinate and
goes nearly to zero at the duct end. As the sound pressure . .
. . . ABLE 1. Acoust heck th Cantrell and H#6t2) and ex-
level is strongly reduced by the liner absorption, the bound coustic energy check up with Cantrell and He8it2) and ex

o . o pression(2.9).
ary condition at the duct exit does not significantly modify

C. Results

Galbrun’s solution. Border Cantrell and Hart, Eq5.2) Eq. (2.8
11 (duct entrance 100.00% 100.00%
V. PROPAGATION IN A LINED DUCT WITH A VARYING I, (center body ~51.99% —42.26%
CROSS SECTION I (duct Wa_ll) —63.06% —51.45%
1, (duct exip —4.72% —3.88%
This section presents an application of the FEM to s _19.77% 2 41%

propagation in a lined duct with a varying cross section. The
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B. Aeroacoustics intensity streamlines indicate the acoustic power spreading in the duct.

Conservative expressions of aeroacoustics energy detf’ p;xrttlﬁular, tthe);) SSOV.V that most ?f Ftr;]etr]e nergy ben(fj_sktjo.-
sity and intensity were established in Sec. || D. Comparison ards the center body, In agreement wi € pressure field n

with  more usual expressions(Cantrell and Hart's 9. 6.
expression<) are proposed. We recall that these expressions

read VI. CONCLUSION
1 2 The finite-element method and Galbrun’s equation may
I* == | pov+ — |+ Rv.vo, (5.1) be an attractive alternative to the finite-difference method
2 pody/ Po and Euler’s linearized equations for predicting aeroacoustics
propagation. The first results obtained with the FEM for the
. p ion i i i
i* = (p+ pov - vo)| v+ vo . (5.2 case of propagatlpn in a lined duct in thg presence of a.shear
Poag parallel flow are in good agreement with known solutions

) ) ) _ given by the modal approach. An application to a duct with a
The energy conservation law in the harmonic regime stategarying cross section also shows the capabilities of the FEM
that the intensity(i.e., the acoustic energy flux or acoustic Galbrun model to handle more realistic configurations. The
powey integrated over a closed surface is zero. For the simugyyression of the aeroacoustics intensity based on the dis-
lations, a closed surface corresponding to the four boundariepqacemem vector has been implemented in the FEM. In the
of the inner fluid is defined. The cross sections at the SOUrCRyy-frequency range, the energy is conserved with an error
and the duct exit, the center body, and the duct wall allow theys ahout 39%. These first results confirm the accuracy of the

computation of the acoustic powelk, Ile, II;, andllz,  FEM computations and demonstrates the interest in the Gal-

respectively. Theoretically, the balance power in the duct isyryn formalism. Future studies will deal with the implemen-

=11 +1Ilg+1le. This can also be expressed as tation of other finite elements and comparisons between the
I, /TIg+ TR /TI g+ T /T = 100%, different formulations.

Wlt.h II;as a refert_ence. The powers in the duct are eval,uateRCKNOWLEDGMENTS

using the expression of the intensity £g8.8). For compatri-
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displacement field& using system(2.1).
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caused py the liners applied on the center body gnd thg ducCtapap(-TR-72-53, Lockheed Georgia Compaf@72 (unpublishedl
walls. It is also observed that the power balance is retrievedH. Galbrun,Propagation d’Une Onde Sonore dans I'Atmosghet Theo-
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The acoustic wave field due to a supersonic motion of a rigid object over a half-space is
investigated. The analysis presented leads to closed form expressions for the reflected and
transmitted conical waves as separate contributions. The linearized acoustic field equations are
applied to obtain representations for the fields in a combined Laplace—Fourier transform domain. To
these representations, which are mapped into the proper form, we apply the Cagniard—de Hoop
technique in order to find closed form time—domain solutions for the reflected and transmitted
acoustic fields. Attention is focused on supersonic effects, so the analysis concentrates on
application of the Cagniard—de Hoop technique to obtain closed form space—time domain
expressions from the contributions of poles, appearing in the transform domain representation for
the reflected and transmitted acoustic wave field. It turns out that these pole contributions, next to
wave solutions of the conical type also can give rise to headwaves, associated with the reflected
conical wave. Numerical results for the reflected as well as the transmitted conical wave field are
presented for an air—sea configuration with supersonic source velocities up to MACH Z00©
Acoustical Society of America[DOI: 10.1121/1.1381020

PACS numbers: 43.20.HANN]

I. INTRODUCTION a circular motion. For the electromagnetic case of a moving
source in an unbounded medium Kdoippplied the

In this paper the acoustic wave phenomena associate@agniard—de Hoop method leading to an elegant solution in
with an object in horizontal supersonic motion over the surthe supersonic state for the conical waves, which are in elec-
face of a half-spacésea or langlare investigated mathemati- tromagnetics known as the Cerenkov waves; see J8ree
cally. The soil of the land is modeled as a fluid, assuming theprocedure of Bakkeet al® can be applied to solve the com-
shear stresses are neglectable. Hence, we will not encountearable moving source problem in our acoustic two-media
surface wavegScholte wavesalong the air—soil interface; configuration, however in this method the conical wave phe-
see de Hoop and van der Hijdéin the analysis that follows nomena do not show up mathematically as a separate partial
the media in the half-spaces of the configuration are acoussolution, resulting exclusively from pole contributions,
tically represented as homogeneous, isotropic fluids in whiclwhich makes it impossible to study their reflection and trans-
the basic acoustic field equations are applied in linearizeghission properties. The procedure presented by Raegids
form. However, the method outlined here in principle is alsoto a representation in which the conical waves indeed show
applicable to the more general problem of an elastodynamiap mathematically as separate phenomena, it is however re-
soil in which Scholte waves can occur along the air—soilstricted to an unbounded homogeneous medium.
interface. The method presented is based on the Cagniard—de In the present paper it is shown that the problem of a
Hoop technique; see de Hoop and Frankefiis method is  moving acoustic source in a two-media configuration can be
the more attractive one when we have a layered media comepresented in a form in which the conical wave contribu-
figuration, having the advantage of leading, in principle, totions show up mathematically as separate terms when in the
the formulation of the acoustic field in closed form directly Cagniard—de Hoop method the adequate set of Fourier trans-
in the space—time domain by inspection of the suitably paform variables, associated with the coordinates along the in-
rametrized, spatially inverse transformed, field expressionsterface, are chosen. In the final stage conical wave solutions,

The Cagniard—de Hoop method has been applied in theonsistent with the results presented by Kdoippear as
elastodynamic case, Gakenheimer and Miklowikennedy contributions of complex conjugate poles in the analysis. As
and Herrmanrt;® Bakkeret al® Even nonuniform motion of the average intrinsic acoustic wave speed in sea or soil is
a traveling line source was studied in elastodynamics beveral times higher than in air also head waves, associated
Freund and extended by Watandhie the three-dimensional with the various parts of the reflected field, among which
case of an acoustic half-space with a point source performingonical precursive parts, will occur along the interface, thus

complicating the overall picture of the acoustic wave propa-

dElectronic mail: b.j.kooij@its.tudelft.nl gation near the surface of the half-space.
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P1, K1
a1 = (p1rr) Y2
<—L;, —>
I3 = —h b ____ : ; ]
i |
. e - ¢ ) o . FIG. 1. The two-media configuration
2 6] £ = Ut T1 = vst + Ly with a supersonic object with a length
Ls moving with velocity vg and lo-
5 cated at a levekz=—h.
3
P2, K2
e = (paka) /2
Il. DESCRIPTION OF THE CONFIGURATION In the sections that follow we assuncg>c; and that

the acoustic source is in a supersonic motion with respect to

To specify the position in the two-media configuration (o \wave velocity in the upper half-spaag € v.<c,) o in
we employ the coordinatesx{,X,,x3) with respect to a g half-spacesc; < C,<v¢).

fixed, orthogonal Cartesian reference frame with origin
and three mutually perpendicular base vectoris ,i; of unit
length. In the indicated order the three base vectors form Hl. BASIC EQUATIONS AND BOUNDARY CONDITIONS

rlg_ht-hande_d sygtem. In accordance W'th the convention in With the acoustic field quantities supposed continuously
seismologyi; points downwards. The interface between thedifferentiable, the medium pressupéx,t) and the acoustic

media coincides with the plang=0. The object is modeled field velocityv(x,t) due to a moving dipole-type source with

as a rigid mate”al circular cyllndgr V.V'th length, and a densityf(x,t) are locally related according to the following
radius that is supposed to be vanishing small. Prior to th quations:

instant of timet=0 the object is supposed to be at rest. The
object with the endpoints located at the coordinates (0,0, Vp+p dv="fiy, (6)
—h) and (Ls0,—h) starts to move and act as an acoustic
source of the dipole type with the nonzero extdndalong
the line of motion only, at=0, with uniform velocity: in which p=p;, k=k; when x3<0 and p=p,, k=«
when x3>0.d Ifn Egs.(6)—(7) the acoustic wave velocity is

V.-v+k dp=0, (7)

Vs=Usl1. 1) . er . . . . .
defined asv=uv,i,tv,i,t+v3i3. The one-dimensional dis-
In the entire domairk® we distinguish the sub-domaif%, tributed moving source with lengths, defined in the previ-

D,, andD, as follows: ous section, can be formulated as
def f(x,t)=FLg (%) 8(x3+h)[H(xy—vb)
Do=1{(X1,X;) € R?; —oe<x3<—h}, 2
o ibaxa) e = @ —H(x~Le—v) H(), ®
= 2. in which the functiorH denotes the Heaviside unit step func-
Dr={(x1,%2) € R —h<x3<0}, ) tion andF denotes some amplitude function. Across the in-
det terface of .the two media, i.e., at the plaxe=0, the bound-
Dy={(X1,X,) € RZ0<x5<c}. (4  ary conditions,
We denote the mass densjtyand the compressibilitk in )I('%pzl'rpop' ©
DoUD; asp; andk,, and inD, asp, andx,, respectively. : N
Then their accompanying intrinsic acoustic wave-speeds are limvz=Ilimuvs, (10
defined as X310 X310
def hold. The linearity of the basic equatiof®—(7) ensures that
C1o=(pyoky o) M2 (5) the acoustic wave field due to the source in the upper me-
L2 P2t ’ dium (x3<0) can be understood as the superposition of the
respectively(see Fig. 1 incident wave field, which is the wave field that would be
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present if the medium around the source is extended to iﬂ('cl‘z—w2+ q2)1’2=ﬁ(cIZ—W2)1/2,

finity, and the reflected wave field which accounts for the

presence of the interface at=0. The wave field that is with 0<qg<, 1sp<> andweZ,
present in the lower mediunx{>0) is denoted as the trans- (16)

mitted wave field. ) . . .
we make the connection with a transformation used in a

similar free-space problertKooij®). Employing Eq.(16) in

IV. REPRESENTATIONS FOR THE ACOUSTIC FIELD the expression for the acoustic pressure in the space—domain
IN THE LAPLACE-FOURIER TRANSFORM leads to the representation in the Laplace-transform domain
DOMAIN which serves as our basis for the application of the

To carry out our analysis efficiently we subject the baSiCCagmard—de Hoop technique. This yields for the incident

. ~ . . o ﬂ .
acoustic equationés)—(7) together with the boundary con- fi€ld p" W'_th X3§0;Ehe re-ﬂected fiel™" with x3<0 and
ditions (9) and(10) to a Laplace transformation with respect the transmitted fielgo™" with x3>0,
to time according to

p"(x,s;1)
~ def o E)refl(x Sl)
p— - + b 1
p(x,s)= L:Op(x,r)exp(—sﬂdf, withse R (11 f)”a“S(x,s;I)
and a spatial Fourier transformation with respectt@ndx, _ _ exp(—s|xz+h|yy)
according to __IF fw [ Rexp(—s|x3—h|y1)
472 L. J1 \/,82—1 —jo| =
_ def (o > ss Texd —s(xzy2+hyy)]
p(al,az,X3,S):f dXzJ p(x,s)exd s(aiX;
- - w cosf—uv "
. X
taXy)]dxy, withag,ayeZ, (12) [(w cos—vg H)2+(B2—1)(cy 2—wW?)sirP6]
whereZ denotes the imaginary axis in the complexplane X exp( —srw)dw (17)
anda,-plane. Application of the boundary conditiof® and _ '
(10) then yields the Laplace—Fourier transform domain ex4n which
pression for the reflected and transmitted acoustic fields. _ 2
These transformed pressure fields appear as the difference of R= w; T= p;yl, (18
two terms of identical form related to the source endpoints pP2y1tp1Y2 p2y1t P12
|:LS and IIO, i.e., E)(al,az,X3,S)=5(a1,a2,X3,S;| Where
=L —p(a;,a,,X3,5,1=0). The spatial counterpart of the _ _ N NT
fields are obtained via the inverse spatial Fourier transform 71~ ()= pBle, =W (19
as defined by 2= 72 B)=[ (e =W = (c; ¢ Y2 (20)
. def/ g \2 fie i The accompanying Laplace-transformed acoustic pressure
P(x8)=|5 fﬁiwdazﬁimp(al,abxa,s) field is obtained from Eq(17) through

In the following sections we investigate the reflected and

The application of Eq(13) leads to a representation of the ) : , o -
transmitted field on the basis of EGL7). The incident field

field in the space—domain in which we have integration con ; e
tours in the complexe; and a, plane. To arrive at a repre- Can also be solved with the representation in &q) as a

sentation in one complex plane only, we introduce the fol-Starting point, however the methods described by Reloij
lowing transformation: traveling sources in infinite homogeneous media are more

straightforward.
a;=W cosf—iq sin 6, a,=w sin #+iq cos o,
(14 V. THE REFLECTED ACOUSTIC FIELD IN
with —oo<q<ee and in which#é follows from the polar rep- SPACE-TIME DOMAIN

resentation: . . L .
In this section the reflected acoustic field expressions are

x;—l=r cos#, with |=0L,, transformed back to the space—time domain by means of the
(15 Cagniard—de Hoop method. In the analysis we distinguish
two contributions, i.e., the body-wave and the conical-wave.
In the inverse spatial Fourier transform of E@.3), now Both field contributions can under certain conditions give
written in terms of the integration variables, g, the odd rise to separate head-wave contributions. In the next two
part of the integrand with respect ¢pcan be discarded. The subsections we will deal with these two contributions sepa-
integration with respect tq can subsequently be reduced to rately. In the first subsection we will transform the body-
the range 8=q< . Now, upon the introduction of the trans- wave part of the reflected acoustic wave-field together with
formation (v,q)— (w,B) according to its associated head-wave part back to the space—time do-

Xo,=T sin 6.
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Im{w}

—381 —Sz(ﬂp) - FIG. 2. The Cagniard contowv, to-
: RZ222222222222222222227} 'IIII:(((((: ((((((((((((((((((((( gether W|th the pole patlwp in the
0 8'2(',3;)' Refw) complexw-plane, wherc,;<v<c,.
s1=1/a
s2(8) = B71V(B2 - 1)/} +1/c3
main, while in the second subsection we will transform the r aB
conical-wave part of the reflected acoustic wave-field to-  w.(7,8)= T e VT?(B)— 72,
gether with its associated head-wave part back to the space— r(l+a®gs) r(l+a’g’)
time domain. when 7<T(B), (23)
_ - i T . apB
A. The reflected body-wave and the associated head wWe(7,B)= i — [Z—T2(B),
wave r(l+a<pBs) r(l+ap?)
In the transformation back to the space—time domain when >T(B), (24)

using the Cagniard—de Hoop method we start from (E@d) ] .
by deforming the path of integration in the complesplane  in Which

along a path such that T(B)= rcilm. (25)
_2 2 _ . .
r(w+agye, “—w) =7, with 7 real and positive,  tne jntegral along the arcs at infinity vanish by virtue of

(22 j0rdan’s lemma. We obtain with E(R4) for w the paramet-
in which a=|x3—h|/r with x3<0. The solution to Eq(22) ric representationV.={we C;w=w(7,8)} which repre-
is obtained as sents a hyperbola located on the right half of the complex
Im{w}

FIG. 3. The Cagniard contowr, to-

. _82('Bp) gether with the pole pathw, in the
complex w-plane, whenc;<c,<vg
0 and|g|<W.
81 = 1/01

s2(B) = B/ (B2 —1)/c] +1/c;
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w-plane. In the right half of the complex-plane we have a with 1=0,Lq, (27
branch point located at= 1/c; from which the accompany-
ing branch cut starts along the real axis towards infinity such
that Refy;)=0. Further, we have a branch point located atjn which
w=B"1(B%—1)c; *+c,? from which the accompanying
branch cut starts along the real axis towards infinity such that
Re(y,(8))=0. To circumvent that for certain values Bfthe 1 ot) 2
(t ( - ) -1

Cagniard contour intersects the branch cut that corresponds
to the branch point ofy, we have to supplement the Cagn-
iard contour with a loop around this branch cut. This loop
around the branch cut of, represents the head-wave con-

tribution. In the process of deformation of the integration |, Eq. (27) w, denotesw,(r, ) according to Eq(24) with

contour in the complew-plane we can encounter for a fixed e nner sign. The head-wave associated with the reflected
B two complex conjugated poles that are the zeroes of thBody-wave exists fop-values

denominator of the integrand in E(L7). These pole contri-

butions represent the reflected conical wave part which is

analyzed in the next subsection. In Fig. 2 and Fig. 3 we hav'i<,3<,8ma"(a)
plotted the Cagniard contowr, together with the pole path

(a collection of poles as a function ¢f), in the complex
w-plane. 1 cf ct
= V3|t 2/t 1-—

(28)

By applying the parametrization of ER4) in Eq. (17)
we obtain an expression in which an integration with respect
to 7 and an integration with respect ®occurs according to

and since8™®{(a)=1 we obtain from Eq(29) the condition

pE(si1)
__F fw | dp rel exp—s7) a<\/ci/ci—1. (30)
2mvglLgd BV BE-1 =T 2 -T(B)
(W, COS g_vs—l) c[z—wgﬁ Employing the appropriate parametrization along the real
X dr, w-axis, see Eq(23), we find for the integral along the loop
(We €os 0—vg M2+ (B2—1)(cy >~ wZ)sir? § around the branch cut of, in terms of 7
with |=0,Ls. (26)

By interchanging the order of integration we get an exprespia(x,s;!)

sion for the reflected acoustic body-wave from which we

obtg?n tk:e space—time domain counterpart by inspection ac- F Jﬁzﬁm%a) dg T(B) S(rf)
cording to == - A(T,
2n%vllp=1  gi—1)=r"p)
refl .
Py (.61 xexp(—sr)dr,  with 1=0L,, 3D
FH(t—T(1)) B=B(t) dag
2772”5'—5 p=1 \/,82_ 1\/t2_T2(,8) in which

(w, cosf—vg Y Ve 2—wiR

P(B) =18 e, P+ (B2 1)ey Hrave; ¢,

X )
(W cos@—v 1)+ (B2—1)(cy 2~ w?2)sir? 4 (32)

-1 -2 25
(Wg cosf—vg 7)\Cy “—WeR

. 33
[(We cos—vg 12+ (B2—1)(cy 2—w32)sir? 0]\T3(B)— 72 33

B(r,B)=Im

Then after interchanging the order of integration we find by inspection the following expression for the head-wave associated
with the body wave in the space—time domain:
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ol F B=Byv dB _ i
phb(X,t;|)=—mUﬁ=l m:(t,[)’)[H(t—T (1)) —H(t=T(1))]
+f::;:jt)%E(t,B)[H(t—T(l))—H(t—Tmax)]], with 1=0,Ls, (34)
in which
max_ 1\/ a? _2.-2 \/_2224 _2.-2
T"¥=rc, 1+; (1—cjc, %)+ (1—cic, ) +;(1 ciCy )‘, (35

rve;?—c,?
\/rzcl’z—(t—ra\/cl’z—cz’z)2

Bu(t)= (36)

The instantaneous head-wave front follows directly from =g, the poles and the Cagniard path meet. This means that

=7""(1). Thetrailing edge of the head-wave follows from all the polesw,(8) andwy (B) with 1< < g, have to be

t=7"™as part of the parabole=c2t>—c,t\1—c2c,|xs  taken into account since these poles are encountered in the

—h|. This parabola crosses the body-wave front in the plangrocess of contour deformation. The inequality of E8Y) in

of the mirrored source and also there where the head-wavact defines a conical part of space centered around the axis

front touches the body-wave front. We note that the locatiorof motion (x;,0h) of the mirrored source, with an apex at

of the head-wave front and the trailing edge are not depen0,0h) and the boundary surfaa /(x;—1)= \/vszcl’z—l

dent ond. Concluding this section we also note that #r in which d, =r\/a+sir?6. Within this part of space, pole

=0 the complex conjugate poles in EQ7) reduce to one contributions from Eq(17) can be expected. However, as

pole on the realv-axis atwp=v;l which may be encoun- part of the reflected field, only the pole results from points

tered when we integrate along the branch cut of the branclocated in the upper half-space;&0) in this conical do-

pointw=c§1. In this case the integrals occurring in £E84) main are physically significant. The poles that are encoun-

must be interpreted as principal value integrals. tered by the contoun(3,,7) betweend=1 ands= g, are
obtained from the denominator in E.7) as

B. The reflected conical wave and the associated

head-wave coy

. . o WD(IB): 2
From the basic expression E(L7) it is seen that the vs(1—B7sit o)
int d hast I njugated poles in the complex
integrand has two complex conjug p p N SOV =D 0 I= 202 20— 5]
i

w-plane which coincide on the real axis in the c#@se0. In

the process of contour deformation these poles could be en- c1(1— B%sirt9)
countered and their contributions should be taken into ac- _ 11 T
count. It turns out that these pole contributions represent the with 1<pg<py=<vg |sing| "\vs—ct. (38

reflected (_:onl_cal wave contribution. In ordgr to f:‘ng thelseBy setting the denominator in E¢L7) equal to zero fow
pole contributions we have to study the locations of the poles_ w, and solving for82—1 we find 8 in terms ofw,. In

in thew-plane as a function g8 and determine which poles fact we find
have been encountered in the process of deformation of the
Cagniard contour in the complex-plane. g1 (w, cos g—vs—l)z

-1 _ -l A2
vs feosf=we(f=1T)=c, /yl+a’, &7 Using this result in the expressions for; (B) yields

the complex conjugate poleg, andw; for increasing val-  y; {w,) which no longer containg. The contribution of the
ues of 8 move away frorrwp(,8=l)=v;1/coa9 towards the two conjugated poles in the complexplane is now found
Cagniard—de Hoop path of E¢R4). For a certain valugg ~ from Eg.(17) as

(39

Sl sily= f - du (Wp €0 0—v H)Rexd —sr(wp+ay (wpy))]
CTT 2mugldJo V1+u?[cod 6—usir? 6] 2i Im(w,)
w* cos—vg HR*exd —sr(w* +ay (w*
+( P US ) : Fi ( p 71( p))] ’ Wlth |=O,Ls, (40)
2i Im(wy )
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where u= /871 has been introduced for convenience. w,(1)<s, (48)
With the change of variable, P

only the parts in between the branchpo#tand v_vcp(T,’))

W, = (W,—cos 8/vg)/|sin 6], 41 _ e e
Wp=(Wp vs)l|sin ] “D contribute, which implies that in this case,

the vertical slownesseg, {Ww,) attain the canonical form

W, S2=Wep( Thin)- (49)

. . — On the other hand when
Consequently, after expressing E40) in terms ofw,, we W

now can seek again a parametrizationngfalong a contour - I
now again a pe 1zationmgralong u S;<Wp(1)<Wey(T}), (50)
in the complexw-plane in terms of some real and positive
variable 7 such that the horizontal paths contribute in the complete range in be-
tweenwp(1) andwcp(TF’,), SO now
[Wplsin 6]+ 2y, (Wp)]= 7= 0 — 7 43
rfwy|sin ay(wy)]=7— =7, _ —
P P vs W (1) =Wep( Thin) - (51)

and strive to reshape E@40) into the Laplace transform Consequently, in the casg<c,<u. the separation of the

integral of Eq.(11). Solving Eq.(43) for w,, in terms of 7’ sub-domains of space adhering to the caseq48y.and Eq.
yields (50) is found from

— . sing| a wy(1)=s, (52
Wepl(T)= r(sir® 8+a?) 7 r(sir® 9+a?)

X\(Tp)?=(7")% when 7'<T, (44)
def
- Isin 6] a |6|=arctanfvic, *“—1="". (53)
/_'_'

We obtain from Eq(52),

Wep(7')=—— ST i — 5 ' .
r(sir’ 6+a? r(sin’ 6+a? The fronts of the head-waves associated with the reflected
Y e conical waves as defined in E@9) and Eqg.(51) can be
XNE)T=(Tp)% - when 7/>Tp,, (45) expected to have different forms in the sub-domajisis
in which <W¥ and|6|>W, respectively.
The complementary hyperbolic part of the deformed
Té=r\/(a2+sin2 0)(c;*—vJ?). (46)  pole paths in Figs. 4 and 5 represent the body-wave part of
. _ . the reflected conical wave. The expression f{, can be
From Eq.(39) we find, consistent with Eq45), found from the substitution afie,(7') in Eq.(39) and using

the fact thatw,(Bma) does not take part in the process of
deformation, soB is real there. Employing the appropriate
' parametrization of Eq45) or Eq.(44) in Eq. (40) using Eq.
(47), we can rewrite the head-wave part and the body-wave
; [p2_ 1 part of the reflected conical pressure field as separate inte-
with Reyp™—1=0. @7 grals with integration variable’. By inspection we then find
The Cagniard contour,, that results from the deformation for the reflected conical pressumg@e’(x,t’;1) with t'=t

of the pole pattw, is depicted in thav,-plane in Fig. 4 and " coslvs andl=0,Ls, which is decomposed into a head
Fig. 5. wave part and a body wave part, respectively, according to

The original and deformed pole paths are located on th@e (%, ts 1) =pREOGE 51) +pEg(xt1),
right half of the complexz_vp—plane and both the end points of o .
the original and deformed pole paths coincide. It appears that . R(Wep) IT(wep)
the horizontal closing paths of the deformed pole paths to- Phc (X,t";1)= \/(Tr)z_t,z)
gether only contribute for the part where the branchcut of P
y2(W,) is present betweew,(1) andw,y(T}), see Fig. 4. X[H(t =ty —H(' =Ty, (54)
This contribution represents the head-wave part of the re-

W €OS 0—vg *[sin 6]

VBP—1=7i

\/C[z—(WCp|sin 6]+v.* cos6)?

1
Uk

flected conical wave. In the casge<vs<c, (Fig. 4) the pole ~ — —

w.(1) is al | d he b h W h refl ’. F D R(WCD)H(WCD)

W, (1) is always located on the ranc_cut@f(wcp)_, ence PEa(X,t";1) = —R \/m

the horizontal closing paths in betwean(1) andwy(T;) MUsk-s U= (Tp)%)

contribute. In the case;<c,<vs (Fig. 5 ho-wever, the pole XIH( = TH) —H(t' —thad], (55)
Wy(1) may ga located to the_left or to the right of the branch-

point of y,(w¢p) on the reawy-axis. When in which

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 B. J. Kooij and C. Kooij: A supersonic source in two media 675



Im{w,}

wy(1) = ﬁ’cp(’frlnin)

s1=4/1/c3 — 1/v2
sg =1i/1/02 —1/c3

_ (Wep—[tand| /v )[ Y(Wep) +Wep(Wep— [tand] /vg)]

Wp(Bp) = Wep(Tmax)

FIG. 4. The part of the pole path
Wp(,B) (plotted in gray from =1 to
B=B, which is deformed into the
plotted Cagniard contouWCp in the
complexw,,-plane, wherc, <v <c,.

(wep)

with

rcos¢ uvg cosé

tmac tr’nax+

(57)

2
Us C1

The minimum arrival time ,;, whenc,;<vgs<c, is obtained
as

., ,rcosé r — —
tmin= trin = C089+ar\/cl —(vs COS ) 2,
S S
(58)
Im{w,}
—381 —S82 f
5577777777777 —

s1=+/T/A — 1/v2
89 =/1/c3 — 1/v2
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T [Wep—t'[singlr~X(a2+sir?6) [ y2(Wep) + (Wep— [tand/v)?]’

(56)
|
and whenc;<c,<uv¢ obtained as
r cosé
tmin=tin T ———
Us
=r|sin 6]\, °— v *+aryc; °—c,*
r cosé
+——, when |g|<V, (59
Us

Dp(Bp) = Wep(Trmax)

FIG. 5. The part of the pole path

Wp(,B) (plotted in gray from =1 to
B=B, which is deformed into the

plotted Cagniard contouWCp in the

complex w,-plane, whenc;<c,<v
and|g|<W.
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!

r cosé
tin= tmint

Us
r

vg COS O

+aryc; °—(vscosf) 2, when |6|>W¥. (60)

The symbok/_vCp is defined by Eq(44) in Eq. (54) and by Eq.
(45) with the upper sign in Eq55), wherer' is replaced by

t’. In the casec;<v¢<c, the domain of space where the

refl

head-wavep;; (X,t) can be encountered is determined by the

cuts that occur along the real axis in the compleplane.
Consequently, no head-waves are present in the transmitted
field.

A. The transmitted body-wave

In the transformation back to the space—time domain we
follow the same procedure as for the reflected body-wave.
The Cagniard—de Hoop path in the complexplane now
follows from the quartic equation:

T=rW+hy(8)+X372(8), (68)

condition which is solved using Cardano’s formula. Substitution of the
— — parametrization of Eq(68) in the expression for the trans-
Wp(1)<Wep(Tp), (61) mitted field in Eq.(17) yields after interchanging the order of
from which the following domain fo® is found: integration the space—time domain counterpart by inspection
according to
2
US
0<|#|<arcta -1, (62 ranyx, ;1
o ’(\/c§<1+a2> ) P X ml)
pertaining to Eq.(58). In the casec;<c,<vs two sub- _ FH(t_Tt(l))lij_Q(T) ds
domains can be defined where a headwp{f&(x,t)can be 27204l p=1  pZ-1
encountered. They follow from the following conditions: _
T(w, cos0—vg ) a,w,
— _ _ > ’
Wep(Tp) > e °—vg %, when |6 <V, (63) (Wg cos 8—vg )2+ (B%2—1)(c; 2—w?)sir? 6
Wo(1)<Wey(T}),  when [¢]>. (64) with 1=0Ls, (69)

in whichw, is the solution of the parametrization in E§8).

The pointw=w, on the realw-axis in between 0 and the
nearest branchpoint is the point where the Cagniard contour
leaves the realv-axis. This point is found by differentiating
Eq. (68) with respect tov which yields

We obtain the domains

ayc, ’—v.?
arctar( — 722 | <|0|<¥, (6
\/Cl —Cc, —a%(c, —vg )

pertaining to Eq(59) and

2
v
\P<|0|<arcta \,2—52—1 ,
ci(1+a”)

pertaining to Eq(60), respectively. It appears that all bound-
aries in Egs.(65—(66) coincide whena=\/c22cl‘2—1, o)
this value is the upper boundary far Obviously, to define
the domain of the existence of the head-waves we have to
add the inequality

h X3

Y1(B)  vaB)

From the numerically obtained functiomy(B) the corre-
sponding parametrized timEg,(B) is found via Eq.(68) as
T(B) =rwy+hy(B,Wg) +X372(8,Wg). The functionQ(7)

is found by solvingr=T,(B) for 8, numerically.

r—w =0, atw=w. (70

(66)

B. The transmitted conical wave
h

S=a< Jeser ?—1,

as the interface;=0 determines the lower boundary af

In a similar way as for the reflected field the poles that
are present in the denominator of the expression for the
transmitted body-wave can be encountered in the process of
contour deformation in the complexplane. In the transonic
situation €;<vs<c,) the poles that are encountered repre-
sent a certain pole path fro8= Buin 10 B=Bmax IN the
complexw,-plane. With increasing deptty below the inter-

In a similar way we can find space—time domain expresface x,=0 this range of3 reduces to zero. Hence, pole
sions for the transmitted acoustic pressure field. The analysigontributions in the transmitted field in this case will only be
can be carried out along the same lines, however the Cagfresent within an upper part of the lower medium. We note
iard contours that occur in the complew-plane and moreover that in this case the pole contributions are drowned
w,-plane are no longer hyperbola’s but follow from a quarticin the transmitted spherical body wave. In the supersonic
equation. This quartic equation can be solved according teituation €;<c,<vs) the poles encountered represent a
Kooij® with the aid of Cardano’s formula. The correspondingpole path fromB=1 to 8= B,,.xand represent a transmitted
contour has such a form that it can never intersect the branatonical wave that is precursive to the transmitted spherical

(67)

VI. THE TRANSMITTED ACOUSTIC FIELD IN
SPACE-TIME DOMAIN
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body-wave. This pole path is again transformed to ay,(8,,,) of the pole path are found numerically and do not
Cagniard—de Hoop path in the complex-plane which sat-  take part in the process of deformation. They remain fixed as

isfies the relation these points satisfy E468). The 7' valuesr/,;, and ), that
are associated with these endpoints are found then numeri-
R C030=r|sin 6w, +h /cl_z—vs_z—v_vg cally using the fact thap(7') is real at7'=7... and 7'
Us = Tmax- Carrying out the parametrization of E(.1) in the
- - complexw,-plane we obtain the following space—time do-
S (ry  ComPIex o

- main expression for the transmitted conical field by inspec-
is real and positive. The end pointg,(Bnyi,) and  tion, witht’=t—r cos6lvs,

!

wherer

Phe Xt =~

F[H(t, _trlnin)_ H(t, _trl'nax)] RQ{ (V_ch_ |tan 0|U;1)[7§+V_ch(v_vcp_ |tan ‘9|U;1)]’T‘9twcp
2l |m(ch)[(ch_ |tan 0|U;1)2+ 7%] Y1

with 1=0Ls, (72

where w,, is the numerical solution of Eq71) with 7'  Xp-plane covering an area of 160 km by 160 km. In this area
replaced byt’. Further, we have in Eq(72) t);,=tmn the field is calculated in a 200 by 200 grid of equally spaced

—r cosflvg andt; = tmax— I COS6Os. datapoints.
The amplitudes of the pressure field in Fig. 6 have been
VII. NUMERICAL RESULTS limited to values of+10°° Pa since the amplitude at the

h ical | in thi .. time of arrival of the wave front has infinite amplitude due to
The numerical example we present in this section is Mhe root singularity in the expression for the reflected conical

a|r/w?ter interface according to Fig. 1 in whigi=1.3 pressure field. In Fig. 7 we have limited the amplitude of the
kg/m®, c;=328 m/s andp,= 1000 kg/ni, c,=1500 m/s. In : .
acoustic pressure even more in order to observe the lower

this numerical example we assume that the source, which |fs . .
ield amplitudes, wave front and trailing edge more clearly.

an object of length_s=30 m and zero thickness, travels at h b haped i Figs. 6 and 7 h
h=8000 m above the interface with a supersonic constant e gray bow shaped area In Figs. 6 and 7 represents the

speedv =400 m/s. The traveling speed is in this case in head-wave part pf the reerpted conical wave. Further, it is
between the wavespeeds of the two media, igsv observed from Fig. 6 and Fig. 7 that the head-wave part has
<c,, and will be referred to as a transonic state. In this@h amplitude that is much smaller than the bodywave part of
transonic state we will have a conical wave in the air thathe reflected conical pressure field. In Fig. 8 we have de-
will be reflected and transmitted at the interfacexgt 0. In picted the transmitted conical pressure field at 2 m below the
Fig. 6 we present a snapshot tat 480 s of the reflected interface.

conical acoustic pressure field 2 m above the air/water The shapes of the wave fronts and the trailing edges in
interface, observed in the first quadrant of the horizoxjal Fig. 8 seem to be different from the reflected conical wave,

1x107% =
FIG. 6. Snapshot in a horizontal-,
Xo-plane of the reflected conical pres-
2T sure field withvg=400 m/s, recorded
atx3=—2 m, t=480 s and the pres-
sure field limited to+10 ° Pa.
—-1x107% —

Ty ~¥
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z2 1

z2 1

z2 1

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001

3x10~% —

—-1x10"¢ >

1x1078 —

—1x10"8 —

FIG. 7. Snapshot in a horizontal-,
X,-plane of the reflected conical pres-
sure field withv =400 m/s, recorded
at x3=—2 m, t=480 s and the pres-
sure field limited to+3x 1078 Pa.

FIG. 8. Snapshot in a horizontal-,
X,-plane of the transmitted conical
pressure field withv =400 m/s, re-
corded atxz=2 m, t=480 s and the
pressure field limited ta-10"* Pa.

FIG. 9. Snapshot in a horizontal-,
Xo-plane of the transmitted conical
pressure field withv =400 m/s, re-
corded atx3=2 m, t=480 s and the
pressure field limited ta-1078 Pa.
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FIG. 10. Snapshot in a horizonte}- ,
X,-plane of the reflected conical pres-
sure field withv s= 1640 m/s, recorded
at x3=—2 m,t=110 s and the pres-
sure field limited to+ 106 Pa.

z2 1

—-1x107% —»

1x107?

FIG. 11. Snapshot in a horizontg}-,
X,-plane of the reflected conical pres-
sure field withv s= 1640 m/s, recorded
at x;=—2 m, t=110 s and the pres-
sure field limited to+10"° Pa.

z2 1

—-1x10"? —»

1x10-6

FIG. 12. Snapshot in a horizonte{-,
X,-plane of the transmitted conical
pressure field withvs=1640 m/s, re-
corded atx3=2 m, t=110 s and the
pressure field limited ta-107% Pa.

z2 1

—1x10-¢

T —
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1x1079 —»

FIG. 13. Snapshot in a horizonte}- ,
X,-plane of the transmitted conical
z2 t pressure field withv s=1640 m/s, re-
" corded atx;=2 m, t=110 s and the
pressure field limited ta=10~° Pa.

' —-1x1079 —»

1 —

however if we limit the amplitude of the field tt 10" 8 Pa  wedge shaped part correspond with ¥, while the wedge
we see in Fig. 9 that the wave front and trailing edge haveshape and the bow shape of the head-wave front follow from
the same shape. Egs.(59) and(60), respectively. Further, it is observed from
In contrast with Figs. 6 and 7 the amplitude of the bowFig. 10 and Fig. 11 that the head-wave part has an amplitude
shaped part, which is here part of the transmitted conicathat is much smaller than the body-wave part of the reflected
body-wave, is now much larger than the amplitude of theconical pressure field. In Figs. 12 and 13 we have depicted
complementary part. It must be remarked again that thishe transmitted conical pressure fietd2am below the inter-
transmitted conical field is not precursive; in fact it is face for two different limitations of the amplitude level.
drowned in the transmitted body-wave field. The amplitude of the deformed bow shaped part, which
In the next numerical example we assume that thds now part of the transmitted conical body-wave, is now
source, which is an object of length=30 m and zero thick- much larger than the amplitude of the complementary part.
nes;, travels &=8000 m above the interface with a S-uDer- IA. T. de Hoop and J. H. M. T. van der Hijden, “Generation of acoustic
sonic cor.13'.tant §p9&@= 1640 m/(MACH 5). The traveling W.avés by an impulsi\./e boiﬁt éource ina quid/soIid configuration with a
speedv is in this case larger then the wavespeeds of the tWo pjane boundary,” J. Acoust. Soc. A5, 1709-17151984).
media, i.e..c;<c,<vg, and will be referred to as a super- ?A. T. de Hoop and H. J. Frankena, “Radiation of pulses generated by a
sonic state. In this supersonic state we will have a conical \éegi%aggi%fﬁ(i‘gg‘éeapla”e non-conducting Earth,” Appl. Sci. Res., Sect.
Wave in the air that Wll_l be reflected and transmitted at th93D. C Gakenheimer‘and J. Miklowitz, “Transient excitation of an elastic
interface atx;=0. In Fig. 10 we present a snapshottat  nalf-space by a point load traveling on the surface,” J. Appl. M.
=110 s of the reflected conical acoustic pressure field at 2 m 505 (1969.
above the air/water interface, observed in the first quadranfT- C. Kenr_]edy e_md G. Herrmann, “Moving load on a fluid-solid interface:
. . Supersonic region,” J. Appl. MecH0, 137-142(1973.
of the horizontalx;-, X,-plane covering an area of 160 km

: . - . 5T. C. Kennedy and G. Herrmann, “The response of a fluid—solid interface
by 160 km. In this area the field is calculated in a 200 by 200 to a moving disturbance,” J. Appl. Mechl, 287—288(1974.

grid of equally Spaced datapoints_ SM. C. M. Bakker, M. D. Verweij, B. J. Kooij, and H. A. Dieterman, “The
As before Figs. 10 and 11 show the situation for two traveling point load revisited,” Wave MotioR9, 119-135(1999.
diff | | ' f limitati fth field L. B. Freund, “The response of an elastic solid to nonuniformly moving
ifferent levels of limitation of the pressure field. surface loads,” J. Appl. Mecht0, 699 (1973.

The area inside the deformed bow represents the head. watanabe, “Transient response of an acoustic half-space to a rotating
wave part of the reflected conical wave. The right-hand side point load,” Quarterly Appl. Math36, 39 (1978.
of the head-wave front is Shaped as a Wedge This is theB' J. Kooij, “Analysis of transient electromagnetic fields in an electrical
. . . . h . o utility substation environment,” Ph.D. thesis, Delft University, Delft, The
situation described in Sec. IV in connection with E(s2) Netherlands, 1994.

and (53). The transition point between the bow shaped and®D. S. JonesThe Theory of ElectromagnetisRergamon, Oxford, 1964
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Theory of frequency dependent acoustics in patchy-saturated
porous media

David Linton Johnson®
Schlumberger-Doll Research, Old Quarry Road, Ridgefield, Connecticut 06877-4108
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The theory of the dynamic bulk moduluk,(w), of a porous rock, whose saturation occurs in
patches of 100% saturation each of two different fluids, is developed within the context of the
quasi-static Biot theory. The theory describes the crossover from the Biot—Gassmann—Woods result
at low frequencies to the Biot—Gassmann—Hill result at high. Exact results for the approach to the
low and the high frequency limits are derived. A simple closed-form analytic model based on these
exact results, as well as on the propertieK¢f) extended to the complex-plane, is presented.
Comparison against the exact solution in simple geometries for the case of a gas and water saturated
rock demonstrates that the analytic theory is extremely accurate over the entire frequency range.
Aside from the usual parameters of the Biot theory, the model has two geometrical parameters, one
of which is the specific surface aredlV, of the patches. In the special case that one of the fluids

is a gas, the second parameter is a different, but also simple, measure of the patch size of the stiff
fluid. The theory, in conjunction with relevant experiments, would allow one to deduce information
about the sizes and shapes of the patches or, conversely, to make an accurate sonic-to-seismic
conversion if the size and saturation values are approximately knowr20@ Acoustical Society

of America. [DOI: 10.1121/1.1381021

PACS numbers: 43.20.JDEC]

I. INTRODUCTION sample is 100% saturated with water in some regions
) ) . . . (“patches”), and 100% saturated with gas in others, then the
The Biot theory is the appropriate starting point for the ggyy jimit holds only if the frequency is so low that the pore
analysis of acoustics in fluid-saturated porous and permeablﬁessure has time to equilibrate between the two phéses.
media, although many real materials, such as sedimentaiysint of fact, this last low frequency limiting feature was
rocks, certainly do have other, additional operative meChapointed out by Dutta and Od&979a, b and Dutta and Seriff
nisms. The theory does, however, work well in the sense thah 9799 who corrected several mistakes in the original White
it is usu:_ally able to predict the speeds of sound of a _Saturateﬂapers] This equilibration process is governed by the so-
sample if the dry speeds are measured and the fluid propegyleq Biot acoustic slow wave, a diffusive phenomenon in
ties are known. A possible exception occurs when a sample igich the diffusivity depends upon the permeability of the
partially sat_urgted vy|th two very different fluids, such as asample, the viscosity of the fluid, etc. Nor993 pointed
gas and a liquid which shall be called “water” here. On the q ¢ that the high frequency limit of this process is a situation

one hand, the argument is t’hat the effective modulus of the, \yhich the shear modulus is globally constant and the bulk
pore fluid is given by Wood's lawKy, which is exact for  5qus is piecewise constant within each patch. Thus

the static compressibility of a two-fluid mixture. The use of \;ihin each patch the bulk modulus is given by the Biot—
Ky in the Biot-Gassmann equations then makes a predictiog3ssmann equation evaluated with respect to the saturating
about the saturation dependence of both compressional angliq ithin that patch. Within the context of ordinary elas-

shear speeds. This was most convincingly demonstrated“ t%ity theory, when the shear modulus is everywhere con-
Murphy (1984 and subsequently by Mavko and Mukerji giant Hill's theorenfHill (1963, 1964] gives the exact re-

(1998. On the other hand, if one of the two fluids is a gasg for the resulting effective modulus for the composite.
this Biot—Gassmann—Woode8BGW) theory predicts that s Biot—Gassmann—HillBGH) result for the effective
there is a very abrupt change in the compressional modulug, ik modulus is much more smoothly varying as a function
when only a very small gas saturation is introduced; essen; gas saturation than is the BGW theory. Dvorlhal.
tially the compressional moduIL_Js_is either the dry va!ue_ 01(1999 showed, in fact, that BGH, considered as a function
the fully saturated value and it is very unlikely to lie in o gatration, is numerically very similar to the empirical
between the two limits. This feature is seriously questioned,mula proposed by Briet al. (1995. Finally, a number of
by the acoustic logging data of Brietal. (1995 who 5 thors have shown experimentally that it is possible to see
showed that there is a continuum of measured speeds rangigner BGW or BGH behavior, depending upon the saturation
from the dry to the saturated values. protocol and the measurement frequefidavko and Nolen-

A possible way out had been suggested by WH&S  jqeksemd1994: Knight et al. (1998; Cadoretet al. (1995,
and Whiteet al. (1976 who showed that if the acoustic 1998; Mavko and Mukeriji(1998]. To be sure, not all of
these authors give the same interpretation to the underlying
dElectronic mail: thesound@ridgefield.sdr.slb.com physical phenomenon as | do here, although all of them do
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see a dramatic difference in acoustic properties, dependind.998]. This effect is also not considered in the present
upon saturation technique and/or frequency. manuscript. Rather, the porous medium is assumed to be
The crossover frequency between BGW and BGH scalesverywhere homogeneous, except for the saturating fluid.
roughly asw.~D/L?, whereD is the slow wave diffusivity
[cf. EQ. (9) (below] in the region with the “harder” fluid || THEORY
(watep, andL is the “size” of the patch for that fluid. The
goal of this article is to present a simple theory of the fre-
qguency dependence of that crossover, which depends upon Consider, then, a porous and permeable solid, which we
only two parameters reflective of the patch geometry. It ispresume to be describable by the Biot equations. It is satu-
presumed that the frequency is always low compared to twoated with two different Newtonian fluids, having saturations
different crossover frequenciesg, the Biot frequency, and S; andS,=1-S;; at any point in the sample it is saturated
wy, the frequency at which the wavelengths become compat00% either with the one fluid or the other. Within the con-
rable to the size of the patches. text of the Biot theory we consider the response of the
One of the parameters in the theory is simply the spesample to a uniform compressive stress, applied at a finite
cific area of the boundary surface between the two patchefsequency. We presume that this frequency is low enough
(the ratio of the surface area to the sample voluriidere-  that throughout the sample the Biot theory is everywhere in
fore, one could in principle determine the sizes of the patche##s low frequency limit. Thus the fast compressional and
by means of the observed frequency dependence of trghear waves are nondispersive and nonattenuating whereas
acoustic speeds and attenuations. These two parameters #pe slow compressional wave is diffusive in character. The
pear in the exact results for the approach to the aforemerstarting equations are essentially those of Bi856:

A. General considerations

tioned high and low frequency limits, which are discussed in 0=V 0
the next section. The general features of the crossover behav-

ior, including the low and high frequency limits, are illus- dU du k

trated with two simple, specific geometries, the concentric ¢ ot E) - ;fo' 2
spheres and the periodic slab geometries, in Sec. lll. The

Here, the tensot represents the total streg®lid plus fluid

simple model forK(w) respects these low and high fre- hasej p; is the pore pressure(U) is the displacement of

querlltcy Ilmlts_das V\ée” as otr;er, gtj_enerafl properl'ues Ofl thz efxa he solid(fluid) phaseg is the porosityk is the permeability,
result, considéred as a function ot compiex-value re'andnis the fluid viscositys andp; are related to the strains

quency. Itis described in Sec. IV. ) ) ) , in the fluid, E;; , and solid,e;; , phases in the usual manner
In Sec. V the model is used in conjunction with the [Biot (1956]:

Pochhammer—Cree equation to investigate the dispersion

and attenuation of extensional modes in a fully saturated 7=[(P+Q—2N)e;+(R+Q)E;]6;+2N¢;, (3
cylinder. Comparison is made against calculations done with 1
the full Biot theory in that geometry. This allows one to pf:_E[RE”JrQe”]_ 4

validate the use of the theory in the frequency range around
w. as well as to see its breakdown as one crossesnd  Explicit expressions foP, Q andR in terms ofK, the bulk
wg. The paper is summarized in Sec. VI where it is indi- modulus of the solid phasé&,, the bulk modulus of the
cated how one might use this model in a practical sense tporous skeleton, an; the bulk modulus of the pore fluid,
extract information about the size and shape of the patcheare given by Biot and Willig1957 in somewhat awkward
As far as | am aware, there is no other existing technique foform; they are also given in Johns¢h986:

doing so except, perhaps, in the case that a gas patch is so

large it may be detected as a “bright spot” in seismic reflec-  p— (1= A1~ ¢~ Kp /KoKt (K /KKy L_lN,
tions. 1-¢—Kp/Kst dpK/Ks 3
It is understood that other mechanisms, such as the mi- (1= p— Ky /Ko dK

croscopic “squirt” mechanismgMavko and Nur(1979; = ,
Murphy et al. (1986], may well dominate the effects consid- ° 1= = Kp/Kst ¢K,/Ky
ered here. It is known that the squirt mechanism in sandstone . H%K

is greatly reduced if there is a nominal confining stress on the =T .
sample which closes all the cracks. It is also known that 176~ KolKst SKSIK;
acoustic speeds in carbonate rocks are generally less senbids the shear modulus of the skeleton frame. Written in this
tive to applied pressurédnselmetti and Eberli1993; Win-  way, continuity of7-fi, py, u, andU-i are guaranteed by
kler and Liu (1996], which implies that carbonate rocks Eds.(1) and(2) even if the fluid properties are discontinuous
have fewer “cracks” to close than do sandstones. ThereforeaCross a surface whose outward normai.is

the dominant mechanism fan situ, partially saturated rocks Equationg(1) and(2) follow from the full Biot equations
may well be the patchy saturation effect. In any event, this i$imply by setting to zero all inertial terms and by taking the
the exclusive focus of the present manuscript. Even withirdynamic permeabilityk(w), equal to its dc valuek; this is

the context of patchy saturation, it may well be the case thag¢ssentially the approach employed by Noit1993. Dutta

the wetting fluid preferentially saturates regions of smalland Ode(1979a, b also explicitly showed that this approach
pores, because of capillary effeci&oertz and Knight gives the same results as the full Biot theory as long as the

®
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frequency is low enough. The requirementik wg Where It is assumed that although the saturation occurs in
the Biot crossover frequency is expressible in terms of thgatches, there is a size scale, large compared to the patches,
fluid density,p, and the tortuosity of the pore spaee, as  but small compared to a relevant acoustic wavelength, over
which the sample is statistically homogeneous from one such
wB:U_fﬁ, (6) region to the next. What are the elastic properties of such a
Kpsav. region? Consider a characteristic volume element and imag-
using the notation of Johnsaet al. (1994). ine eitherthat it is periodically repeated throughout space
In a homogeneously saturated medium the “normalthat the external boundary is sealed against flow. In either
mode” solutions of Eqs(1) and(2) are as follows(a) There ~ case, the condition
are solutions in which the fluid and solid are locked together,
u=U, and the total stress is related to the@nutually equal f [u-U]-AdS=0 (12
strain by the usual equations of isotropic elasticity;
=Kpgce) 6+ 2N(€;— (1/3)€ 5j). Here, N is the shear holds true on the bounding surface. The sample is subjected
modulus of the porous skeleton angzc=P+2Q+R to an oscillatory external normal stress,i=—Pfe 't
—(4/3)N is the Biot—Gassmann result for the compressivewhich is spatially uniform over the bounding surface and this

modulus: induces an oscillatory change in the sample volume,
sVe '“t. The relevant question is: What is the effective bulk
Ks+[$(Ks/Kp) = = 11Ky, - 5
Kga(Ks)= (7)  modulus,K(w)=—V(P./6V), of the sample? In general,

1= ¢~ (Ko /Ko + $(Ks/Ky) the answer to this question depends upon the spatial distri-

The dependence &g on Ky is emphasized for later use. bution of the two fluids, but there are simple, exact results
(b) There are also solutions to Eq4) and(2) in which  which apply to the high and low frequency limits.

the fluid and solid are not locked together and all relevant  This question makes sense only if the frequency is low

quantities obey a diffusion equation with a diffusivity given enough that the wavelengths of the fast compressional and

by: shear waves are large compared to the dimensions of the
kK PR-Q? patches. That is, in addition te<<wg as discussed above,
DKp)=—3=———, (8 the conditionw << w, should hold where
n¢° P+2Q+R
where an explicit expression fd and limiting behaviors O~ VL (13
thereof are given in Chandler and Johngd881): Vg, is the speed of the slower shear wave in the two patches
KK K 174 K and L is a characteristic patch dimension. The theory pre-
D(K)= _f( 14— 14 _{_ N( 1— _b) sented here presupposes, then, tha&(wg ,w,) SO that one
n¢ d(Kp+ (4/3N) Ksl3 Ks can investigate the crossover region frac w; t0 w> o,
4 -1 while maintaining the validity of the two quasistatic assump-
—Kp— | Kp+ §N) ]) (9) tions w<(wg,wy). Let us, therefore, consider the low fre-

guency and high frequency limits of Eq4) and(2) with the

Were the medium to be homogeneously saturated with anderstanding that the frequency is never so high as to vio-
single fluid, these equations, taken literally, imply that com-late the quasistatic assumption. Depending on the values of
pressional and shear waves should propagate unattenuaté parameters in the problem, of course, it is possible that

with speeds given by there may be no window of validity for this quasi-static ap-
_ proximation. In Sec. Il | will discuss a specific example of a
Vo= V[Kgg+ (413)N1/p (10 geometry in whichw., w,, andwg are readily apparent. To
and the extent that the physics can accurately be described by
Veri=N/p, (11) Egs.(1) and(2) it is clear thatk () is a scaled function of

_ _ _ _ the combinationwL?/k, whereL is an overall size factor
respectively(p is the total density.The neglected terms in [Dutta and Od&€1979a, b]. Thus the results presented in this

the full Biot equations predict, among other things, that thearticle can be rescaled for different permeabilities and differ-
compressional and shear modes are dispersive and possess overall sizes.

attenuation; these effects are explicitly neglected in this ar-
ticle as compared against those induced by patchy saturation.

If saturation of the sample occurs in patches, however .
in which two different fluids occupy different regions then, at B. Low frequency limit
any instance of time, the wave-induced pore pressure in the If the frequency is low enough, then during each half
one fluid will be different from that in the other. The pres- cycle of oscillation the fluid in the pore space is able to
sures will try to equilibrate via the diffusive mechanism equilibrate at a common value. The effective modulus of the
mentioned above. All relevant quantities will vary continu- pore fluid is given by Wood’s lawKyy,, which is exact for
ously from point to point. There is a crossover frequencythe static modulus of two liquids:
which is determined by the time it takes a pressure wave to
diffuse across a characteristic patch size. This claim can be i_ i i

= , (14)

made more precise, as follows. Kw Ki Ky
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TABLE I. Values of input parameters for the calculation ofpatchysaturationpgl)’ u(O)’ and U© (becausep%o) is spatially uniforn.

effects. -
Therefore, from Eq(17), K(w) must have an expansion of

¢ 0.284 the form
Ks 35 GPa
K 2.637 GPa L~ . .
N 1.740 GPa lim K(w)=Kgen[ 1-ioT+0(iw)?], (19
k 10 ¥ m2 w—0
f]f(\fvgf:;r) i02_53 S: 2 where the real-valued paramefer0 is defined in terms of
K: (ga9 10° Pa the solution to an auxiliary problem which follows directly
7 (gas 10 °Pas from Eq.(16). Let

(1— Ky /K (LK y— 1K (1))

9(r)=—— - (20
where S; and Ky; are the saturation and modulus, respec- (1= Ko /K= $Kp /Kt Ky /Ky)
tiVer, of thej-th fluid. From Eqs(l) and (2) it is an exact and |et(1)(r) be the solution to
result, independent of the spatial distribution of the fluids,
that the static modulus is given by the Biot—Gassmann ex- -1 _
pression for a fictitious fluid whose modulus sy :K (o v n(r)VCD(r) =90 @)

def
=0)=Kpga(Kw) = Kgew, Which makes physical sense. This The result forT, after a lot of algebra, is
is proven directly from Eqq1) and(2) in Appendix A; Dutta #? K
and Ode(19790 had proved this explicitly for the spherical T="— BGWf g(r®(r)dV. (22)
shells model but it is true for any patch geometry. From Eq. k VvV
(14) it is clear that when the fluids, gas and water, say, hav

tthdl‘ﬂi Whi_chddiffgr tiydotr)detrhs of magltjitudef,tﬁs in Table 1, conductivity problem in which there is a position dependent
enacw IS dominatéd by the properties o the more Com'conductivity, 1k(r), and a distributed current souragr),

pressive fluid, unless the saturation is nearly 100% that of th?or which electrical neutralityf g(r)dV=0, is guaranteed by
other fluid. ’

One can do better, however, by developing a perturb Eq. (14). The function® (r) plays the role of the electrostatic

tion th in which th lution i ded | ¢ abotential. Consequently, the parametedepends on the ge-
\;Iozn eory inwhich the Solution 1S expanded In powers.o ometry of the patches in a complicated and nonlocal way,

which can be solved only in certain simplifying geometries,
u(r;0)=u®m) —iou® )+ (—iw)2u@@r)+---, as is done later in this section.
(15 The physical significance of the paramefercan be
and similarly for the other variables. Equatiofi$ and (2) more easily L_mderstood in the simple_ extreme in which one
must hold order by order, and so the solution at zeroth ordeP@S€ “9as” is much more compressible and much less vis-

becomes a source term for the first order, etc. For examplé;,ou_fS tr?an the ?]ther “fluid ,ph?SQ{g<Kf and ?g< Wr:' I.e”'l'
the first order contribution to the pore pressure satisfies as if the gas phase is a simple vacuum. Define the auxihary

function ®, defined on the space occupied by the flivg,
A vl %0 0 by
V' fo = k [E” €] ] (16)

%quation(Zl) is mathematically equivalent to an electrical

n(r)

28 = —
The idea is that the macroscopic expression for the energy Vie=-1 reVy, (239
dissipation per cycle, which can be expressed in terms ofypject to the boundary condition

K(w), is equal to the same quantity expressed as a volume 5
integral of the appropriate combination of microscopically d=0 (24

varying field variables. This equality must hold order by or- i .
der, in powers ofw. The macroscopic expression for the N the interface with the vacuum phase, as well as the usual

power dissipation averaged over one cycle is no net-flow boundary condition on the external surface of the
sample. The relevant “size” of the fluid phadg, may be

_ 1 ﬁu* 1 =] 2 . . .~ .
=—Realf rAdS=_ ~Rea in|_ el , de_flr.led by integratingb over the space occupied by the
2 gt K() fluid:
(17) def 1

where the integral is taken over the bounding surface of the If2=v— o dr. (25
sample. The microscopic expression is IV

_ 1 IU*  au* This kind of definition of an effective size occurs in other

Pz—EReaIf ¢( ot )'fodV- (18)  contexts involving diffusion Torquato (1991); Egs. (19)—

T (21) of Wilkinson et al. (1991); Bug et al. (1992]. For the
From Eq.(18) it is simple to see that the lowest order non- special case of a sphere of radRsl{=R/\/15. Also, let us
zero contribution taP is proportional tow? and it involves  define a diffusion coefficient:
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def KK, by the generation of a slow compressional wave which

D= 5. (26) propagates/diffuses away from the interface. In the immedi-
S m( 1— ﬁ) ate vicinity of the interface the pore pressure is, therefore,
K
. . ° . L piY+Aexp—igx) x<O
D+ is reminiscent of, though distinct from, the diffusivity of pr(N={ _ , (29)
a deformable skeletal frame in an incompressible, viscous P~ +Bexpligyx) x>0

fluid [cf. Eq. (2.12) of Johnson(1982]. Then, in this limit

. wherex is a local coordinate normal to the interface and
that the one phase is a vacuum, the paranikisrthe mean

lifetime for diffusion across the fluid patch: q;=\iw/D, (30)
lim  T=I/Dr. (27)  is the wave vector of the slow wave in regips 1,2 in terms
(1g.Kg)—0 of the diffusion coefficient given by E@8). It is understood

Note that, in this limit,T is independent of the modulug . that the frequency is high enough tHag *| is everywhere

Note also that the paramet@&ris always inversely pro- small compared with the local radius of curvature on the
portional to permeability. It is worth recalling that the ne- surface so that locally the interface is flat. AmplitudiesB
glected terms in the full Biot theory also predict a low fre- are determined by the requirement that the pore pressure,
quency dependence analogous to E@9) but with a  p¢(r), and the fluid flux,¢[u—U]- A, be continuous:
coefficient which is proportional tk[Johnsoret al. (1994].

Dol _ 2
Therefore, there is a critical value of the permeability such ~ , _ _ 7VDa[ Py —pi”] (31)
that if the sample permeability is higher than this value, the 71D+ 75Dy
neglected terms in the full Biot theory are more important
than the patchy saturation mechanism considered here. In 5 727D, pt —pi?'] @
such cases, the full Biot theory must be used, rather than the = '
y 71\VD1+ 7,\D;

quasi-static limit of Eqs(1) and(2). The situation is similar

to that which may occur in the extensional modes of a perBy setting the macroscopic dissipation impliedtbgw), Eq.
meable cylindefJohnson and Kostekl995]. To oversim-  (17), equal to the volume integral of the microscopic dissi-
plify somewhat, one may say that in these situatiens  pation engendered by this slow wave mechanism, (E§),
<., thus invalidating one of the key assumptions for this e can derive an expression for the imaginary pak @b)

kind of theory. in this high frequency limit, valid for real-valued. Recog-
nizing that K(— »*)=K*(w) when o is extended to the
C. High frequency limit complex plane allows one to deduce an analytic expression

If the frequency is high enough the pore pressures in thg)r the approach to the high frequency fimit

two phases do not have enough time to equilibrate within  |im K(w)=Kgg{1-G(—iw) ¥2+---], (33
one half cycle. Consequently, to a first approximation the  v—=
pore pressure is constant within each phase, and there is

discontinuous jump in pore pressure across the boundary bgv%ere the real-valued coefficie® is

tween phases. The situation is that the shear modulus is ev- KK f|Aps2ds
erywhere constant, having vally whereas the bulk modu- G= BCH 5 fzv , (34
lus has the valu& ;= Kgg(Ks;) in region 1 and similarly for 71 \/D_1+ 772\/D_2 |Pel

region 2. In such a situation Hill's theorefiill (1963,
1964)] is an exact result for the effective bulk modulus of the
composite, which shall be denot&ggy:

and Ap¢=p!t—p!? is the would-be discontinuity in pore
pressure across the interfa&; between the two regions.
Although the pore pressure and the relative flux are now
1 S, S, continuous, the total stress and the individual displacements
Kaar+ (43N Ky + (413N + Ko+ (413N (28) are now shghtly_@scontlnuous. Hoyvever, the amplitudes of
these discontinuities are of ord®(w %9 and they extend a
The composite is always elastically isotropic whether or noiyistance from the interface which is also of or@(o 2.
Ehe geometry is isotropic. Thus the high frequency limit of Therefore, corrections to E433) are of orderO(w ™ ?)
K(w) is Kggn, as Norris(1993 more or less has observed. x O(w™ *?)=0(w ). These corrections, therefore, do not
Hill's theorem was originally proved for the case of two affect the validity of Eq(33).
constituents but the obvious extension of E2f) to the case It is a remarkable feature of Hill's theorem that the volu-
of arbitrarily varyingK(r) is also trug[Milton (2001)]. metric component of the strairg,, is spatially uniform
To this point, on the surface which separates region Jwithin each region and the theorem specifies how this con-
from region 2 the total stress is continuous, the displacestant value relates to the applied compressive stRessas
ments of the fluid and of the solitlvhich are locked to- well as to the elastic constants of the two phases: cf. Egs.
gethej are continuous, but the pore pressure is discontinu¢4.12) of Hill (1963:
ous, having a valupﬁl) in region 1 and similarly for region
2. (p{) has a different meaning than it did in the previous () _ [Ka—j+(4/3)N]Pe
subsection.In reality, continuity of pore pressure is achieved ! K1Ko+ (413)N(S:K 1+ SK5)

(39
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wherej =1,2 labels the region in question. This result holds Kgowd?

. ) . _ 2,3 2

independent of the shape of the patch and is true even if the T=— m{mgl'—ﬁe’ﬁlglgz'—l'—z

patch is not contiguous. Since the pore pressure in each e

phase, far from the interface, is given b{)= —(1/¢)(R; +37,019,L1L5+ 7,05L3). (41)

+Qy)eff) from Eq.(4) for the-th region, we have the result Equations(1) and(2) can be solved numerically exactly
that the would-be discontinuity is constant along the inter-

. using techniques analogous to those of, e.g., Dutta and Ode
face. betwee_n the two regions and may therefore be factoreﬂwga’ b, for the concentric spheres, and Norf1993, for
o.utS|de the integral in E34). The final result may be suc- the slab geometries. The method of solution is described in
cinctly written as: Appendix B. The patchy effect is maximized when the frame
modulus is relatively weakso that the overall stiffness is
iE (36) sensitive to the type of fluid saturatiprone fluid is gas and

the other is a liquid such as wat@o that the two fluids are
where Ap; /P, is the would-be discontinuity in pore pres- quite differenj, and the gas saturation is relatively smalb
sure, relative to the applied external stress, and is given exhat BGW and BGH have very different valye$he param-
actly as: eter set in Table | was chosen with these conditions in mind.

The results are shown in Fig. 1 for three geometries, all at the
Apr _ (R2+Q2)[K1+(4/3)N]_(R1+Ql)[K2+(4/3)N]_ same gas saturatio®,=10%. The left column is the real
Pe PSIK[Ko+ (43N] + pSK,[K+ (4/3)N] (37 Part of K(w), whereas the right column is the specific at-

tenuation, 10y = —ImagK(w)/RealK(w). The first and
second rows are for the concentric spheres geometry. In the
top row the gas occupies the inner sphere, whereas in the
q* = \iw/D*, (3g)  second row water occupies the inner sphere. The third row is
the slab geometry. The results are plotted over a wide fre-
quency range simply to emphasize the approach to the lim-
2 iting results, Eqs(19) and (33). In reality, the frequency

> Api|?S i
I|m K(w):KBGH 1—- P_e vq_*‘l‘

w— 0

The effective wave vectorg*, is a property of the two
phases adjoining the interface:

where the effective diffusivity is

k K
D¥=| ———2° | (39  wy/(2m), Eqg.(13), is approximately 8 kHz. The Biot cross-
71\D1+ 72D, over frequency, Eq6), is wg/(27) =128 kHz.

S/V is the ratio of the boundary area between the two phase& The solid lines are the results of numerical calculations.
S to the sample volumey/. In Eq.(36) it is the only quantity ~ The values forKggy andKggy are indicated as horizontal
which is reflective of the patch geometrfggy, D*, and  dashed lines Kgew<Kpgn). The high and low frequency

Ap; depend only upon the saturation values. asymptotes, Eqs19) and(36), are indicated as dotted lines;
the real part of Eq(19) is simply Kggw. The dashed line is

the theoretical model, to be discussed in the next section. It is

. EXAMPLES: SLAB AND CONCENTRIC SPHERES immediately apparent that the shapes of the curveX ter)
GEOMETRIES are quite different in the three cases even though the values

of Kgew andKggy are the samébecause the values for the

To illustrate these high and low frequency limits as well saturations are the sajneMoreover, the shapes doot
as the general frequency dependence of this crossover phehange if one simply rescales the relative sizes in the geom-
nomenon, it is straightforward to consider two simple geom-etry while keeping the saturations fixed. This resizing simply
etries:(a) The concentric spheres geometry whereby region kescales the frequency axis, leaving the shapes unaffected, as
is a sphere of radiu®, surrounded by region 2 of outer was discussed earlier in this section. An understanding of
radiusR,,. By imposing the no-flow boundary condition on these different shapes is provided by the theoretical model,
the outer surface Whitel975 and Dutta and OdéL979a, b as follows.
have used this geometry as a model for a periodic array of

spherical inclusions. One hasS;=(R,/Rp)3, SV -
=3R%/R3, and Eq.(21) can be solved in closed form to get V. THEORETICAL MODEL FOR K(w)

the following expression fol’: Any closed-form expression fdt(w) with claims to be
K pawd? accurate is constrained, not only by E¢59) and (36), but
T=———1{[37,95+5(71— 72)9:19,— 37:93]1R3 also by fairly general considerations based on causality.
30kR Since the relaxation mechanism is diffusive in character, any
— 1577292(92—91)R2R§+ 59,5[37,9, singularities ofk (w) as well as those of K/(w) must occur
- - for w on the negative imaginary axis. Moreover, because
~(2m2+ 71)91]1RGRy— 37202R5}- (40) K(w) is the Fourier transform of a real-valued response

(b) The periodic slab geometry whereby region 1 is a layer ofunction, one has the reflection symmetry

thicknessL; and region 2 is a layer of thickness, peri- = ek

odically repeated as in Whitet al. (1976 and Norris(1993. K(=a®)=K* (o). (42
Here, S;=L,/(L;+L,), SIV=2/(L,+L,), and, again,T  These properties are proven in Appendix C. Although there
can be evaluated in closed form: must be an infinitude of such analytic functions that satisfy

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 David L. Johnson: Acoustics in patchy porous media 687
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FIG. 1. Dispersior{Real[K(w)]) and
10° 10° attenuation  [1/Qx=—ImagK (w)/
RealK (w)] due to the patchy satura-
10° — tion effect for a gas/water combina-
-------------------- tion, Sy=10%, in three different situ-

: - ations. Solid lines are numerically
exact solutions, dotted lines are the
high and low frequency limiting ex-
pressions, Eqs(36) and (19), and
dashed lines represent the analytic ex-
pression, Eq(43). (a) Top row: The
gas is located in an inner sphefe,
=4.642 cm, surrounded by a shell of
water, R,=10cm. (b) Middle row:
The roles are reversed, R,
=9.655cm, R,=10cm. (c) Bottom
Row: A periodic slab geometryi. g
10° s =2cm, L,=18cm. The other mate-
____________________ rial parameters are listed in Table I.

The values of, Eq. (45), are shown.
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these exact relations, it is likely that any two of them differ With this convention, it is straightforward to demonstrate
very little from each other, or from the exact solution, for that all poles, zeroes, and branchcuts of Eg) lie on the
values ofw on the real axis. What might such an analytic negative imaginarw-axis. There is a simple pole if and only
function look like? In order for Eq(33) to be satisfied, it if ;>1. This function, for real values ab, is plotted in Fig.
must have either a branch point somewhere on the negative as dashed lines. It is clear that it is an excellent approxi-
imaginary axis, or an infinite sequence of poles on the neganation to the exact solution in all cases. Note that the pa-
tive imaginary axis. It must also obey E(L9). The very rameters andrarenotfitting parameters, but are calculated
simplgst imaginable _such function is, perhaps, that suggestgghy, s/v and T separately, as indicated above, so that Eq.
by Prideet al. (1993 in an analogous context: (43) has the correct, exact limiting behaviors. Moreover, the
validity of the comparison has been checked over the range

KBGH_KBGW
(43)  of saturationsSy=1% to S;=99%. There is no need to

K(w)=Kggn—

1=+ iN1-lwrll consider different values of the permeability or of the overall
where consistency with Eq§19) and (33) requires size scale since they simply change the scale of the fre-

Ko K 2 quency axis. The examples used here are for a relatively
BGH BGW

= (44) compressible rock, using gas and water. If a more rigid rock
KeeHG were used, or if the two fluids were more similar, then the
and patchy saturation effect is diminished, but E4Q) is able to
accurately describe the physics.
(KBGH_KBGW)3 (KegH—Kgew) 7 L= .
= = = 45 To the extent that Eq43) accurately describas(w), it
2KpowK2enTG2  2Kgow T “9 q43) y (@)

is obvious that the parametérgiven by Eq.(45), is a shape
In Eq. (43) the branch cut in the definition of the square rootparameter, whereas sets the frequency scale. Whér< 1,
function, \Z, is taken to be along the negative r&ahxis.  the crossover region is quite broad, whereas wier,
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the crossover region is quite narrow, as seen in the examplexample, Eq(6.131) of Achenbach{1973. The inputs to this
of Fig. 1. When {>1, Eq. (43) has a simple pole at equation are the density, the bulk modulusK, the shear
w=—i(2¢{—1)/7. It is this pole which causes the specific modulus,N, and the radiusa, of the rod.
attenuation, Xy, to overshoot the high frequency asymp- For the case at hand in which the rod is porous and
tote in the first row of Fig. 1. There is no pole anywhere inpermeable, the Biot theory must, in general, be used. The
the complexw-plane whery <1. It bears emphasizing, how- validity of using the Biot theory to describe extensional
ever, that the numerically exact solution doest have the modes in open-pore rods was established experimentally by
same singularities as does the model, &f). Rather, the Morig and Burkhardt(1989. The method of calculation is
former possesses a countably infinite sequence of simplenalogous to that of the Pochhammer—Cree equation but be-
poles on the negative imaginary axis and no branch pointsause there are fast and slow compressional components to
Fortunately for the success of this model, acoustic measure¢he modes, as well as a shear component, there needs to be
ments are done with real values for the frequency. an additional boundary condition for which there is no ana-
Finally, the results of this section allow one to make alog in ordinary elasticity theory. If the pore space of the rod
more careful definition of the crossover frequency. A reasonis open to the surrounding air, the additional boundary con-
able choice would be that frequency where the high and lovdition is taken to be that the pore pressure vanishes on the
frequency asymptotes for Qf intersect, as is seen in the surface of the rodps(r=a)=0. Of course the total stress
right half of Fig. 1. From Eqs(19), (36)—(39), and(45) this  also vanishes on the surfacgr =a)-fA=0. Results of such

frequency may be written as numerical calculations are described by D{f#886 and by
Johnson and Kostek1995. The desired complex-valued
o 2K 2 owKaend? 1M3 Ape\ 4 S]2 wave vectork,(w), is given as a root of a specific determi-
W= (Kareo— K8 .l v (46) nantal equation. The results of such calculations using the
(Ksew— Kagh) e

parameter set of Table | are presented in Fig. 2. In order to
As was indicated in the Introduction, the crossover frequency/S€ the full Biot theory it was assumed thai
is of the form w,=D/L2, but to the extent that~1, it 1000 kg/mi, ps=2650kg/ni, and @,,=3.52 in the nota-
would appear that the relevant diffusivity@s: the relevant tion of Johnson and Koste993. The radius of the cylin-
patch size isvV/S, modified by the prefactors as indicated. 967 iSa=10cm. The phase velocit)/e, and the specific
These prefactors, however, depend only upon the numericattenuation, Xe, for these extensional modes are related to
value of the saturations and not on the patch geometry. Thef(@) by
may very well be better ways of rewriting E(6).

) i
kK (w)= 1+ . (47)
L= V() |1 2Qe(w)
V. MODES IN A FULLY SATURATED POROUS There are three distinct features in these plots which will be
CYLINDER discussed momentarily.

. . . . . First, however, suppose for a moment that the rod is
The previous sections dealt with situations in which the . . . :
" saturated in an inner cylinder of radils<a. If the pore
two conditions,w<wg and w<<w,, were presumed to be

i H H < < H “ ”
valid even though the frequency may be large or small com>Pace In the regiob<r <a is "saturated” by vacuum then

. . . . . ps(r)=0 in the regionb<r<a. In this case, it really does
pared tow. . In this section | describe a simple geometry in qot matter if the outer radius is sealed or open. Therefore the

which all three crossover frequencies are readily apparent’ frequency acoustics of this system may be accurately
and for which the quasi-static limit is well-described by the . ~ .
described by the modé{(w), Eq. (43). SinceK =0, one

effective bulk modulus given by Eq43). o — g
Consider a porous and permeable cylindrical rod, of rah@SKw=0 andKgew =K}, regardless the value af This is

dius a, which is fully saturated with a Newtonian fluid. Let still true in the limitb—a, i.e., if the porous cyl'inder is fully
us assume the pore space is “open” to the surrounding ajSaturated and the open-pore boundary condition holds. In Eq.
which can successfully be approximated as a vacuum. Th@s) one hasSi—1, Kge—Kgg(Ky), andS/V—2/a. The
question is: What are the axially symmetric normal modes offiffusion lengthl¢, Eq. (25), is 'fﬂfl\/g [Wilkinson et al.
propagation in such a system? Here, a normal mode is orld991]. It is simple enough to usk(w), Eq. (43), in the
for which the axial and temporal variations of the displace-Pochhammer—Cree equation and repeat the mode search in
ments and stresses are given by [ek(w)z—wt)]. It may  order to determine the dispersion and attenuation of exten-
seem that this problem is unrelated to the topic of this articl&sional modes. These results are also plotted in Fig. 2.
inasmuch as the pores are now open, not sealed, but | will Three observations are noted) The structure that is
demonstrate not only that the patchy saturation model, Ecgentered in the region 10-100 Hz is precisely the patchy
(43), is relevant but also that this problem can clearly dem-saturation effect about which this article is concerned. The
onstrate the various crossover frequencies. modelK(w) does an excellent job of accurately describing
If the rod were simply an elastic material, the dispersionthe acoustic properties in this region, as it was intended to
of the normal mode,(w), would be given in terms of the do. (2) The dispersion centered at 4 kHz is due to the fact
solution to the classical Pochhammer—Cree equation, whicthat the wavelengths are becoming comparable to the radius
naturally follows from the requirement that the relevantof the cylinder. This feature is essentially identical to that
stress components vanish on the surface of the rod. See, foalculated from the Pochhammer—Cree equation using a fre-
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quency independent modulus given Big(K¢). Strictly — known low frequency approximation to the full Biot theory,
speaking, this is now outside the intended range of validithis Eg.(3.6), which may be written as

of the patchy saturation model, E@L3), because the patch 5

size is also equal ta. Thus the crossover frequency, Eq. (k )2:(i)
(13), for this problem isw,/(27)=4 kHz. (3) The onset of z Ven
additional attenuation at high frequencies predicted by the { (Vgh—vg)(PR— Q2)+V§h(R+Q)2®(qa)

full Biot theory is not at all captured by the patchy saturation ) . . ,
(4V5,—3Vy)(PR-Q%) +4Vg(R+Q)*0(qa)

model because this represents the onset of the crossover re-

gion within the Biot theory itself. From Eq(6) one has (48)
wp/(27)=128kHz. All three crossover frequencies,,
wy, andwg, are thus clearly manifested in Fig. 2. where
The rather large value of the rod radiass 10 cm, was
chosen so that the three crossover frequencies would be well %) 2J341(x) 49

separated. If the radius was chosen to be a factor of 10 larger
still, then w. would be reduced by a factor of 100, would
be reduced by a factor of 10, ang; would be unaffected. V, is the speed of the fast compressional wave,(EQ), and
Conversely, if the radius were much smaller than 10 cm, thej is the wave vector of the slow wave, E§O). A plot of the
three crossover effects would tend to overlap. Similarly, ifdispersion and attenuation predicted by EB) is virtually
the permeability were decreased by a factor of 10, thhen indistinguishable from that of the full Biot theory for fre-
would be reduced by a factor of 18, would be unaffected, quencies below 1 kHz in Fig. 2; this kind of comparison is
and wg would be increased by a factor of 10. analyzed in Johnson and Kost€k995. Similarly, the low

For the problem of extensional modes in a fully satu-frequency limit of the Pochhammer—Cree equation can be
rated cylindrical rod, Gardnef1962 developed a well- simplified to yield

T X3
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APPENDIX A: STATIC LIMIT

(k2= w2, (50 | o |
Y(w) In this Appendix it is shown that the Biot—Gassmann—
] , ] Woods resul{BGW) holds true in the static limit, regardless
where the effective Young’s modulus is of the geometry of the patches. Consider the relations which
~ 3NK(w) are the inverse to those of Eq8) and(4):
Y(w)=——. (51) 1 (1 1 1
K(w)+N/3 6ij:3_Kb §T||+C(pf 6ij+m Tij_gT“(sij} (Al)

Below 1 kHz, Eq.(50) is virtually indistinguishable from the

results of the mode search using the Pochhammer—Creéd

equation anK (w). Equations(48) and (50) certainly seem E,=dr,+fps, (A2)
different but it is the central theme of this article that they

can predict very similar acoustic results. where

It is not always the case that Eq€8) and/or(50) are Ky
accurate descriptors of the low frequency acoustics of a po- a=1— K (A3)
rous fluid-saturated cylinder. If the permeability is so high S
that w,<w, then there is no frequency range over which 11 1-¢
either of these low frequency approximations accurately de- d= %[K__ K } (A4)
scribe the attenuation. This point is the subject of the article s b
by Johnson and Kosteld995. and

1[1 1-¢ ¢

VI. CONCLUSIONS MKO=3lk &, Ky &S

In summary, a simple analytic model for the frequenCyEquation(Al) and the coefficien& are discussed by Nur and
dependence of the bulk modulus due to the diffusive equiliByerlee(1971. As far as | know, Eq(A2) appears here for
bration of two different pore fluids has been presented in Egthe first time. In Eqs(A1)—~(A5), since it is assumed that the
(43). The model presumes the frequency is low compared t§Orous rock is homogeneous, only the coefficiedepends
wg, Eq.(6), and compared to,, Eq.(13). The model in-  UPON the_ sat.uratlng.flwd and, therefore, it is th.e _onIy coeffi-
troduces only two parameters characteristic of the geometr§/€Nt W_h'Ch IS position dep"j”de”t- From E(_dr) it s 'cle'ar'
of the saturation patches. These parametersTagiven by hat ps is spatl_ally constant in the static limit. In this limit,
Egs. (20—(22), and S/V, the ratio of the surface area of a then, the solutions may be taken to hav_e the propertyﬁipat
patch to the sample volume; they enter into the exact expre@nd €;; are global constants wheregs is constant within
sions for the high and low frequency limits. In the special®ach patch. There are two such types of static solution:

case that the “gas” phase may be approximated as a vacuunl)  Pure shear: In this casg =0, p;=0, E; =0, and €ij

T is the diffusion time for equilibrating stress in the porous =(1/2N) 7;;, as one would expect intuitively.

skeleton over the sizd,, of the fluid patch, wheré; is () Pure compression: Here the stress is spatially constant,
defined by Eq(25) The model agrees very well with the with a value given by the external Stresﬁj
numerical results for simple geometries. It is asserted thatthe — — _ P.d;; . The volumetric strain of the solid phase is
model will also work well in other, not so simple geometries globally constant with a value

but in order to check one must do detailed numerical calcu- 1

lations. The usefulness of the result is that the model can be e,,=—Kb[Pe—apf], (AB)

used to predict seismic-sonic drift, to analyze 4D seismic
studies, and it can be used to determine the approximate
sizes of the patches, presuming, of course, that one is confi-

and the volumetric strain in the fluid phase is constant
within each patch:

dent that one is dealing with a situation in which this mecha- El'=—3dP+fpy, (A7)
nism is the dominant one. In a practical sensand r may wheref=f(K{) is the value appropriate to th¢h

be taken as the two parameters, determined by a fit to acous-  region. From the assumed boundary condition on the
tic data, andS/V and T (or |¢) deduced therefrom. In short, external surface, either periodic or sealed pore, we
the wave vector of the slow wavg(w), may be used as a have:

yardstick for measuring patch characteristics.
O=J[u— U]-AdS
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Therefore, wherez, is an arbitrary constant andgg(K¢) is given by
1) 2) Eq. (7). (2) The second kind of solution is one for which
e1=S.Eji" + SEj) - o ki i
(P+Q)u(2)+(R+Q)U(2)=0. For this kind of solution

= —3dP+ (S, fV+S,{2)p; 733=0; u andU vary as exptiqz) whereq(w) is given by
Eq. (30) for region 1 or 2.(q is different in the two regions.
=—3dPe+ f(Kw)ps, (A9) Within each region the general solution is a linear com-

whereK,, is the Wood's law modulus, Eq14). The pore bination of the various solutions described above:

pressurep;, can be eliminated between E486) and(A9)

733
with the result that u(z)= m(Z_ZO)_(R+ Q)
1 .
= —— P, A10 X[Asin(qz)+Bcodqz)],
47 Kaa(Kuw) ' (A10)
733

and the theorem is proved. Combining the results for shear U(2)= (2= 20) +(P+ Q)
: - ~om for's Koot (413N
and compression, the static limit for the deformation in a

patchy-saturated porous medium, subject to the no-net-flow X[Asin(qz) +Bcogq2)], (B4)
boundary condition, may be written
P 5 (A12) 1[ (R+Q)r
€i=ow__ 2T 5N Tii T 3 T%j | __ = 33 _02
9Kpew 2N 3 p+(2) 4 | Koot (43N +q(RP-Q9)

APPENDIX B: METHOD OF NUMERICAL SOLUTION _
FOR SLAB AND CONCENTRIC SPHERES X[Acodqz)—Bsin(qz)] .
GEOMETRIES
There are six unknown constantg, (A,B) in each of the

It is relatively simple to solve Eqg1) and(2) numeri-  two regions, which are determined by the requirement that
cally if the geometry of the patches is either the periodic slalhe particular solution must satisfy certain boundary condi-
or the concentric sphere geometry. The method of solution igons. Without loss of generality one may gg&=0 in one of
sketched out here in this Appendix. the regions because a departure from this assumption merely
represents an additional overall translation of the entire ge-
ometry. The remaining five parameters are determined by the

Here it is assumed that region 1 is a layer of thicknessive boundary conditions: continuity af, U, andp; on the
L, and region 2 is a layer of thickness, periodically re-  boundary between the two slabs and equality@hd U on
peated along the-axis as in Whiteet al. (1976 and Norris  each of the midpoints of the two slabs. The five equations in
(1993. Here,S;=L,/(L1+L;). We consider a problem in  five unknowns can be inverted using a commercial linear
which the two displacements, U point in thezdirection.  equation solver with the result that eazfy A, or B is lin-
Moreover, all variables depend only upon tireoordinate.  early related tors;. Inasmuch as the problem has been de-

By the symmetry of this problem the solution to E¢l.and  fined in terms of a uniaxial strain deformation, the resulting
(2) has the property that there is no relative flow at the mid-ggactive bulk modulusK (w), can be deduced from the so-
point of each slab so, in effect, this geometry may be conytion via
sidered either as a periodic structure or as a sealed boundary
unit.

From Eq.(1) it is clear thatrs; is constant everywhere.

Equation(3) simplifies to:

Periodic slab geometry

4

R(w)+ §N u(z+Ls+Ly)—u(z)

L,+L>,

T33= (B5)

Note that this solution folK (w) is independent oz and

du du independent of the value af;.
(P+Q)E+(R+ Q)E: T33= constant. (B1)

Equations(2) and(4) can be combined as

_ k[ U du
—Iw(ﬁ(U—U)—% RW-FQd—ZZ

Concentric spheres geometry

. (B2) Here region 1 is a sphere of radi&s, surrounded by
region 2 of outer radiuRy,:S;=(R,/Ry)>. The outer sur-

In Egs.(B1) and(B2), the material constants, P, Q andR  face is presumed to be sealeqR,)=U(Ry,). The method
have different values within the two different regions. of solution is analogous to that of the slab geometry, above.
There are two different kinds of solutions to E¢qB1)  Here, the spherically symmetric solutions to E@s.and(2)

and (B2): (1) The first kind is one for whichu(z)=U(z).  obey the following equations:
Here one hasl?u/dz?=0 from Eq.(B2). Therefore, for this d du  2uU
kind of solution — [ (P+Q) +(R+Q)| 54—+ —) } =0,
dr dr r
733 (86)

U(Z)ZU(Z)=m(Z—Zo), (B3) and

2u
T

du
a+
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2u
T

du  2u
dr o1

dr

)

|
(®7)

The solutions for whichu(r)=U(r) are linear combinations
of r and r~2. The solutions for which R+ Q)u(r)+ (R
+Q)U(r)=0 are linear combinations of spherical Besse
functions,j,(qr) andn4(qr), whereq is given by Eq.(30).

, _k d (
—quS(U—U)—%a Q

lie in the lower half-plane. For the problem at hand, we now
show that all singularities lie on the negative imaginary axis.
First, a preliminary identity will be derived. Consider a
specific eigenvalue problem in which all quantities vary as
u(r)exp(—iwpt), etc., wherew,, is the complex-valued eigen-
value. The fields obey the equations of motidn and (2),
;the no-net-flow boundary condition, E(L2), and they also
obey the following imposed condition on the bounding sur-

The general solution in each region may therefore be writteﬁace:

as
u(r)=Ar+Br=?+(R+Q)[Fj.(qr)+Gny(an)],
U(r)=Ar+Br?=(P+Q)[Fj(qr)+Gny(qr)],
s RP-Q"
¢ ¢
XaLFjo(ar)+Gng(ar)],

(B8)

pi(r)=——(R+Q)A+

7 (r)=3KgcA—4Nr *B—4N(R+Q)

Xr A Fjy(qr)+Gny(qr)].

The quantitiesyn, P, Q, R Kgg, and q(w) have different
values in the two different regions.
There are eight unknown amplitudes; B, F, Gin each

f u-7*-AdS=0. (C3

The quantities appearing in EGC3) are understood to be the
position dependent parts, only. Consider the following iden-
tity applied to any one of the eigenmodes:

* — * __ *
{uirh}j=ui 7 = &7

11 1 .
~[ 3K, |37 P ot N P
11 .1 .
=3k, |3t P 7i T 55 Pilijs (C4

where Djj=7;;—(1/3)7, 6;; is the deviatoric part of the

of the two regions. The requirement that the particular solustress tensor. The first equality follows from E{), the

tion be finite atr=0 impliesB=0 andG=0 in region 1.
The remaining six boundary conditions are: continuityuof
U, p;, andr,, atr=R,, the sealed pore boundary condition
u(Rp)=U(Ry), and 7, (Rp) = — P, where P, is the exter-

second follows becauseis symmetric, and the third follows
from Eq.(Al). The integral of the LHS of Eq(C4) over the
volume of the sample vanishes because of ). There-
fore, the desired identity is derived:

nally applied pressure. Again, a linear equation solver allows

one to invert for the numerical value of each of the six re-
maining constants, and the field variables are determined

uniquely everywhere. The bulk modulué(w), can be de-

duced from this solution via its definition:K(w)
=—V(P./8V) whereV=(4/3)7R3 and 6V=47R3u(Ry):

RpPe RoPe

K(w)=- 3u(Ry)  3[ARS+B,]’

(B9)

whereA,, B, refer to the coefficienté andB in region 2.

APPENDIX C: ANALYTIC STRUCTURE OF K(w)

1 3Ky
f prﬁ dV=—j {£|TII|2+ m(DD*)” dv.
(CH)

This integral is, therefore, real-valued for any eigenmode.
Next, consider Eq(2), rewritten slightly:

iwnans[Ui_ui]:pf,i- (Co)

Take the dot product of EqC6) with U* —u* and integrate
over the sample volume:

The frequency dependent bulk modulus is the Fourier

transform of a real-valued causal response funcfipp.
247-262, Landau and Lifshita960]:
R(w):J K (t)exp(i wt)dt. (C1)
0
Equation (C1) allows for the analytic continuation of the

definition to include complex values af. We see by inspec-
tion that

iwnf %¢|Ui—ui|2dv
- [ wr-uwpnav

=f pf(U*_U*)'ﬁdS_j(Eﬁ_fﬁ)pfdv. (C7)

K(—0*)=K*(w), (c2)  The surface integral vanishes, either because the surface is
) ) ) sealed or because of the periodic boundary conditions. The

where the asterisk connotes complex conjugation. We alsg‘train elements can be eliminated by use of EAd) and

see by inspection tha& () is analytic everywhere in the (A2). The cross term can be eliminated by means of Eq.

upper-half complexv-plane. Any singularities ok (w) must  (C5). Therefore,
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. ne

IwnfT|U|— ||2dV
—Jd L2y 35 ope gy
= T3k, 3—a|7u| +m( i

(C8)

@ 2
+f K—b—f)|pf| av.
Inasmuch as all integrals in E(C8) are patently real-valued,
the eigenvalue frequenciesy,}, are all imaginary.

So imagine thatw, is either a pole of ordeN or an
essential singularity oK(w). The corresponding field vari-
ables have the property thBt is finite but6V= fu-ndSis
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Comparison of in situ and laboratory acoustic measurements
on Lough Hyne marine sediments
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Compressional wave velocity and attenuation were measured at frequencies of 200—1500 Hz on
seafloor sediments at Lough Hyne, Ireland, using a mini-boomer source and hydrophone array.
Velocity and attenuation were also measured in the laboratory at 200—800 rkldz1lomlong
sediment core taken from the site. Tihesitu results indicate an average sediment phase velocity of
about 1600 m/s and sediment quality factor of 10—20. The laboratory core measurements give an
average phase velocity of 17826 m/s and quality factor of 165. The poorly sorted, Lough Hyne
sediments are highly attenuating and highly dispersive when compared to values published in the
literature for well-sorted, marine sediments such as clean sands and marine clays. The results are
consistent with the few published data for poorly sorted sediments, and indicate that intrinsic
attenuation is highest when the mass ratio of mud (€Elt) to sand grade particles is close to

unity. It is proposed that compliance heterogeneities are most abundant when mud and sand grade
particles are present in roughly equal proportions, and that the observations support local viscous
fluid flow as the most likely loss mechanism. @01 Acoustical Society of America.

[DOI: 10.1121/1.1382616

PACS numbers: 43.20.Jr, 43.20.Ye, 43.30.Ma, 43.30[RKinB |

I. INTRODUCTION ficial sands and sandstones with high porosities and perme-
abilities. For poorly sorted marine sediments with significant
A detailed understanding of acoustic wave propagatiorproportions of clay, silt, and sand grains, global flow be-
in marine sediments will ultimately lead to improved geoa-comes less important because of their low permeability. In-
coustic models and better geotechnical predictions from higjeeq, significant attenuation has been observed in marine
resolution acoustic datasets.g., Chirp reflection profilgs  sediments with magnitudes much higher than can be pre-
Accurate and reliable measurements of both velocity dispergicted by the Biot theory alonée.g., experimental data of
sion and attenuation over a broad frequency range are key @humwayl,“ see Sec. Il
advancing our knowledge in this area, given that different ¢ j5 now generally accepted that local viscous fluid flow
sediment types will exhibit different spectral S|gnatures.(0r squirt flow is the dominant loss mechanism in sedimen-
Whether measured on laboratory samples or on the seafloqqyy rocks, caused by compliance heterogeneities in the sedi-
the spectral signatur@r “spectral fingerprint) of a volume g \while theoretical models have been developed that

OI shedlmﬁnt wil deg)end on the intrinsic physmall PrOperties q|ate squirt flow to microcracks or grain contacts in
of the sediment and on extraneous, experimental constraintg, .15.1pere are no existing models that predict the com-

such as geometric effects and the coupling of the source a ehensive effects of squirt flow due to clay minerals in sedi-

receiver to th_e sediment. The challenge is to de_:s_lgr_1 eXpery entary rocks, although an increasing amount of experimen-
ments that will enable the latter effects to be minimized, or,

ted that the true intrinsi " fh di tal evidence points to clay squirt flow as the dominant loss
corrected, so that the true intrinsic properties of the sediment, ., nisni7.18 Given the similar mineral assemblages of
can be measured.

) . .. sedimentary rockgsandstones, siltstones, claystonesd
The sediment acoustics literature reveals that, for a wide y & ysta

. . unconsolidated marine sedimerisands, silts, and claysit
range of sediment typg$ully saturated with seawatgrand L ) A y
; : . : . would be surprising if clay squirt flow does not turn out to be
to first order, attenuation varies according to the first power, . S . )
an important mechanism in marine sediments.

of measurement frequency and that velocity dispersion is . . .
very small, if not negligible, over the frequency range 1 .TO furth_er understand wave propagation mgchanlsms n
' ’ marine sediments, both velocity and attenuation must be

p— 1_3 -
Hz 1 MHz. H_owever, more <_:omplex frequency depen_ easured accurately and reliably over the bandwidth of in-
dencies of velocity and attenuation are predicted by the BIOFI

modef-° and its derivative§;® and there is experimental evi- erest for practical applicationse., 1 Hz-1 MHz. This is

dence to support thi Biot's original model predicts energy because the principle of causality dictates that velocity dis-
loss and velocity dispersion due to global, viscous fluid flowPerston and attenuation are intimately linked, and hence, the

in the pores of a sediment; experimental evidence has be ture of the frequen_cy d_epeljdence WiII_give clues to the
provided by several authdf',§13f0r Biot global flow in arti- precise loss mechanism in different sediments. There are
very few published datasets of velocity and attenuation spec-

m — tra over any significant bandwidth for marine sediments.
Electronic mail: aib@soc.soton.ac.uk . nt . .

PAlso at Geotek Limited, Nene House, Drayton Fields, Daventry, Wingha _presentgd data for_a weII-sprted, med!um grained
Northamptonshire NN11 5EA, United Kingdom. sand consistent with attenuation varying as the first power of
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frequency and very small velocity dispersienl%,) over the  core from the same site. The experiments were conducted as
frequency range 50—350 kHz. A literature search reveals npart of an ongoing study into the validity of marine sediment
complete datasets for poorly sortdughly attenuatingma-  core measurements, given that sample disturbance can be
rine sediments such as those described below. Poorly sorteignificant. Our purpose in this paper is to present new ex-
sediments comprising various proportions of sand, silt, angherimental data and to discuss the results in terms of the
clay are commonly found in seafloor environments aroundvave propagation mechanisms.
the world and yet they are the least well understood in terms
of wave propagation mechanisms, certainly when compareg. /N SITU MEASUREMENTS
to their well-sorted cousingclean sand of various grades,
clean silts, pure marine clays

In this paper, broadband compressional wave measure- In situ measurements were carried out in August 1995 at
ments on seafloor sediments in Lough Hyne, Ireland, aréough Hyne, southwest Irelaridee Fig. 1a)]. The sheltered
compared to broadband measurememtsacl mlong push location and shallow water of this sea lough, connected to

A. Method
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the soft sediment to a depth of 0.5 m using a specially made
steel rod with a depth mark. A diver then positioned the
mini-boomer face down on the seabed at successive firing
) Vinkboomer points & 1 m increments at distances 1-13 m from the last
rotated 90° hydrophong H4 in Fig. 2b)]. The face-down position was
found to give the best coupling of sound energy into the
sediments after preliminary experiments on the beach; lead
@ Hydrophane receiver weights were placed on top of the mini-boomer to further
improve the coupling.
The mini-boomer firing and recording station was posi-
tioned on Castle Islanfsee Fig. 1b)] and connected to the
Weight Seafioor seabed instruments via about 200 m of screened cables. A
—_— four channel, digital storage oscilloscope was used to record
the signals on 3.5 in. floppy diskettes. The firing and record-
ing process was coordinated from the beach via two-way
b) radio. A person in a small boat on a station above the array
BELA was able to prompt the diver to move the mini-boomer to the
S1 82 83 84 85 S8 7 S8 89 S0 next shot point by means of a surface marker buoy connected
0,5,,.| W oH2 M3 b4 — to the diver by a light rope.
¢ o0 rom The source and receivers in a traditional refraction line
1om are usually placed at the surface, and not buried like the array
FIG. 2. Geometry ofa) water column experimenth) refraction line. described here. The reason for burying the hydrophones was
simply to reduce water-borne noise.
The common receiver gather for receiver H1 is shown in
Fig. 4; both direct arrivals and sea surface reflections can be
A’dentified.

Sea surface

the Atlantic Ocean by the narrow Barloge Crdalee Fig.
1(b)], provided excellent conditions for performing con-
trolled seafloor experiments with the assistance of SCUB
divers.

A mini-boomer acoustic source, specially designed for
these experiments, used a high-voltage inverter to drive 8. Data processing
magnetopropulsive plate of diameter 20 cm. Water column

. . Spectral analysis was carried out on the common re-
tests of the source radiation pattern were carried out by sus- . . L
. . ceiver gathers for receivers H1 and H2 in Figh)2(the
pending the boomer and a hydrophone receiver on a ropée

from a small boat in about 20 m of water; the weighted enc{ecorOls were incomplete for H3 due to disk storage prob-

. ems, and those for H4 could not be used because of an
of the rope rested on the seafloor while a surface buoy enélectrical fault during acquisition The quality factor(Q)
sured that the rope was kept taught and as near vertical as g acq q

possibldsee Fig. 2a)]. Rotating the face of the boomer plate was Calculateq using three methods: log-spectral r§t|os, di-
relative to the hydrophone receiver did not produce any sig[ect computation of spectral components, and the filter cor-
relation method of Courtney and May#r.

nificant amplitude variations, indicating a repeatable source .
: . - ; The log-spectral ratios method assumes that the attenu-
with a spherical radiation pattefsee Fig. 8a)]. The water- . h ) : :
ation coefficient, is a linear function of frequency, over

borne_pulse_had a spectral content between 0 11(% . the observation frequency bafice., a=kf; k is a constant
dB pointg with a notch at about 2.5 kHz, as shown in Fig. . . .
X T . and that any geometric effects, such as spherical spreading,
3(b). The hydrophone receiver was omnidirectional with a_ .
.are independent of frequency. For example, the log-spectral
flat frequency response up to 10 kHz. The source level ISratio(or LSR) of the signals received &t1 from shot points
estimated to be 215 di 1 uPa @1 m, producing maximum 9 P

strains in the sediment of 10" °, and suggests that nonlin- S1and S2 in Fig. @) is given by the equation

ear effects can be neglected. NG G
A seafloor refraction line was shot in about 15 m of ( 2 :_k.AX,f_m(_l), (1)
water, parallel to the bathymetric contolisge Figs. @) and Aq(f) G,

2(b)], using a linear receiver array comprising four hydro- )

phones identical to the one mentioned above. The four hywhereA(f) and Ax(f) are the spectral amplitudes of the
drophones were taped to a length of white rope at 1 m interSignals from shots S1 and S2, respectively is the differ-
vals together with their junction boxes, the amplifier box, €Nce in source—receiver distances; &dandG, represent
and the array cables. This arrangement enabled the SCUBRE unknown geometric losses, assumed to be independent of
divers to align the array on the seafloor with the correctrequency. The gradienk(Ax) of the least squares regres-
receiver spacing. The rope, marketi lam intervals, was sion line fitted to the graph of LSR versus frequency enables
extended about 15 m beyond the array so that it could bguality factor,Q, to be computed from

used to correctly position the mini-boomer firing points. The

divers then detached the hydrophones from the r@de _ mAX @
though still attached electrica)lyand pushed each one into Q= (k-Ax)-U’

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Best et al.: Acoustic measurements on Lough Hyne sediments 697



a) T T
_— 0 degrees : : : :
-------- 30 degrees

------ 60 degrees
| === 90 degrees

Amplitude (v)

5 : ; ; : ; ; ; ; ;

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

. : FIG. 3. (a) Water column recordings
Time (ms) @ J

for mini-boomer at various orienta-
tions to the hydrophone receivéh)

A comparison of spectral power
(relative to maximum water column
shot powey for the water column

b) 10 : . - - . and sediment shots, both at a 10 m
: : : : source—receiver distance.
: : g --- water
ok FEPPRTIORTON S S PR sediment | |
. - PR !
. ’ L~ A Y
: 4 % LY
10 e ! v
Lo, = I AR ST : N 4
e N " Y AN
! \ ! ‘ Y
20 _.*,,. ........... 1 e R _
m ’ Ny N
3 r “l z
'5330 B T e S T =
g Y 1
2 \ I"
5 Yy
[0
& ; ; z z -
50 ............ DI A N I R AR LA AR R =
60 L. - e F B | PR ek ............... -]
70 i bR IN-HHTR A TRLAL TR b ..
i N
80 1 1 1 i l“ 4 kJL
0 2 4 6 8 10 12
Frequency (kHz)
where,U is the group velocity. Hence, a singl@ value is 1 Ay(f)-ry
computed for the entire frequency range of the recorded —a(f)=4-1In NGB 3)

pulse.

The direct computation and filter correlation methods, . .

. . . where,r; andr, are the source—receiver distances for S1
unlike the LSR method, require some assumptions to be ' . )

: . and S2, respectively. The quality factor is computed from

made about geometric losses for the experimental geometry
used at Lough Hyne. If these assumptions are valid then the
results should indicate the frequency dependenc® ofrer Q(f)= - f @)
the range of observation frequencies. Given the results of the a(f)-c(f)’
water column tests, a spherical spreading law is a reasonable

assumption. Hence, the attenuation coefficient is given by where,c(f) is the phase velocity given by
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rect computation of phase velocjtgnd filtered according to

the passbands indicated above using a causal, Butterworth
filter like the one described in KanasewithEach filtered
time series was then cross-correlated with a similarly filtered
reference time series; the magnitude of the resultant cross-
correlation function is a maximum when the two filtered time
series align. The signal at a source—receiver distance of 5 m
was used as the reference instead of that at 4 m, the closest
offset, as the signal amplitudé 4 m isactually smaller than
that at 5 m(see Sec. Il ¢ The time shift corresponding to
the cross-correlation maximum can be used to calculate the
delay time(including that due to velocity dispersibm the
sediment. The attenuation coefficient(f ), for each pass-
band was calculated according to E&) with A,(f) and
A,(f) equal to the root-mean-square energy of the reference
and signal time series, respectively. The phase velocity and
attenuation coefficient calculated for each passband were as-
signed to the passbhand central frequency.

t, andt, are the window start times, ane ¢;(f) and C ResUlts

— ¢,(f) are the phase delays of the signals for S1 and S2, The results for common receiver gather H1 are dis-
respectively. cussed belowicommon receiver gather H2 gave similar re-

The filter correlation technique can potentially give sulty. One area of concern particularly relevant to attenua-
more stable results than the other methods, especially whaion measurements is the repeatability of the coupling
small time windows must be used because the signal of inbetween the mini-boomer source and the seafloor. Figure 6
terest is close to other arrivals. The first arrivals in Fig. 4shows two comparisons of first arrivals that were repeated
show signs of interference by the slightly later, direct waterduring the experiment; the agreement is excellent in both
arrival that are impossible to separate by time gatw@g-  cases, which suggests that unrepeatable coupling is not a
dowing); see Fig. 5 for a clearer picture of the waveforms. significant source of experimental error.

The filter correlation method used here was adapted The graph(not shown of the first break arrival time
from that described by Courtney and Mayera brief de-  versus source—receiver distance can be closely approximated
scription follows. First, the bandwidth of the received signalsby a straight line giving a group velocity of 17260 m/s
was determined and divided into equal, narrow bands ofising least squares regression. There are no slope breaks,
200—-300 Hz, 300—400 Hz, 400-500 Hz, and so on up tavhich suggests a weak velocity gradient in the upper few
4900-5000 Hz. The signals received for each source-meters below the seafloor. For the purpose of the spectral
receiver distance were windowed to remove the sea surfaanalysis, where signals from shot point pairs are compared, it
reflections(noting the window start times to enable the cor-is assumed that the rays have travelled horizontally through

<
—o~N

‘/\/\/\/—’M dBOM
20
20

Notha —+o -
o
o
o

FIG. 5. Windowed signals and their corresponding

40 power spectra for CRG H1, offsets 5-13 m.
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the sediment along the same paths except for the differendeandwidth 200—5000 Hz with 95% confidence intervals. Al-
in pathlength. though there is significant instability in the results at certain
The LSR results for source—receiver distances of 6 anfrequencieglarge confidence limijs the magnitudes of the
13 m relative to the reference signalsam are shown in Fig. computed values seem reasonable. Overall, phase velocity
7. The slope, which should be negative according to(Ey. increases from about 1500 m/s at 200 Hz to about 1650 m/s
of the linear least squares fit to the data between 200-150& frequencies above 800 Hz; attenuation coefficient shows a
Hz is so small for distances 6—8 m that Ef) gives nega- broadly linear increase with frequency between 200-2400
tive Q values; the other distances result in a m&arof  Hz, except for a spectral peak at about 1500 Hz that is pos-
19.5+£10.8. The amplitude spectra seem to be “well be-sibly associated with the spectral notch at 1500 Hz seen in
haved” only below 1500 Hz, corresponding to the first spec-Fig. 3; quality factor varies between about 5—-20 below 2500
tral peak in Fig. 3. Hz.
The spectral analysis using Eq8)—(5) for the direct The question is whether these results represent the true
computation method gave unstable results that depended amtrinsic acoustic properties of the seafloor sediméas-
the window length. However, they were broadly similar to sumed here to be one homogeneous lagerwhether they
the filter correlation results and so only the latter are dis-are a consequence of wave propagation effects such as re-
cussed here. Figure 8 shows the average of the filter corrdlection, refraction, scattering, interface waves, and so on.
lation results for shot—receiver distances 6—13 m in thélhe limited core data availablesee below means that it is
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FIG. 7. Log-spectral ratiod SR) plot for CRG H1 off-
sets 6 and 13 m. The reference signal was at an offset of
5m.
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impossible to provide a definitive answer; however, someJsing the same model with a spike source pulse instead of
insight can be gained by generating synthetic acoustithe Ricker wavelet used in Fig. 9 demonstrates that the re-
records using the forward reflectivity model of Fuchs andfracted “arrival” is a combination of closely spaced, re-
Mdiller.?? fracted arrivals from the model layers. Surprisingly, while
Figure 9 shows the synthetic acoustic records computethe direct water path arrival in the model (2000) has
using the layer model in Table | with parameters derivedvirtually no decrease in amplitude, this arrival on thesitu
from core measurementsee Sec. Il The synthetic data closely follows the amplitude decay of the sediment-
records show some of the features seen in the Lough Hynleorne arrivals; the most logical explanation is that the water
data, such as the rapidly attenuating first arrival, the lownear the seabed is actually quite highly attenuating. This
frequency, direct water path arrival with a large positive am-could be related in some way to the peak spawning times of
plitude, and the increase in amplitude between 4—5 m offinvertebrates in Lough Hyne from July to Septenfband to
sets. At short offsets the two arrivals merge while they ardhe rough seabed; underwater photographs reveal an abun-
clearly separated at larger offsets. Destructive interferencdance of mounds on the seafloor, created by burrowing ani-
between these two arrivals may explain the spectral notch ahals, and very cloudy water due to suspended organic mat-
1500 Hz in Fig. 3, that might be expected at a frequencyter.
equivalent to about half the dominant wavelet period, here  The velocity and attenuation calculations do not distin-
equal to 0.68 ms, giving destructive interference at 1470 Hzguish between the refracted and water-borne arrivals, but

vy "
sl fauln
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Synthetic

ﬁ FIG. 9. Synthetic acoustic records for the reflectivity

model in Table I.
Xx=13m /\/\ﬁ

time scale 0 - 15 ms

simply compute the values for each passband frequency. Thexs. Some doubts may stem from the nature of the shell layer

in situ data in Figs. 4 and 5 seem to show that the waterat 22—37 cm depth, the acoustic properties of which could

borne pulse is of a much lower-frequency content than th@ot be measured on the sediment core because of signal scat-

refracted sediment arrivals, therefore, it is probably safe tdering (see Sec. Il & However, scattering from individual

assume that the apparent velocity dispersion in Fig. 8 is dushells(1-2 cm long is not thought to be a problem at the

to the difference in velocity of water and sediment. The re-wavelengths of thén situ experiment{>1 m). The core den-

sults suggest that the near-seafloor water has a similar attensity measurementgreliable and subsequent prediction of

ation to the sediments with a quality factor between 10—20P-wave velocity in the shell layer indicate an intermediate
Linear least-squares regression of the first break arrivabelocity to the adjacent layers, and not a large velocity con-

times gives a velocity of 171610 m/s for thein situ data, trast.

and 2211 50m/s for the synthetic data; the simple, un-

weighted, average velocity of the model layers is 1782

+37m/s. On this basis, it would appear that thesitu ve- IIl. LABORATORY MEASUREMENTS

locities of the sediment layers at 200—1500 Hz are signifi-

cantly lower than those measured in the laboratory at 345" Method

kHz, and lower than the first break velocity; the phase veloc- A 1 m push core was taken at the refraction line site for

ity of about 1600 m/s above 800 Hz in Fig. 8 seems a realaboratory analysis. The core was split longitudinally and

sonable estimate. logged forP-wave velocity(500 kH2, bulk density(gamma
Realistic quality factors vary between 5-20 for 200-ray attenuation methgdand magnetic susceptibility at 1 cm

1500 Hz in Fig. 8 and compare well with the LSR resultintervals using an automated systémultisensor core log-

above. The various assumptions of consta@t and ger, or MSCL.2®> The core was also described and sub-

frequency-independent spherical spreading seem to be seampled for grain size analysis. The mean logged core tem-

consistent here. The instability of the data make it very dif-perature was 14 °C.

ficult to derive any more detail on the frequency dependence \elocity and quality factor measurements were also

of the quality factor. Changing the Qp values to 100 for eachmade on the core using broadband transducers in the trans-

of the layers in the reflectivity model in Table | has the mission mode, placed manually in contact with the core in a

predicted effect on the refracted arrivals; hence, the assumpimilar manner to the automated core logging sysfese

tion seems valid that the high attenuation of the refractedrig. 10@] and coupled using watdithe core temperature

arrivals is directly related to the lo® of the sediment lay- was also about 14 °CThe measurement locations were se-

TABLE I. Horizontal layer parameters for input to the reflectivity model of Fuchs andem(Ref. 21).

Vp Vs Density
Layer No. Depth(m) (m/s) Qp (m/s Qs (kg/m®)
0 0.0-15.0 1500 1000 0 1000 1024
1 15.0-15.23 1745 10 50 10 1784
2 15.23-15.37 1765 10 50 10 1838
3 15.37-15.56 1830 10 50 10 1896
4 15.56-16.00 1770 10 50 10 1809
5 16.00-25.00 1800 10 50 10 1800
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a) case, the time delay due to dispersion in the sediment is
computed, assuming that there is no dispersion in the water
(i.e., t, is constant for all frequencigsunlike in Eq. (5),
where no such assumption is made because the known spec-
tral differences are considered there. Since the water tem-
perature at 15 m depth in Lough Hyne falls in the range
12°C-16°C during the summé&r,no temperature correc-

Core liner tions were applied to either the core logger or the broadband
velocity measurements.

The attenuation coefficient was calculated using

Aw(f)
A(f)

whereA(f) andA,(f) are the signal rms energies through

the sediment- and water-filled liner, respectivéfgometric
b) effects cancel oyt x,, is the measured thickness of the
water-filled liner; andy,, is the attenuation in distilled water
(36x10 5N m tHz 2 at 10°Q.?* The quality factor was
calculated usingy(f) in Eqg. (4). The filter correlation pass-
bands were 200-300 kHz; 300-400 kHz; 400-500 kHz,
etc., up to 800—900 kHz.

Tx

Tr

1
a(f)= In

- (X—X|) +awf2(XW—X|), (7)

Contact area

Tr

C. Results

The core logs in Fig. 11 show that the Lough Hyne
FIG. 10. (8) Experimental setup for acoustic core measureméhjsPlan  sediments are quite variable in their physical properties, even
view of transducer/core liner contact area. over such a short depth range of 1 m, and these variations
correspond to several layers recognized by visual inspection.
lected according to the MSCL results to give velocities andThe most obvious layers are the shell bed between 23—-37 cm
attenuations representative of the Lough Hyne sediments f@ubbottom depth, which comprises whole and broken gastro-

a comparison with thé situ results. pod shells up to 2 cm long; and the mud layer between
The curvature of the core liner means that the contacb6—61 cm depth.
area of the receiving transducgfr in Fig. 1Qb)] is not The MSCL velocities were highly spurious and are not

circular, making it difficult to predict the geometric effects shown. Instead, the broadband velocities at 342 kHz are plot-
on signal amplitude and phase. However, geometric effectted as open circles in Fig. 11, together with velocities pre-
can be mostly eliminated by comparing travel times and amdicted using the Gassmann modedased on the MSCL den-
plitudes measured through sediment- and water-filled linerssity that seems reliable. The main unknowns in the model are
knowing the acoustic properties of wai@see below. the frame bulk and shear moduli that must be estimated by
fitting the model velocity to the measured velocity; arbitrary,
constant frame moduli were used in Fig. 11. In reality, the
frame moduli will depend also on the porosity of the sedi-
A direct computation and the filter correlation methodsment, as this is directly related to the grain size distribution
were used to process the broadband core data. Equ&lion and, hence, sediment fabric. However, the model results give
with subscripts 1 and 2 referring to the water- and sedimentsome estimate of the velocity variability in the core due to
filled liner, respectively, could not be used because the smafiorosity variations. The results predict a slight increase in
differences in core thickness gave unstable results. The folyelocity in the shell and mud layers, but no dramatic

lowing equation was used to compute phase velocitf,),  changes. This information was used in the reflectivity model

B. Data processing

instead(for the filter correlation method of thein situ data(see Sec. IIC and Table.!
(Xo—X|) Core drying is a possible cause for concern as the broad-
c(f)= (6) band results were obtained 1 year after the MSCL measure-

(Jtz—ta] -ty + 6t) ments, which in turn were made 1 year after the core was
wherex, is the total core thicknessg, is the linear thickness; collected, although the core was stored at 4°C in a dark
t, andt, are the start times of the windowed sediment andcoom during this time. It is known that coarse sediments
water signals, respectivelygt is the time shift computed (e.g., sands and gravglare more susceptible to drying than
using the filter correlation method, as described in Sec. || Bmuds, although all the sediments have appreciable mud con-
andt,=x,/C,,, wherex, is 0.0251 m and/,, is taken as tents(see below, and there were no visual signs of the core
1500 m/s. In essence, E¢p) corrects the measured travel drying out. If the surfacé<1 mm) of the silty sediments had
time through the water-filled liner for any geometric effectsbeen only partially saturated then there would have been a
and adds to this the time delay, including dispersion. In thidoss in coupling between the upper transducer face and the
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50| Sitty mud FIG. 11. Multisensor core logger results for the 1 m
with shells long Lough Hyne core with lithological description.
T © The continuous velocity curve was derived from the
R . density data using Gassmann’s model; the open circles
< Muddy silt .
g 0 represent the laboratory broadband velocity measure-
[=} ments(342 kH2 at selected depths.
60 Mud
70
Muddy siit
80
90 + L 90— 90 20 80

sediment, as all measurements were made with the protectiygrain diameter ranges from 259fine sandl to 5.5¢ (coarse
plastic film (impermeable to water; approximately 0.1 mm silt). The grain size distribution is symmetrical-Q.1
thick) in place. The broadband transducers were carefully<SK;<0.1) to positively skewed (0<SK;<0.3). The re-
placed to avoid visible shells to minimize scattering prob-corded broadband signals and their power spectra are shown
lems, although scattering was still a problem for the meain Fig. 12; the two uppermost plots are for the water-filled
surements in the shell layédepths 22, 26, 33 cm; not plot- liner used as the reference signal in the filter-correlation
ted as they seem spurious at 2342, 4098, and 3335 m/s at 34#thod. The core depths 22, 26, and 33 cm, corresponding to
kHz, respectively. the shelly layer, have a low signal-to-noise ratio and have
Bulk density varies between 1400-2100 k§/mvhile  significant spectral power more than 36 dB down on the
porosity varies between 36%-60%. Porosity,was com- maximum power of the water-filled liner spectrum; the other

puted using the relationship signals are generally greater thai86 dB up to about 600
_ kHz.
b= (pg_—p), 8 The results from the direct computation and filter corre-
(pg=pw) lation methods were very similar, and so only the filter cor-

where p is the measured sediment density, is the grain  relation results are presentethere were no interfering
density(taken here as 2.65 g/crthe value for quarfz and  pulses. The phase velocity, attenuation coefficient, and qual-
pw is the density of seawatét.024 g/cm). ity factor spectra for all core depths measured, shown in Fig.
Table 11 lists the results of the grain size analysis for13, show a range of magnitudes and similar frequency
sediment subsamples taken from core depths corresponditigends. The exceptions are the attenuation coefficient spectra
to the broadband measurement locations. Mean grain dianfer depths 22, 26, and 33 ciftorresponding to the shell
eter(Mz), sorting (o;) and skewness (SK were calculated layen that show broad maxima while the other core depths
according to the methods described by McMaffuscan be  show steadily increasing attenuation over the observation
seen that the Lough Hyne sediments range from moderatelyandwidth(<700 kH2. Even though the signal-to-noise ra-
sorted (0.Ko:<1), through poorly sorted (100, tiois approaching the experimental resolution for these three
<2.0), to very poorly sorted (200,<4.0), and the mean core depths, the similarity in the spectra give some confi-

TABLE II. Porosity, bulk density, and grain size analysis data for the Lough Hyne core subsamples. Mean grain
diameter(Mz), sorting (o1), and skewness (SK were calculated according to McMan(Ref. 26.

Bulk Sand Silt-+clay Mean

Depth Porosity density  fraction fraction (silt+clay)/  diameter Sorting Skewness
(cm) (%) (g/cn?) (%) (%) sand ratio (Mz) (o) (SKy)
11.0 45.2 1.91 44.9 55.3 1.2 3.9 1.8 0.1
22.0 52.7 1.79 62.4 37.6 0.6 3.8 0.9 -0.1
26.0 58.4 1.7 50.3 49.6 1.0 4.1 0.8 0.0
33.0 49.6 1.84 17.9 82.2 4.6 5.5 14 0.0
40.0 42.3 1.96 68.6 31.8 0.5 2.9 1.7 0.2
47.0 46.1 1.91 21.8 78.6 3.6 5.1 1.3 0.0
55.0 49.8 1.84 74.0 26.0 0.4 3.4 1.0 0.0
63.0 48.2 1.87 57.6 42.4 0.7 3.2 2.2 0.1
72.0 49.2 1.85 56.2 43.8 0.8 3.4 2.2 0.1
75.0 50.9 1.82 64.1 35.8 0.6 3.0 1.8 0.2
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dence that these are not random results. There is no evidenegth published data. Sample descriptions indicating mixed
for Rayleigh scattering f¢ dependence of the attenuation sediments(clay/silt/sand in Table | of Bowles’ papér (a
coefficien. compilation of many authors’ resujtseemed most appropri-
As our main purpose in this paper is to compare theate for a comparison with the Lough Hyne results, and are
in situ and laboratory properties of the Lough Hyne sedi-taken here to represent well-sorted marine sediments over the
ments, a simple average of the results was tdkbell layer  whole frequency range of intere¢a few Hz to 1 MH3.
results omittegland plotted in Fig. 14. Phase velocity stays Although Bowles did not provide any geotechnical data, the
fairly constant at about 18@050 m/s between 200-700 |ast statement can be justified on the basis of the laboratory
kHz. The attenuation coefficient shows a linear frequencyesults of McCann and McCanfwho did provide geotech-
dependence while the quality factor is in the 10-20 ranggical data: porosity, grain size information, carbonate con-
and shows a slight increase with frequency. tent, etc) that are included in the Bowles dataset and indicate
porosities greater than 60%, commonly associated with well-
sorted, fine grained marine sediments. The data from Table
1a of Shumway’s pap¥trepresent mixed sediments of both

) . low porosity (36%—50% and high porosity(50%—75% in
Since researchers began to collate sediment acoustig,,iow water(<50 m).

data from different observation frequencies, the most com-
mon trend to emerge has been a linear dependence of atte
ation coefficient on frequency, equivalent to a const@nt
(quality factop or to a constan® ! (dissipation factor. It is
generally accepted that constadtis a good first-order ap-
proximation to wave propagation in marine sedimérfts.
Also, many of the published data indicate marine sediments
have relatively highQ (50-100 and insignificant velocity

IV. DISCUSSION

A. Frequency dependence of velocity and attenuation

There are several interesting features worthy of com-
"Went.

(1) The Lough Hynein situ velocities at 200—1500 Hz fall
within the range of Shumway’s velocities at 20—30 kHz,
and are lower than the Lough Hyne core velocities at
200—-800 kHz. Shumway'’s velocity dataone provided
by Bowleg show a bimodal distribution at 20—30 kHz:

dispersion(<1%), e.g., Winghant. However, the laboratory
data presented by ShumwHy’® supported byn situ attenu-
ation measurements by McCann and McCarshow that

constantQ does not describe detailed observations over part

of the frequency spectrurf20—30 kHz, and thatQ in this
part of the spectrum is loW<50) and velocity dispersion is
significant (>1%). It would be surprising if clean, well-

poorly sorted, low porosity sedimengefer to Table 1a

in Shumway’s papéf) cluster around 1700 m/s, while
well-sorted, high porosity sediments cluster around
1500-1550 m/s.

The magnitudes of the Lough Hyne attenuation measure-
ments are significantly higher than those for the Bowles
data in both observation bandwidths. Shumway’s attenu-

sorted sands, such as those used in Wingham’s experiments, ation data range between those of Bowles at 20—30 kHz

behaved in the same manner as well-sorted marine clays, or and significantly higher values.

as poorly sorted sediments comprising a mixture of clay, silt(3) Fitting trend lines to log—log plots of attenuation coeffi-

and sand grains. cient versus frequencyf gives dependencies of
The Lough Hyne attenuation coefficients and velocities ~ f®63°033(R2=0.68) for the in situ results and

(the average values from Figs. 8 and héve been plotted £0-882010(R2=0.98) for the laboratory results. The data

against measurement frequency in Figs. 15 and 16 together diverge significantly from the linear frequency depen-
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dencies often quoted in the literature, and show differenB. Attenuation mechanisms

dependencies in the two observation bandwidths. Taken at face value, these results provide evidence of

(4) The observed velocity dispersion betweenithaitu and significant velocity dispersion betweansitu and laboratory

laboratory central frequencies is 12.54ken here as frequencies in highly attenuating marine sediments. Given
1600 m/s at 800 Hz, and 1800 m/s at 342 kHz, respec: q gnly 9 . . ' :
tively). the impermeable nature of these sediments, it is no surprise

that Biot's global fluid flow modél® greatly underestimates

Although there are uncertainties associated with botithe magnitudes of attenuation and velocity dispersion ob-
datasetqdiscussed in Secs. IIC and Il)Cit is difficult to ~ served in the Lough Hyne sediments, as indicated Figs. 15
attribute such a large difference in velocity to experimental@nd 16. Note that the unknown frame moduli were adjusted
error alone. Is it only coincidence that Shumway’s velocitiesto give a Biot velocity of about 1550 m/s, but they could
for similar sediments at 20—30 kHz fall within the range of have been set to give a velocity of 1800 m/s. In either case,
the Lough Hyne observations? Is it only a coincidence that dhe predicted velocity dispersion and attenuation are negli-
constantQ modef® with Q=15 predicts a velocity disper- gible. Stoll's modél and Leurer’s adaptatidwere not used
sion of 12.8% for the same frequency rari§e0 Hz to 342 here because they rely on empirical knowledge of the shear

kHz)? modulus and damping that were unavailable in this case.
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However, the idea that the dominant intrinsic loss mechaenological model of Jon&$using a bulk modulus of 4.9
nism can be modeled using complex elastic moduli is valuGPa, a pore fluid viscosity of 1.5210 3Pas, and a com-
able. pliance heterogeneity aspect ratio of X.50 3. By arbi-
Solid friction between mineral grains was once mootedtrarily adjusting the model parameter governing the width of
as an important attenuation mechanism in sediments anthe central relaxation pealCole—Cole distributio) it was
sedimentary rocks. This has largely been discounted as possible to approximate the magnitude and frequency depen-
significant loss mechanism in sedimentary rocks at the smatlence of velocity and attenuation coefficient in Figs. 15 and
strains associated with acoustic wavesstead, an increas- 16. It was impossible to get an exact fit to both the velocity
ing volume of literature suggests that attenuation in sedimenand the attenuation curves, although it was possible to fit one
tary rocks is largely caused by local viscous fluid flger ~ or the other curve using the model. This suggests the data do
squirt flow) due to compliance heterogeneities such as graimot conform precisely to the viscoelastic model, which may
contacts or microcracks;®? or even clay mineral¥ In the  be due either to the experimental errors already outlined, or
absence of a complete squirt flow model based solely oo another loss mechanism.
measurable geotechnical input parametess, one that al- It is easy to imagine how, in a poorly sorted sediment,
lows the derivation of the frequency-dependent, complexompliance heterogeneities with aspect ratios of the order
frame elastic moduli from purely geotechnical consider-10 2 could exist due to the irregular morphology of clay
ations, the Lough Hyne data were compared to the phenommineral flocs and floc-grain contacts. Figure 17 is a log—log

r s o o DD
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- ~ o
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1?', FIG. 16. A comparison of Lough Hyria situ and labo-
502k A g ratory attenuation data with the published data of
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g a o theoretical models of BiotRefs. 4 and band Jones
% (Ref. 33. Note the log—log scale.
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plot of the attenuation coefficient at 342 kHz against the  Despite these problems, a clear pattern emerges of high
mass ratio of total clay and silt to sand in the low porosityattenuation and significant velocity dispersion in the Lough
(36%—-60% Lough Hyne sediments. Also plotted for com- Hyne sediments. The observed magnitudes and frequency
parison are the 368 kHz data of McCann and McGamor ~ dependencies of compressional wave velocity and attenua-
high porosity(>60%) silty clays. The original intention was tion can be described by a phenomenological local viscous
to plot the ratio of clay to total sand and dilte., the ratio of  (squir) flow model. One explanation is that the compliance
compliant to noncompliant minerajsbut the limited grain  heterogeneities necessary for squirt flow are most abundant,
size data dictated the grouping of clay and silt. Despite thisand, hence, lead to the greatest losses, in poorly sorted sedi-
there appears to be a strong correlation between attenuatioments when mud (claysilt) and sand are present in nearly
and (clay+silt)/sand ratio, and the two independent dataset@qual proportions; the surface interactions of irregularly
follow the same trendnote the log—log scale“Clay squirt  shaped clay flocs, silt, and sand grains provide the compliant
flow” is a strong candidate for the dominant loss mechanisnpores necessary for squirt flow.
in poorly sorted marine sediments. The contacts between Perhaps the most significant finding of this study is the
compliant, irregularly shaped clay flocs and stiff silt/sandhighly attenuating nature of the Lough Hyne sediments and
grains could provide the necessary compliant, water satutheir correspondence to laboratory data for similar, poorly
rated, pores necessary for squirt flow. sorted, marine sediments reported by other authors. It is sur-
It is interesting to note that there was no evidence of fregrising that these important and ubiquitous sediments have
gas, either in the Lough Hyne sediment core or observed bynerited relatively few studies in the literature when com-
the divers on the seafloor, which is often quoted as beingared to their well-sorted cousinglean sands or marine
responsible for high attenuation in marine sediments. clays.

V. CONCLUSIONS

The high-resolution data presented here give an indicaACKNOWLEDGMENTS
tion of what can be achieved using broadband measurement
techniques that allow frequency-dependent velocity and at-  This work was funded variously by the Natural Environ-
tenuation to be measured. The quality of theituand labo- ment Research Council, United KingdditdK), the Defense
ratory acoustic data is excellent, although the study wouldind Evaluation Research Agency UK, and the European
have benefitted from more core samples and early cor€ommission under Contract No. MAS3-CT95-0038. Special
analysis. The interpretation of tha situ data would have thanks go to the Irish National Parks and Wildlife Service for
benefitted from a more accurate forward reflectivity model ingranting permission to use Lough Hyne and to the following
both the depth below seafloor and the horizontal extent of thpeople for contributing to the success of the fieldwork pro-
sedimentary layers identifieéi.e., deeper and more core gram: Mike Somers, Peter Schultheiss, Sally Marine,
samples needgdAlso, larger samples would have allowed Graham Lake, Bryony Chapman, Becky Case, and Sam
the laboratory resonant column method to be used that coulsllarks. Thanks also to Dave Gunn for core logging, to Emma
have provided unambiguous compressional wave results iGould for grain size analysis, and to Tim Minshull for advice
the 10-30 kHz range, and shear modulus data. on reflectivity modeling.
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Frequency analysis of the acoustic signal transmitted
through a one-dimensional chain of metallic spheres
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This work investigates the propagation of acoustic pulses through a chain of elastic spheres
embedded in air. This study is an extension of the works realized on individual sphere by several
authors for measuring elastic constant and internal friction with a monofrequential acoustic
excitation. The frequency analysis of the experimental transmitted train waves exhibit maxima
which were correlated to different types of free vibration modes: the Rayleigh m&jgs the
torsional modes T,,;), and the spheroidal modess{). These resonances may be generated
separately according to the polarization of the excitation pulse.2001 Acoustical Society of
America. [DOI: 10.1121/1.1385179

PACS numbers: 43.20.KDEC]

I. INTRODUCTION dimensional chain of identical beads or an individual sphere.
In a previous paper, the propagation of acoustic pulses iffor this purpose, compressional and shear contact broadband

a one-dimensional chain of elastic spherical beads embedd@§oustic transducers are used. The experimental technique—
in air was studied in the time domain for two different po- described in detail in Ref. 1—is an association of the NdB

larizations of excitatiort. The present study is concerned Method” and the “resonant sphere technique,” which was
with the same experimental problem but the results are prefdéveloped to measure the elastic properties of rocks and
erentially analyzed in the frequency domain and more SIOespheres of different material€.The local excitation on the
cifically we explore the high frequency component of thesample is realized with short ultrasonic pulses which pre-
transmitted signals. The frequency spectra of the experimerf€nts major advantages for a frequency analysis. No fluid
tal acoustic signals exhibit maxima which are interpreted a§0oupling is used for the contact between the front face of the
free vibration modes of elastic spheres in air. It is clearlytransducers and the balls as well as between two adjacent
demonstrated that the generation of these types ojpheres. In addition to the harmonic excitation of the piezo-
resonances—which is justified by the existence of guide@lectric material of the transducers, a constant static fegce
waves—depends on the polarization of the transmitters. ThiS @pplied along the axis of the chain. The frequency analysis
Rayleigh waves family is generated only when the poIarizan the acoustic train waves is realized by calculating the fast
tion of the incident wave is longitudirat whereas torsional Fourier transform(FFT) of the acoustic signal selected on
and spheroidal modés—which were first studied by the screen of an oscilloscopgéecroy 9200 before being
Lamb’—are observed only when a shear polarization is use®lotted. When free vibrations of the specimen are excited,
for the excitation of the emitter. The physical justification of Peaks are observed in the frequency spectrum.

these experimental observations is based on the fact that the TWo typical examples of recorded signals are given in
surface waves verify the phase condition standing surfacEig. 1. The first on¢Fig. 1(a)] is characteristic of a longitu-

waves such that the distance traveled by the wave around ttnal excitation and reception; it was obtained with a chain
target equa's an integer or half integer numbers of Wavemade up with six balls of 8 mm in diameter. The second train

length. It is important also to notice that, for spheres embedwave[Fig. 1(b)] was recorded with a chain made up of two
ded in air, we obtained similar Regge trajectories to the oneBalls of 8 mm in diameter and is characteristic of a shear
observed for samples immersed in water. For the identifica€Xcitation. The two signals which both present a high-
tion of the resonances, we used the notatiof) according frequency component are differentiated by the existence of a
to the formalism of the classical resonance theory of nucleal®W-frequency component in the case of a transversal exci-
reactions previously applied for the interpretation of acoustidation. In the following, we focus our investigation on the
scattering from submerged elastic spheres and cylifdéts. high-frequency component and we shall distinguish two fre-
The evolution of the frequency spectra as a function of théluency analysis according to the polarization of the transmit-
number of spheres in the chain is also performed. This analy€rs (longitudinal or transversal

sis lets us compare our results with those published earlier in

the geophysics field for one sphere. Ill. FREQUENCY ANALYSIS OF THE ACOUSTIC
SIGNALS (CASE OF LONGITUDINAL EXCITATION AND
Il. EXPERIMENTAL SETUP AND PROCEDURE RECEPTION)

The objective of this work is to achieve a frequency  Thg frequency analysis of acoustic wave trains such as
analysis of acoustic signals traveling through a oneyne gne represented in Fig(al are shown in Fig. 2 for two
different values of the static fordé€ig. 2(a), Fo=15N; Fig.
dElectronic mail: mdebilly@ccr.jussieu.fr 2(b), Fy=30N]. Similar data are reported in Fig. 3, which
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FIG. 1. Typical examples of the acoustical signals transmitted through a 0 200 400 600 800 1000
chain of elastic spheres submitted to an axial pressar¢he polarization of
the excitation pulse is longitudinalp) the polarization of the excitation FREQUENCY (kHz)

pulse is transversal.
FIG. 2. Examples of calculated frequency spectra for two values of the

. . . static force(a) Fo=15N and(b) Fq=30N.
shows a part of a wave train and its associated frequency @ Fo (b) Fo

spectrum; the data are obtained with a chain made up of 9
steel beads of 5 mm in diameter and the value of the static
force is constantK,=30N). The purpose of the following

analysis is to argue for elucidating the origin of the quasi-

regularly spaced peaks observed in the frequency spectra. a H h “ '

A. Sound velocity measurement in air: Normalization
- ! 1 L 1

Usually most of the experimental data obtained with an 0 50 100 150 200
immersed specimen are presented as a function of the nor- Time in microseconds
malized frequencyk,a wherek; is the modulus of the wave ' '
vector calculated in water. In the following some experimen-
tal data will be plotted versus the nondimensional frequency: b
koa wherek, designates the wave number measured in air
(a is the radius of the specimgnThe sound velocity was
measured and its value was estimated to=331In/s.

B. General considerations on the experimental

frequency spectra J k
Let us designate b?/F{ the frequency position of thigh A : J j
peak(or apparition or_der_ in the §pectrl)|mf _thejth experi- - 0 5(')0 1000 1500 2000
ment. The left superior index gives the diameter of the in- .
Frequency in kHz

vestigated target. In the first three columns of Table | are

glvgq, for different experimental .Condltlons’ the fre_q,u_enCyFlG. 3. Part of the acoustic sign@) and its associated frequency spectrum
positions of the peaks expressed in kHz. For the definition ofy) the time shift from the origin is 43@s and the chain is made up of 9
2F} let us write the following symbols: steel beads of 8 mm in diametef {= 30N).

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Michel de Billy: Signal through chain of metallic spheres 711



TABLE |. Data obtained in the case of a longitudinal excitation and detec-(g) 5|:i1; fifteen steel beads of 5 mm in diameter afgl
tion (steel beads of 8 mm in diameteExperimental values of the resonant =30N:

frequency positions; nondimensional frequency values for comparison witl 52. . . .
results of Table Il; identification of the Rayleigh modes; experimental valuesr{b) Fi - thirty steel beads of 5 mm in diameter aﬁq
of the phase velocity of the modes and of the normalized phase velocity with = 30N.

respect to the Rayleigh wave velocit€ ).

An analysis of the experimental data reported in Tables | and

°F °F °F} Mode Vi, Il confirms the following.
(kHz) (kHz2) (kHz2) (koj)a (n,I) (m/s) Von/Cr

(1) For a given value of the radius of the ball, the position of

232 232 232 5‘7‘;2 gg ggii 1;;2 the frequency’F| does not vary versus the static force

646 644 642 473 (41 3603 1.20 Fo.

776 776 776 570 (5) 3541 1.18 (2) The 2F! values are not affected by the number of the

906 904 904 66.6 (61 3498 116 beads which make up the chain.

ﬁgg 122; ;i'g (r.) - 3447 1.14 (3) If we designate bykg;) the mean value of the modulus
. (8) 3407 1.13 g )

1276 939 (91 3371 112 of the wave vector of théth peak calculated over thje

1400 103.0 (10,) 3346 1.11 experiments, it is verified that the produdty;)a is the

1520 1119  (1.,) 3317 1.10 same for a constant value bfthe order of apparition of

1640 1207 (12) 3293 1.09 the peak in the spectrumThis is illustrated by compar-

ggg igg:i 82% ggg i:gg in_g golumns 4 and 3 of_TabIes_ I and_ I, _rt_espectively._

2000 1472 (151 3238 107 (4) Similar results are obtained with an individual spherical

2124 156.3  (16,) 3231 1.07 bead.

2240 1649 (17,0 3212 1.07

2360 1738 (18,) 3202 1.06

2476 182.2 (19,1 3187 1.06 C. Analysis of the frequency spectra in terms of

2600 191.4 (20,1 3183 1.06 “resonance”

2716 1999 (21,) 3170 1.05 ) ) ) . ) ,

2838 2089 (22,) 3168 1.05 Previous experiments realized in air on free chains with

contact broadband transducers pointed out in the wave train a
periodic structure the origin of which was identified as re-
sulting from spherical Rayleigh-type surface waves circum-
(@ °BF{: three steel beads of 8 mm in diameter digl  navigating in phase around the sphéréccording to the

=20N; formalism of the classical resonance theory of nuclear radia-
(b) BF7: six steel beads of 8 mm in diameter afg  tion and usually adopted in the literature in the case of cy-
=10N; lindrical and spherical targets immersed in wate?; *°the
(© °F: six steel beads of 8 mm in diameter afg different peaks observed in the recorded experimental fre-
=30N. quency spectra were designated by an index (giy where

. ) n designates the mode ord@r the number of circumferen-
In the first two columns of Table Il are given the data ob-a| nodes on the surfagand! the order of resonance within
tained for two chains made up with spheres of 5 mm ingach moden. The family of resonancels=1 was identified
diameter: as the “Rayleigh family.” The breathing mod®, 1) and the

mode(1, 1) do not exist in this family. The families labeled
; 111 H H ”

TABLE Il. Data obtained in the case of a longitudinal excitation and detec-by ! hz vyere .(f:.a”e.d W?Iiperlngkga.lller.y mpdes. |
tion; steel beads of 5 mm in diameter: Experimental values of the resonant The identification of the peaks is given in Tables | and I
frequency positions; nondimensional frequency values for comparison witOr the two types of spheres. Twenty one modes were iden-
results of Table I; identification of the Rayleigh modes; experimental valuedified in the case of the target consisting of steel beads of 8
of the phase velocity of the modes and normalized phase vel@@iys the . mm in diameter; thirteen modes were observed in the case of
Rayleigh wave velocity a chain made up with steel beads of 5 mm in diameter.

Spt Sp2 Mode Von
(kH2) (kHz) (koj)a (n,) (m/y) Ven/Cr 25 T T !
540 24.8 2,9 3391 1.13 20 b o diameter. Smm 50
800 36.8 (3,1 3588 1.19 € 4 diameter: Smm o°
1028 1032 47.3 4, 3586 1.19 %, 15 o
1236 1240 56.9 (5,9 3528 1.17 5 »*
1440 1444 66.2 (6,1) 3478 115 g 10 s
1640 1644 75.4 (7,9 3433 1.14 £ @@Q
1836 1840 84.5 8,1 3398 1.13 5 ®
2032 935 9,2 3358 1.11 K
2224 102.3 (10,9 3325 1.10 0
2424 111.5 (11,9 3309 1.10 0 50 100 150 200 250
2612 120.2 (12,1 3280 1.09 ka
2804 129.0 (13,2 3261 1.08
2992 137.7 (14,9 3239 1.07 FIG. 4. Discrete variations of the mode ordej as a function of the nor-

malized frequencydiscrete first Regge trajectory
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FIG. 5. Experimental variations of the phase velocity vs the normalized
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_ o ) FIG. 7. Experimental frequency spectrum obtained in air with an individual
These results are consistgmiithin less than 4%with the  steel sphere of 8 mm in diameter.

results published by Williamst al,'® who studied the tran-

sient response of spheres submitted to an acoustic wave in- To sum up, we have demonstrated that a dilatational
cident along the axis. As expected the cun(&pa), which  excitation of a chain of spherical beads immersed in air gives
represents the first Regge trajectdfy,should reveal data rise to free vibrations of the target which are limited to the
aligned for a large range of the prodige: this is very well  so-called Rayleigh-type modes. The frequency positions of

verified in Fig. 4 for the two types of spheres. these resonances are well identified and many modes of this
For each mode, the phase velocity/,, may be calcu-  family may be detected.

lated by the classical relationship:

1 IV. FREQUENCY ANALYSIS OF THE ACOUSTIC
Vph(n)=2wa<Fi>(n+—1/2), (1) SIGNALS (CASE OF SHEAR EXCITATION
AND RECEPTION)

where (F;) designates the value of the resonant frequency Experiments were also achieved on individual spheres
averaged over the different experiments realized on spheremd chains of spherical beads located between two shear
of the same radius. The terfnis due to the phase jump when broadband contact transmitters and submitted to a static
the surface wave goes through the focal pdirithe experi- loading. The transmitter was again excited with short pulses
mental values of the phase velocity calculated from @g. and a part of the transmitted wave train was gated to calcu-
are given in Tables | and Il for the two types of spheres. Thdate the Fourier integral.

variations ofV, versus the adimensional frequendy,d) In the case of individual spheres, the frequency response
are plotted in Fig. 5. We note that the curve points out aof the samples points out a succession of narrow peaks; this
maximum and has an asymptotic value close to the Rayleigls illustrated in Figs. 6 and 7 where are plotted the frequency
wave velocity propagating on semi-infinite unbounded me-spectrum obtained with an elastic steel sphere of 7 and 8 mm
dium (Cg=3005m/s) as it is suggested by the values of than diameter, respectively. The existence of such maxima was
ratio V,,/Cr given in the last columns of Tables | and II. already mentioned by several auth6f8;?*who have iden-
These curves offer a very similar behavior to the plots ob+ified these peaks as torsional and spheroidal vibration
tained in air for the aluminum cylind€Fig. 6 of Ref. 14 and modes. These two kinds of vibration were first studied by
Fig. 11 of Ref. 16. Lamb® and more recently by Satand UsamP, who calcu-

FIG. 6. Experimental frequency spec-
\ A trum obtained in air with an individual
M \')\ steel sphere of 7 mm in diameter.
"\/\[ W ﬂ/
600 80

0 200 400 0 1000 1200 1400 1600 1800

Frequency (kHz)
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TABLE Ill. Comparison between the mean values of the product(in TORSIONAL MODES
MHz mm) of torsional modes T,;-;) and spheroidal modesS(,_,)

25 T T T

modes measured in this experiment for different experimental conditions e’
and the values calculated bytS8aand UsamiRef. 6. (1) One sphere of 7 20 k- O’ po—- :Sé(oandl e e
mm in diameter(2) One sphere of 8 mm in diametéB) One sphere of 5 _ S . experiment 0 °
mm in diameter(4) Two spheres of 8 mm in diametéb) Four spheres of *E’ 0"
8 mm in diameter(6) Nineteen spheres of 8 mm in diametéf) Fifteen g 15 o
spheres of 5 mm in diameter. g P
g 10 <
¢ Frequency times radiudMHz mm) = o* ® L
a 5 L] L] <
(Ref. 6 Modes m»@ @ 3 @ 6 6 @O AL BN U
0 . [s]
1.27 Too 1.28 129 129 128 128 129 1.28
0 2 4 6 8 10 12 14
1.33 S, 133 -+ 1.33 . ]
1.74 512 178 1.80 1.79 1.80 1.78 --- frequency times radius (MHz.mm)
;'92 Ts0 ;92 ;92 ;gz ;gi ;92 197 1.97 FIG. 8. Mode order versus frequency times radius for the torsional waves
5 Sa0 S 5 > > D5 e e family (discrete Regge trajectories
2.59 Tao 259 260 260 260 261 260 259
2.93 T1p 288 293 291 ---
3-(1)7 . Sso 3-(1); 3-;0 2 "'2 ) X . experimental determinations and a very good correspon-
2'22 %0 s, 2'32 2'32 2'32 2'32 3'32 3 0 3 ® dence between the experimental and the theoretical values of
358 S 359 360 - e o 359  the resonant frequencies for each free vibration. Most of the
363 Ty 3.64 fundamental and low harmonics of the torsional and spheroi-

377  Teo 375 376 377 378 3.78 378 3.77 dal modes were identified without ambiguiisee columns 2

4.07 S0 4.06 and 3 in Table Il). To confirm the validity of the identifica-
j:;g 2‘2‘1 4'"1‘4 4'.'1'8 tion, we have plotted in Figs. 8 and 9 the theoretical and
433 Ty ? 432 436 435 435 435 435 433 experimental discrete Regge’s trajectong$a). The agree-
456 Sy 455 460 - ment is very good and validates identification of the modes
489  Tgp S5 486 492 - up to the mode order 23 for the torsional modes and up to the
4.93 S, 493 496 - mode order 12 for the spheroidal modes.

g'gg Tar s, g'gz g'gg In conclusion, it was experimentally verified that in the
5:35 T, 0 5:30 L case of an individual sphere submitted to a transversal exci-
5.44  Te 542 548 --- tation, torsional and spheroidal modes are excited and that
5.52 S0 5.53 558 - the frequency positions of the two kinds of modes are not
5.61  Tg 5.65 - e affected by the variations of the axial pressure. Now the
g:gg T orssel g:gg 14 question is: What about a chain made up of several identical
6.04 lef M0 E00 6.02 - metallic spheres in contact?

6.19 Te 6.12 - Some experimental frequency spectra obtained with
654 Ty, -+ 658 - chains of different composition and submitted to a shear ex-
709 Tipp0 o712 e citation are given in Figs. 10, 1), and 1Za). The fre-

quency spectrum plotted in Fig. 10 was obtained with a
sample formed with two steel beads of 8 mm diameter; the
frequency spectrum of the train wave represented in Fig.
11(a) is redrawn in Fig. 1(b). It was measured with a chain
made up with fifteen steel beads of 5 mm diameter and the
last spectrunfFig. 12a)] illustrates the case of a chain made

lated the numerical solutions of the characteristic equatio
for the two types of modes. The notation used for the iden
tification of the torsional modegure shear modeand the
spheroidal modeg$mixed shear and longitudinal modeis
Thi-1 and S, _;, respectively, wheré designates thdy,
mode of thenth harmonic withn=1,2,3,... and=1,2,3,....
The fundamental torsional modg, does not exist.

The identification of the peaks observed in our experi- : - i
mental frequency spectra was obtained from the comparison . I.r:::::;:ﬂ? -
between the experimental frequency positions of the peaks
and the frequency positions of the vibration modes calcu-
lated by Sat@nd Usamf Columns 4—6 of Table IlI give the
experimental values of the produfet (frequency times the
radius of the sphejeexpressed in MHz mm, in the case of
three individual steel spheres of 7, 8, and 5 mm in diameter,
respectively, for which a peak is observed. These values were
first compared with each other and then with the values of 1 2 3 4 5 6 7
the same quantity calculated from the tables given in Ref. 6 frequency times radius (MHz.mm)
and reported in the first column of Table lll. This double g, 9. Mode order versus frequency times radius for the spheroidal waves
comparison shows a very good agreement between the threenily (discrete Regge trajectorjes

SPHEROIDAL MODES

-
N

=3
N
T

-
o

Mode order (n)

o N b~ O
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FIG. 10. Experimental frequency spectrum obtained in air with two steel
spheres of 8 mm in diameter.

up of nineteen steel balls of 8 mm diameter. These spectra
represent the FFT of a “gated” received train wave which is
the part of the signal visualized on the screen of the oscillo-
scope(Lecroy 9200; the “gate” may be shifted by translat-
ing the signal on the screen of the oscilloscope.

As in the case of individual spheres, the frequency spec-
tra reveal the presence of peaks the positions of which agree
very well (within less than 0.5%with those observed with
one bead of the same mater{atee) and of the same diam-
eter. This is confirmed in columns 7-10 in Table Ill. So, we
concluded that, again, torsional and spheroidal modes are
excited and propagate in the chain as the Rayleigh surface

T

a
Tao -
Teo 7

b

Sy
HM’WA MWWM& | b

FIG. 12. Evolution of the “gated” train wave as a function of the position of
the gate in the high frequency component of the signal.

L - s L L | L ]

0 100 200 300 400 500

TIME in microseconds

M,

0 400 800 1200 1600
FREQUENCY (kHz)

FIG. 11. “Gated” train wave obtained with 19 steel spheres in confact
and its frequency spectrum associatéll The diameter of the spherical

waves do when a longitudinal polarization is used for the
excitation of the chain.

It was also experimentally observed that the peak distri-
bution in the frequency spectrum changes when the length of
the chain increases or when the “gated” signal is shifted
from the beginning to the end of the received time signal.
The first observation is confirmed by the analysis of columns
7 and 9 of Table Ill: For a long chaifcolumn 9 all the
modes other than the torsional mod&g,—which corre-
spond to the first modesl€£1) of all harmonics(n)—
disappear inducing that they are more attenuated during the
propagation than the modés,. The second observation is
illustrated in Figs. 1&) and 1Zc).

V. CONCLUSION

In the present paper it was carried out that it is possible
to generate and propagate in air two kinds of eigenvibration
modes for individual spherical resonator and for chains made
up with elastic spherical be&l with stress-free boundary
conditions according to the polarization of the excitation
pulses: The “Rayleigh wave family” which is excited with
longitudinal pulses and torsional and spheroidal modes
which are generated with a transversal excitation. The results
should contribute to a better apprehension of the free eigen-
vibration modes and could be considered as a complemen-
tary analysis of the resonance excitation mechanism ob-
served in water. The agreement between the experimental

beads is 8 mm and the polarization of the acoustic excitation is transversaind theoretical resonance frequencies is very good. The ex-
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Measuring second-order time-average pressure
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Measurements of the spatial distribution of the time-averaged second-order pressure in a plane
standing wave in atmospheric air are reported. Several measurement pitfalls are identified, and
solutions are described. These include accounting for slight nonlinearity of the piezoresistive
transducer and careful mounting of the transducer. Streaming causes extra complication when a
capillary-connected manometer is used. With the proper technique and instrumentation, results are
in good agreement with theory. @001 Acoustical Society of America.

[DOI: 10.1121/1.1382615

PACS numbers: 43.25.Qp, 43.25.Zx, 43.25[@iFH]

I. INTRODUCTION Decades earlier, the interest focused on the radiation pressure
) ) ) . exerted by an ultrasonic beam on a flat plate. This body of
In thermoacoustic engines and refrigerators, streaming is reviewed by Lee and Warg who rightly point out
can transport a significant amount of heat. One initidlyat the confusion and controversy arise because radiation
attempt to diagnose such streaming by measuring théressure is a small, subtle nonlinear effect, and in particular

second-order time-average pressure differences accompany,y extreme care must be taken to pose questions clearly. It
ing it was qualitatively reasonable but did not inspire high;g widely accepte? that
confidence in quantitative accuracy. Hence, we undertook the

simpler measurements described here to learn how to mea- P12 pmlva|?
sure second-order time-average pressure differences accu- pZVOZW_ 4
rately and routinely. pm

For our purposes, a nonlinear periodic pressure wavé viscous and thermal effects can be neglected, wipgres

+C, 2

can be described by the mean density is the speed of sound, ai@lis a constant
_ that is independent of space and time. For the plane standing
P(X,Y,z,t)=pm+Re p1(X,y,2)€“ ]+ pao(X,Y,2) wave of interest to us below, whose pressure amplitud®y is
20t] . (a positive real numberat the pressure antinode=0, the
+REP,AXY,Z) €]+ (1) fundamental wave is described by
The Eulerian pressurp, which is the pressure at a given p1(X) =P, coskx, (3

locationx,y,z as a function of time, is written as the sum of
i and

several terms. The mean presspigis the steady pressure

that exists in the absence of any acoustic oscillation. It is  |vy(X)|=(P1/pma)|sin kx|, 4)

usually independent of,y,z, because body forces such as

i . . . . Id
gravity are usually negligible. The fundamental acoustic os?'@NY
cillation at angular frequency=2f is accounted for with Pi '
the complex functiorp,(x,y,z), whose magnitude gives the P20=— oy sir? kx+C’. )
m

amplitude of the fundamental pressure oscillation and whose
phase gives the temporal phase of the oscillation. In the ab- Much of the historic controversy about radiation pres-
sence of nonlinear effects thepg andp; terms might suf- sure has arisen fron® (or C'), whose value depends on
fice. However, nonlinear effects, such as that described bgonstraints external to the wave itself. For exam@edge-
the (v- V)v term in the momentum equatigwherev is the  pends on whether a resonator is vented to atmospheric pres-
velocity), generate both harmonics such @s, and time-  surep,, at a particular location or is sealed with, trapped
averaged phenomena such as streaming and the timat the resonator before it is insonified. To avoid this confu-
averaged second-order pressure denoted hepg pyln our  sion, we will consider only the difference betwe@n s
notation, the first subscript, 2, indicates that the magnitude ofmeasured at two different locations, so that the location-
this term is second order in the acoustic amplitude, and thaendependent constafis irrelevant.(The acoustic-levitation
second subscript, 0, indicates the temporal frequency of thierature avoids this issue as well, because the net radiation
term. Measurement g, o is challenging because it is much force on a body completely enveloped by a sound wave is
smaller than bottp,,, and|p,]|. independent ofC.) Our apparatus, described in Sec. Il, had
The nature and magnitude p$ o have generated activity many pressure-sensor ports disposed along the standing
and controversy in the acoustics literature. Twenty years agayave, essentially allowing, , differences to be measured
much of this activity was inspired by the desire to understandetween ports. The experimental results, described in Sec.
the radiation pressure on an acoustically levitated spherdll, are in good agreement with E¢5).
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However, to achieve these experimental results we had

to avoid the many subtle pitfalls discussed in Sec. IV, only 1 F
some of which we had anticipated. Some pitfalls depend on
the hydrodynamics and acoustics of the wave and the wave-
to-transducer fluid interface; others are characteristic of the
particular transducer we used. The main purpose of this pa-
per is to explain these pitfalls, so that other researchers can 0.102m
avoid them.

a)

0.914m

Il. APPARATUS

The apparatus used in this study is shown schematically
in Fig. 1. All measurements are made with 80-kPa@imo-
spheric pressure at Los Alamdaside of a 0.91-m-long alu-
minum pipe having an inner diameter of 10.2 cm. The top glovy N ””
end of the pipe is closed by a plate that enforces a velocity fraightener -~
node at this location. The flow entering the pipe at the lower,
“open” end passes through a honeycomb flow straightener
(10-cm-long, 4-mm-diameter tubes, with nearest neighbors ;T TR
separated by 0.25-mm-thick welo ensure that no large d :

turbulent structures enter the pipe and that the velocity pro- ! ’ ;

file is uniform. Pressure measurements are made at nine '
equally spaced locationgncluding the closed endhat ex- s Y
tend down the entire pipe. The measurement ports are stag- SEERpy
gered azimuthally to prevent any disturbance created at one
port from affecting another. The clean geometry is designed
to create a plane standing wave as described by Bjsnd

(4) with x=0 at the closed end, and therefore a known dis-
tribution of p; andp, .

The wave is generated by a driver system consisting of
eight JBL 2206H loudspeakers. The speakers are arranged in
four parallel sets of two speakers in series. This arrangement
is capable of providing sufficient displacements and larger Frame
pressure amplitudes than are possible with all eight speakers v \
in parallel. In order to allow for operation outside of the Magnet
manufacturer’s specifications for electrical power and fre-
guency without thermal damage to the voice coll, the passive
cooling system provided in each speaker by the manufacturer
is replaced by the active system sketched in Fig).1The Ghlilled
cooling flow loop is closed to ensure that no air is added or E
removed from the apparatus. Air driven by a blower is
cooled by a heat exchanger before entering eight parallel 4
paths, one to each speaker. The air enters the speaker through
the center of the magnet, and is forced though the gap be-
tween the magnet and the voice coil. It then exits through the
three ports in the magnet which originally provided passive
cooling. These ports are connected to the inlet side of theic. 1. Schematics of apparatug) Pipe and driver system. Cross sections
blower, thus completing the cooling loop. of four of the eight speakers are visible in the lowest part of the drawing; the

The fundamental resonance of the system is found to bgther four have the same arrangement, but displace_d upward along the ap-
f=70 Hz, with almost a quarter wavelength in the 0.91_m_parat_us and _rotate_zd 90° with respect to the long axis of th_e appafbjus.

! Detail of cooling-air loop for one speaker. The blower and chilled-water heat
long pipe. At this frequency, pressure amplitudes of 14 kPaxchanger are shared among all eight speakers.
(174 dBre 20 uPa rmg are easily achievable at the closed
end. For the next resonance, fat 210 Hz, almost three-
guarter wavelengths are in the pipe and a pressure amplitu
of 7 kPa can be produced. The complicated geometry of the All of the measurements reported in this section are
speakers’ enclosure plus the pipe suppresses harmonicade using differential piezoresistive pressure transducers
generatiorT, so shock waves do not occur even at these higfEndevco 8510Breferenced to atmospheric pressure. Each
amplitudes. sensor is mounted by the manufacturer inside the tip of a

Voice Coil Suspension

Blower

élé MEASUREMENTS OF p,,
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FIG. 2. Calibration data for two 1-psi pressure sensors. The raw data indi-
cated by the open symbols and the linear fits to them are associated with the
left axis. The filled symbols, associated with the right axis, show differences
between the linear fits and the data.

3.86-mm-o0.d. threaded tube. The threads begin above the
sensor in an effort to reduce any strain on the sensor element
when the transducer is torqued down. The transducer is
sealed to the apparatus by an O-ring. Although these trans-
ducers are nominally linedthe manufacturer specifies less
than 1% of full scale nonlinearity for the 1- and 2-psi trans-
ducers used heyetheir nonlinearity is significant for accu- FIG. 3. Symbols show measured distributions(@fpy(x) and (b) p(x)
ate measurements pf., <0 we account for it by in-house 1% 08 v o ine eens s e e e e,
calibration of the transducers. The transducers are calibratgg) (s) with no adjustable parameters, wit obtained from the fits irta),
statically against a Bourdon-tube gau@¥allace and Tier- and withC'’=0. A representative error bar is also shown.

nan model FA 145, checked against a NIST traceable stan-

dard with ticks of 27 Pa. The specified accuracy for this

gauge is 33 Pa. The dial was read and recorded to an estundamental pressure amplitudgis calculated using a Fou-
mated accuracy of 13 Pa. The calibration data are shown iﬂer transform Ofp(t), and the time average is also com-
Fig. 2 for two 1-psi transducer®pen symbolsalong with  pyted.

using the linear fits are also plottédosed symbols Rather  5ntinodes exist within the measurement domain, and 70 Hz,
than the linear fit, we use qthlrd—order polynomial to convert,nich allows larger amplitudes. The 1-psi full-scale trans-
voltage tp pressure. The dlfferences between the data and the,~ars are used for the 210-Hz case, while the 2-psi trans-
polynomial appear random with an rms value of 6 Pa, mucﬂjucers are used for the 70-Hz case. In both cases, the largest

smaller that the accuracy of the Bourdon-tube gauge. As wi amplitude studied is nominally the full scale of the trans-

be shown in Sec. 1V, failure to account for the nonlinearity Of.ducer. Data are acquired as fast as the data acquisition sys-

the pressure transducer would result in a substantial error I{ém allows. resulting in 220 samples/cvele for the 210-Hz
the time-averaged pressure result. The manufacturer’s specrl ’ g P Y

fications for the piezoresistive pressure transducers give hyg_ase and 700 samples/cycle for the 70-Hz case. The dlstr_|bu-
teresis and nonrepeatability errors that are each 0.2% of fuflo" ©f P1(x) andp,(x) are shown for these two cases in
scale. The rms sum of these two uncertainties plus the acct9S- 3 @nd 4. In each case, data were acquired for several
racy specification of the Bourdon-tube gauge is 0.6%, whictflosed-end amplitudeB,, and each amplitude is given a
will be assumed to be the uncertainty of the measurementd!nique symbol. For each of tigy(x) distributions, the data

For measurement of the time-dependent signals, data afge fitted toP; coskx whereP, is a fit parameter anét
acquired phase locked to the forcing signal by a 100-k=2wf/a. Recall from Sec. | that the theoretical distribution
sample/s 12-bit A-D acquisition system and stored on a labo®f P2, contains a spatially independent constant that may
ratory computer. All results are averaged over at least 108ary with pressure amplitude. Since we are not interested in
cycles. For each measurement, one transducer is placed tie absolute time-average pressure, but rather how this pres-
the closed end, while the second is successively moved alorgyire varies in space, we ignore this constant by subtracting
the other eight measurement ports. The voltage signals frorifie time-averaged pressure at the closed end from each dis-
the pressure transducers are converted to preggtiraising  tribution. The results are shown in FiggbBand 4b), along

the calibration curves described above before averaging. Theith curves generated using E¢) and theP; values from

-

x [m]
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FIG. 5. Arrangement used to study the impact of pressure-sensor misalign-
ment.

Y AR
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the pitfalls that we have identified and therefore avoided will
be discussed in detail.

-0.25 For steady flow, it is well known that a pressure sensor
T in the presence of fluid motion must be mounted flush to a
= wall that is parallel to the flow direction in order to provide
s -0.5 .
= an accurate measurement of Euler{atatio pressuré,and
that the pressure gradient normal to the wall is negligiBle.
-0.75 However, the error incurred due to misalignment in an oscil-

latory flow is not known. For this reason, an additional pres-
sure port was added to the apparatusxat0.864 m that
allowed the pressure sensor to be extended into the flow. The
arrangement is shown schematically in Fig. 5. The sensor is
x [m] traversed through the domainl.3 mm<y<1.3 mm, where
FIG. 4. Symbols show measured distributions(@f p(x) and(b) p,(x) Y IS the extension of the sensor from the wall, by incremen-
for 70-Hz waves of nine different amplitudes in the pipe.(4& the lines  tally rotating the threaded transducer 1/6th of a turn resulting
represent Eq(3) with P, adjusted to fit the data. Itb), the lines represent  in increments of 0.13 mm ig. We estimate thay is known
Eq. (5)_ with no adjustable pargmeters, Wm_obtained from the fits irfa), to within +0.13 mm. The maximum difference in alignment
and withC’'=0. A representative error bar is also shown. .
between the center of the sensor and its edges due to the
curvature of the pipe wall is less than half of this estimated
the first-order curve fits. The, o distributions for 210 Hz error. The speakers are driven at 70 Hz and the local velocity
shown in Fig. 8b) match the theoretical distributions well, magnitude is estimated using E@) and the measured val-
with differences everywhere less than the measurement ages ofP; at the closed end. Data for five local velocities are
curacy. The agreement of the measurement with (Bgis  shown in Fig. 6. In general, extending the sensor into the
very good. A more accurate result can be obtained at higheffow results in a negative pressure error that scales with
amplitudes, such as the 70-Hz case shown in Filg). 4 p|v|?. The extension of the sensor from the wall is normal-
The writings of the theoretical leaders of a previous gen-zed by the sensor diametBrsince we conjecture that three-
eration, such as Morse and Ingaahd Westervelf,suggest
that the truth of Eqs(2) and(5) was once so well known that
citation or publication of experimental validation was unnec- °
essary. This attitude seems surprising, given the controversy Ol---98-8898---------—
in the literature mentioned above in Sec. I. Nevertheless, we ° ' g 8 i
have found only one previously published experimeptaj %
result for a plane standing wave, similar to our Fig. 3: Van

o
o
N
<
»
o
[o2]
o
[e]
-

phlv,F

Doren’s master’s thesfsHis experiment is based on Morse i ¥ ]

and Ingard’s suggestion to measprg, in a horizontal stand- -110° o8 -

ing wave in air by observing spatial variations in the depth of o 14m/s g ]

a thin layer of water below the standing wave. Van Doren’s o zzms o,

results agree with the accepted theory to better than a factor Z 32 mg 8 o |

of 2, but perhaps not as well as one would expect. v 37m/s ]
210°L— TR I S ST R A"

0 0.25

IV. PITFALLS y/D

. . . . FIG. 6. Error in time-average static pressure measurement as a function of
These results belie ma”Y possible pitfalls with the ME3ipe sensor—wall alignment. Positiyevalues indicate that the sensor extends
surement of second-order time-average pressure, some @ the flow. Inset shows values of;|. Note that the normalization by

which have already been discussed briefly. In this sectiony,|? increases the scatter of the low-velocity data.
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gradient associated with the streamline curvature induced by - \
the obstaclgsensoy as shown in Fig. 5. No effect is seen "
until y>0.05D, which is not surprising given that the vis-
cous penetration depthd(=\2v/w, wherev is the kine-  FIG. 7. Schlieren image of the flow induced when a pressure Bep 1.8
matic viscosity for these conditions is 0.078 Interestingly, mm) _is gxposed to an oscillating pressure. Pressure amplitude at the tap
however, retracting the sensor inside of the pipe wall has nt'f’cat'on 'S 0.51 kPa anti=70 Hz.
effect, at least up toy=—1.27 mm. With these results in
mind, all measurements discussed in Sec. Il were made with p, , must exist in the capillary, in order to overcome vis-
the pressure sensors recessed slightly from the inside wall @bus forces acting obJ, 5. The calculation of this\p, g is
the pipe. simple for a short capillary, treated as a lumped flow resis-
Although the results in Sec. Il speak to the utility of the tanceR, , connected to an infinitely compliant manometer. In
piezoresistive pressure transducer for simultaneous measuriis caseU;=p,./R,, wherep,. is the complex pressure
ment of pressure amplitude and time average, other moramplitude at the capillary entrance. Thgn(x) varies lin-
sensitive devices for time-average measurements are ava@arly along the length of the capillary, fromp,, at the
able at a lower price. For example, a capacitance manometentrance to O at the manometer. Henldg,q is also linear,
with an uncertainty of 0.3% of the reading can easily bevarying from|p;¢|?/2p,R, at the entrance to O at the ma-
found. Furthermore, since the time-average pressure valug®meter. Integrating’ p, o=Ap, o/Ax=U, R, /I along the
are so small compared to the oscillation amplitudes, it idength of the capillary yields
reasonable to expect that a great advantage in accuracy of the Apao=|pyl2/a ©6)
p,.o Measurement could be obtained by utilization of a sen- P2,0= [P1el™/%Pm
sitive manometer. Even a simple water manometer, observedr the pressure drop along the length of the capillary. Be-
through a cathetometer, can easily resolve pressure diffecausep,,=pma?/y, wherey is the ratio of isobaric to iso-
ences of 0.1-mm kD=1 Pa. However, such devices are choric specific heats, the error indicated by E®). is the
much less compact than their piezoresistive counterparts, arshme order of magnitude as the effect given in &.that
thus cannot be easily embedded directly in the wall of theve are trying to measure. Remarkably, repeating this calcu-
apparatus. Typically, such devices are connected to a smaétion for an infinite-length acoustic transmission line com-
“tap” in the wall of the apparatus via a flexible hose. It was prised of resistance per unit length and compliance per unit
anticipated that the acoustic impedance of the tap wouldength gives exactly the same result. Including the effects of
need to be large to prevent the large acoustic pressure oscifertance and thermal relaxation present in a capillary whose
lations from causing large oscillatory velocity through thediameter is not much smaller than the viscous and thermal
tap and therefore perhaps altering the reading. Despite ouenetration depths would presumably change the result. We
use of small-diameter taps, early results using this methofiave not verified Eq(6) experimentally, but there seems to
indicated problems, so it was abandoned in favor of the pibe no way to avoid such an effect if a capillary is used in an
ezoresistive transducers as described above. With confidengéempt to “time average” the pressure hydrodynamically.
in the piezoresistive results, they now provide a baseline for ~ Even if Eq. (6) (or its equivalent with inertance and
comparison to illustrate problems encountered with the tapihermal relaxation includeds accepted as true and is ap-
remote manometer method. plied as a correction to measured results, jetting at the cap-
In some measurements 6 years ago at Los Alamos, '@_{ary entrance can sometir_nes add yet another second-order
440-Hz standing wave in helium was used, with mean presime-averaged pressure difference to the measurement. At
sures ranging from 0.3 to 3 MPa and with two tap capillaries?€ynelds numbers much greater than unity, oscillating flow
of 0.1-mm diameter and 1-m length extending from a differ-at the entrance to a tube is very asymmetric, with outflow

ential manometer to two different places in the standinggreating a long jetoften with vortex rings and inflow more
wave. Results bore little resemblance to E5). We have roadly distributed in angle. This asymmetry of flow pattern

now identified two possible causes of error in this methodCaUSES asymmetry in the oscillating pressure drop across the

streaming in the capillary, and jetting at the capillary en-€ntrance, so that the time-average pressure drop is honzero.
trance The magnitude of this pressure drop depends on details of

i i 2
Streaming occurs in the capillary because acoustiéhe entrance edges, but its order of magnitudg|is”.

~ . i Details of one such jet are shown in the schlieren image
power R¢p,U,]/2, whereU is the complex volume-velocity : g

. . ) -7 taken in the vicinity of a pressure tap exposed to an oscillat-
amplitude, must flow into and along the capillary to mamtaming pressure of amplitude 0.51 kPa shown in Fig. 7. A 1.8-

viscous acoustic dissipation in it, and hence a terMy, giameter 35-mm-long tap is used, and is connected to a
RepU1J/2 in the second-order time-averaged mass fluxg. 2-mm-i.d., 3.8-m-long hose. The pressure oscillations force
With p1=pmP1/Pm, Must flow in as well. If the manometer ajr in and out of the pressure tap. The exiting air rolls into a
has no leaks, no net mass can flow into the capillary, s§ortex ring which propagates away under its self-induced
pmUz0=— Re p,U;1/2 must flow out of the capillary. Then, velocity. The image clearly shows the roll-up of a nascent
the second-order Navier—Stokes equation indicates thatortex ring and the starting jet behind the ring, which is

-

dimensional effects will begin to dominate as this value ap- ~
proaches 1, and the behavior may depart frow/?. The - \
static pressure measurement error is caused by the pressure -«'"ﬁ

Il 1IOD J
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O™ T T T T T L B It is also remarkable that the tap diameter seems to have little
9 effect.
L (a)x=040m Q 4 Other sources of error in the time-averaged measure-
ment are due to effects within the transducer and how its
output is interpreted. Although not of concern for these mea-
surements, it is crucial to sample the signals rapidly enough
% to capture any short-duration featuréisat might contribute
o to p, o. Furthermore, if the transducer is nonlinear, measure-
o Endevco o A ;
02L 0 tapID=0.18 mm o ment qf its average voltage does not glve_the average pres-
¢ tapID=1.8mm sure directly. Suppose that the transducer is exposed to pres-
R sure

o P(t)=Pm+|p1/cos wt+pyp, (7)
0.21-(0) x=081m ¢

and that the transducer voltage depends on pressure via
I & T V=Vp+A(p—Ppm) +B(P—Pm)?, ®

0.1} ha] - with B a small coefficient of nonlinearity. Substituting Eq.
& (7) into Eq. (8), taking the time average, and neglecting the
- o 1 very small termBpj3 , yields

Vavg:Vm+Ap2,0+B|p1|2/2, (9)

so that a naive measurement of average voltage would sug-
0 o 4 6 8 gest that the average pressurepig+ p,ot+ B|pa|%/2A in-
P, [kPa] stead of the true valugy,+p,o. For our calibrations of

these transducer8/A is found to be of the order of 0.005
FIG. 8. Time-averaged pressure measurements made at 210 Hz usingk@a—l

capacitance manometer attached to a wall tap, compared with “correct L. . .
results using a piezoresistive transducer for both time average and ampli- In addition, it was found that for the more sensitive

tude. (a) Measurement at pressure nods). Measurement at pressure anti- transducers used, the zero value was altered significantly
node. each time the transducer was moved to a new port and
torqued down. In fact, even though an effort was made to

o reproduce the same torque each time, the zero value of the
indicative of a stroke length[2,|/w much larger than the .ncqcer varied with a standard deviation of 0.03 kPa over

orifice diameter. The remnants of rings from several previouge entire data set. For this reason, at each location, data were
cycles are also visible farther down stream. This type of flo

is referred to as a synthetic jet, and it has been sfibtinat
the pressure near the orifice of a synthetic jet is altered. Jet-
ting is likely also occurring on the opposite side of the tapy. CONCLUSIONS
(into the flexible hoskg resulting in a situation so complex i
that no resulting pressure measurement should be surprising Accurate measurements of the second-order time-
or believed. Images were also acquired at higher frequenci¢d/€raged pressure in a standing wave in atmospheric air have
and higher amplitudes and are not shown. In general, largdt€€n made at two frequencies and at pressure amplitudes as
amplitude results in a longer stroke length and therefore #79€ as 17.5% opy, using piezoresistive pressure transduc-
longer starting jet column. Increased frequency will reducef™s Puilt into the resonator walls. Several possible error
the stroke length and decrease the spacing between vortic&Qurces are identified including sensor—wall alignment and
Note that the pressure amplitude used in Fig. 7 is very smalfansducer nonllr_1e§r|ty. It is found that .the former error
compared with those used elsewhere in this study. source can be ehmmated simply by ensuring that the sensor
To assess the impact of this flow on pressure measurdS either flush or sfhght.Iy recessed. Nonlinearity errors are
ments, we used a capacitance manometer connected via tpﬁénoved. by'full callbratlgn of the transducers, and the use of
same hose to a 35-mm-long tap. Two tap diameters werRolynomial fits to the calibration data. It has also been shown

used: 0.18 and 1.8 mm. As indicated above, we anticipatel@t the use of capillary taps can lead to very erroneous re-

that this method would suffer most in regions of large presSults:

sure amplitude. For this reason, the speakers were driven at

210 Hz, and measurements were made at both the press

node k=0.40 n) and an antinodex(=0.81 n) and are plot- ACKNOWLEDGMENTS

ted versus the closed-end pressure amplitude in Fig. 8. As The authors would like to thank C. Espinoza for his
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On the theory of acoustic flow measurement
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The motivation for this paper arises from problems frequently encountered in acoustic flow
measurement. Of primary concern is that acoustic flow meters, rather than directly measuring the
volume flow rate, measure some biased average of fluid velocity in a duct. That is, the average is
usually not equal to the volume flow rate divided by the duct cross-sectional area, and is influenced
by alterations in the flow profile. In this paper perturbation analysis is used to characterize nontrivial
situations under which a sound field may be convected to first order by the unbiased
cross-sectionally averaged flow. Perturbation analysis previous to this paper has considered only the
plane-wave approach to the problem. This paper will examine the use of higher-order duct modes.
It will be shown that under certain circumstances these modes are less prone to distortion by the
flow field than the plane wave, and will still average the flow to an approximation which improves
with mode order. The study is restricted to the consideration of rectangular section ducts and
cylindrical ducts with axisymmetric flow fields. As an aside, the two-dimensional viscous
convective wave equation by Mungur and Gladwdll Sound Vib.9, 28—48(1969], has been
extended to three dimensions in this paper. In deriving this form it was noticed that an error existed
in the original equation. This error has been corrected in the present three-dimensional version of the
equation. ©2001 Acoustical Society of AmericdDOI: 10.1121/1.1369103

PACS numbers: 43.28.FdEC]

I. INTRODUCTION The majority of approaches to the analysis of ultrasonic
. : . flow measurement seem to have relied on numerical and
Fluid flow measurement by acoustic, or more particu-

larly ultrasonic, techniques has become a problem of consia[—’hySICaI experiments, and ray-type approximati(ges von

1 8 9 2
erable practical interest. The primary advantages of such ,;ena etal,” Kroemer etal,” Lynnworth,” Lynnworth;

technique are noninvasion of the flow and high dynamiCSandersolr?). Correspondingly, many loose prescriptions for

range(see von Jenat al* and Lynnworti for applications. design arisg such as: “uniform insoni-fication of the conduit.."
The motivation for this paper arises from problems fre-Although this statement does contain some truth, refraction

quently encountered in the design of ultrasonic fluid flowSan pIayasi_gnificant_r_oIe at the frequencies commonly used_.
meters. Foremost among these is that ultrasonic flow meter§,0nsequentially, entities such as plane waves and pencil
rather than directly measuring the volume flow rate, by thei?€a@ms, as they are generally used, can become invalid ap-
nature measure the fluid velocity, or more accurately, someroximations[Generally, if the required flow resolution is to
weighted average of fluid velocity in a conduit. Except in thebe improvedall other things being equalthe component of
simplest cases(i.e., low-frequency plane waves, see the ray pathin the direction of the flow must be increased. In
Robertsort* or where ray theory is valid and multiple paths @ medium where the flow profile is nonuniform, this increase
are used, see Lynnwo?ﬂ;] this average is not equal to the in path length will increase the refractive effects on beams
volume flow rate divided by the duct cross-sectional areagpproximated as rays. Some current flow-meter designs in
and is influenced by alterations in the flow profilee, for  fact incorporate reflections down the conduit which increase
instance, Heansson and Delsiigand Heritag®. the path length(see von Jenat al. }). Under these circum-

In this paper, perturbation analysis is used to characterstances it would appear to be profitable to examine guided
ize nontrivial situations under which a sound field may bewaves themselves, which have axially invariant profjles.
convected to first order by the mean flow. That is, in a man-  The papers by Robertsdhare an exception to this in
ner which is insensitive to the cross-sectional flow profile inthat they do provide rigorous treatment of the subject within
the duct(assuming the profile is axially invarignPerturba-  certain approximations. They present the conclusion that
tion theory is often valid at first order in flow metering ap- low-frequency plane waves in ducts convect in a fashion
plications, as the Mach number is often sufficiently small toinsensitive to velocity and temperature profile variations.
warrant this. It should be pointed out that perturbation analyHowever, there is no indication in their work as to whether
sis has previously been used in the study of sound conveghere are other ways to achieve the same result. Indeed, the
tion in ducts(see Robertscrand Shankéy. We restrict our-  conclusion that low-frequency plane waves average profile
selves to the consideration of rectangular section ducts, aﬂﬁhomogeneities is expected. It is well known from scatter-
cylindrical ducts with axisymmetric flow fields, as these arejng theory that the scattered field is insensitive to details of a

the most commonly considered cases. scatterer which are small compared with a wavelength. It
will be shown in this paper that increasing the order of the
dElectronic mail: johncw@tip.csiro.au acoustic duct mode can, in certain circumstances, reduce
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flow-induced modal distortion, that is shape change T
which the plane wave mode is most prprend that the bias
error also decreases with increasing mode order.

We note at this stage the papers by LechHhéf These
papers make claim to having developed approximate analyti-
cal solutions for modes in a flow duct. Furthermore, they
suggest certain modal combinations which convect in a man-
ner supposedly insensitive to flow profile. Some doubt exists
in this work owing to the use of an incorrect governing equa-
tion [Eq. (8) of Lechnet?].

A great deal of theoretical and numerical work has beerf!G- 1. Cutaway of a circular dgct garrying a shegr flow anq being interro-
done in the general area of flow dudts”13-55|t seems to gated by a sound fiel@the flow field is assumed axisymmefric
the author, however, that this vein of literature is somewhat i (kKz+mo) ) ) )
divorced from the large body of literature concerned with@S P(r)€ (where the time dependence is harmonic
ultrasonic flow measurement. The focus of the former is usu@nd has been suppressetihe equation fop(r) is then
ally on low frequencies and high Mach numbers, such as is 1 2K
appropriate to high-speed gas applications, as opposed to thé(r)+| -+ I-MOK M '(f)) p'(r)
low speed, high frequency applications considered in this
paper. The basic governing equations developed in this area ) 5 o m?

(flow ductg are the same as those used in this work. This ~ TK'| (1= M(NK)*=K"—175|p(r)=0, @
paper does, however, make a small extension and a small ) )
correction to a very general form of these equations. whelrfM(r)_lg, the Mach number profilesee Agarwal and

In particular, the two-dimensional viscous convectiveBUll ). PositiveM implies the flow is in the positive di-
wave equation by Mungur and Gladwélhas been extended r.ectlo'n. A dlagra.m of this ponflguratlon is given |n'F|g. 1. In'
to three dimensions in this papéalthough perturbation I!nearlzed gquatlons of this general type, the parltlcle veloci-
analysis is only performed for the inviscid cas&his is a ties associated with the sound wave are considered to be

rather straightforward extension. However, in deriving thisSTall with respect to the steady flow velocities. A further
form it was noticed that an error existed in the original equa-diScussion of the approximations made in equations of this
tion. This error does not appear to be a simple misprint, as #/P€ IS given in Sec. Il.

is followed through several equations. It has been corrected

in the present three-dimensional version of the equatiorA. A perturbative formalism

Mungur and Gladwelf is a canonical reference to the litera- Consider a rearrangement of E)) such that the explic-

ture cited above; hence, it was thought worthwhile to includqﬂy flow-dependent terms are taken to the right as a source
this work. term. The resulting equation is

2R

m2
D'(f)+(k2(1—K2)— r_z) p(r)=—4mp(r),
@

Il. CIRCULAR SECTION WAVEGUIDES

JOHE

In this section a perturbative approach is employed to
examine a rigid-walled circular section waveguide, carrying
a low Mach number steady flow of arbitrary profile. It is true where
that fully developed profiles, in the absence of external 2
fields, take a fixed shape depending on the shape of the duct p(r)= Hm) M’ (r)p’(r)

section. However, flow around obstacles may produce devel- 4m

oping profiles(particularly in the case of high-speed laminar

flow) which develop slowly over a length of several duct —k2(2KM(r)—M(r)ZKZ)p(r)} (©)]

diametergand many wavelengths, at ultrasonic frequencies

The shape of the profiles depends upon the perturbing objedow consider a homogeneous version of E2). This de-

The aim of this work is to describe sound fields which con-fines the unperturbed radial factors of the transverse eigen-

vect with the duct mean flow velocity no matter what the functions of the waveguide which are Bessel functions, but

profile shape. As a first approximation to this end, we makeare written here symbolically agy,. They are equal to

the assumption that the profiles are invariant along the ductm(jmdf/R), whereJ; (jmn) =0. The equation is

axis. This condition will be discussed at greater length in 1 4 A , m2

Sec. Il Fa( dr )+(kmn_ Tz-) Umn=0, (4
Assume a polar coordinate system for the duct witis

the radial coordinatégoing from O toR, the pipe radius &  where k2, =k?(1—K2 ) represents the transverse wave

the polar angle, and the axial coordinate. LeK represent number component of ther(,n)th acoustic mode.

the axial wave number component divided by the free-space First-order perturbation formulas for the flow-perturbed

wave number K), and m be an integer(representing the modes and wave numbers may be developed by applying the

number of circumferential nodesThe flow field is assumed perturbation procedure found in Morse and Feshi34dh.

to be axisymmetric; hence, the pressure field may be writteour case, the resultant formula flaf(=k?(1—K?)) is im-
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plicit even at first order, sincg(r) is a function ofK and
hencek;. The first-order results of interest are
(kgl))zzkgﬁupqpq ©)

and

©

pgﬁ)(r):lppq(r)_*' 2

U
o) Gz oz (O
(m,n)=(p.a) (Kpq

Kinp)

where

1
_ = (1)
1= 5 M(1)K )

2K@M (R [
U =—f rdr r (
pgmn m‘ 0 ‘ﬂmn( )

) M'(r) ,
xk M(f)lﬂpq(f)—(m) lﬂpq(f)} (7

The normalization facton,, is equal tofgr dr ¢2,(r). A

which we will evaluate for various mode sets and radial de-
pendences of the Mach number.

B. Perturbation integrals

The first case we will consider is for the plane-wave
mode. In this cas@=1, ¥4o=0, andA = R?/2. This im-
plies that

I<1°°)=§22JORM(r)r dr, (15

129=0. (16)
Hence,

KD=1-My,, (17)

which confirms that the axial wavenumber of the plane wave
is perturbed by thaverageMach numbeM ,, , as expected.

further approximation will now be made by omitting terms A case which is of special interest is that of a Mach number

involving M2(r) or M(r)M’(r), sinceM(r) andM’(r) are

profile which depends on the square of the radius, as well as

presumed to be small quantities. This results in a simplifiech constant term. This case is interesting for two reasons.

expression folJ ,qm, given by

U] 2K R
qumnzm‘fo rdr ¢rmn(r)
X[KEM() thpg(F) =M (1) ihpe(1)]. 8

Now, from our definition ofk, we have k{V)2=k?(1
.y 2 _ 2
—(K™)?). Similarly, we have thaks =k*(1-Kz3,). It fol-
lows then that

Klznq_(K(l))ZZZK(l)lpqpq’ 9

wherel ,qmi= U 3 md (2KHk?). The following identities are
also defined:

1 (R
|<1P‘*>=A—fo Yho(OM(r)rdr, (10
Pg
(pa) R® (R
Fa :A—quo Ual1) Ypa(TIM (D)1 . (19
These imply that
(ZPQ)
Kgq—(K<1>)2:2K<1>( 1P — W)' (12
The assumption is now made that
|(2DQ)
(K(l))2>2K(1)(|(lPQ)_W>_ (13

Equation(13) will be valid for first-order perturbations

First, the exact solution of the Navier—Stokes equations for
Poiseuilleflow, happens to render a flow profile of the said
form. Second the integrals in Eq4.0) and(11) are exactly
tractable whenM(r) is of the said form. The results for
M(r)=r?/R? are

19=3 g>0, (18)

129=0 g>0. (19

These results may be obtained by using E8). in Sec.
2.12.32 of Prudnikofét al.®” and Eqs(42) and(114) in Sec.
7.14.2 of Prudnikoffet al®® Equation(3) of Ref. 67 gives
results for the definite integral§®® and 19 in terms of
generalized hypergeometric functions, and E@&) and
(114 of Ref. 68 allow simplification of the hypergeometrics.
Equations(18) and(19) imply that for a profile of the form
M(r)=M(1+Ar?/R?, we have forg>0

KM =Koq—M(1+A/3) (20)
=Koq— Mg, (1+A/3)/(1+A/2), (22)

which for the case of a fully developed laminar profil& (
=—1) renders

KM =Kgq—M(2/3) (22)
=Kog— Mg, (4/3). (23)

Hence, for the common case of laminar flow, the plane-wave
mode convects with the mean flow aatl the symmetric

higher modes convect with 4/3 of the mean flow. A curious
result, but one which may shed some light on complicated

except for frequencies near the modal cutoff frequencies. Agalibration curves encountered by ultrasonic flow meter de-
the frequency approaches cutoff, the normalized axial wavéigners with nonideal transduce(ie., ones that should act
number(K) tends to zero for the upstream wave and is oflike “pistons” but do noy. This result has been verified by
O(M) for the downstream wave. The plane wave is ex-the author, using Taylor expansions.

empted from this, however, since for small Mach numbers

K~1. Equationg12) and (13) imply
I (pa)

2
K<1>:qu_<|<1pq>_ szz),

(14
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Obviously, the Mach number profile in the integrands of
Egs. (10) and (11) is in unknown form. To make general
progress, we consider limiting asymptotiarge argument
forms of the modal functions in the integrand of E¢0)
and (11), in order to demonstrate conditions under which
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Egs. (10) and (11) may become independent of the Mach
number profile. This is done as follows. First, we have that

2M,, 1
L E— TP fJ,ZJ(]'qu)P(,U«)MdMi (24)
Jp(]pq)(l_p /(]Pq) ) Jo

and Sound
Field //// \\§<
JEE—— flm 1) 3p( paut) AN
2 ‘Jp(Jpq)(l_pzl(]pq)z) 0 p‘ipq ptipq z
XP'(n)pdu, (29
where y
FIG. 2. Cutaway of a rectangular duct carrying a shear flow and being
P(r/IR)=M(r)/M, . (26) interrogated by a sound field.

(The prime on the functions above denotes differentiationm RECTANGULAR CROSS SECTIONS
with respect to the argument not necessayily :

Now, consider the case whemis fixed, g>p, andq In this section a general three-dimensional version of the
>1, so that flow problem is solved. It will be demonstrated that in a

_ : _ rectangular duct it is possible to generate a single higher-
Jp(ipgtt) ~ V2l pqu)COSjpqu—pm/2—m/4).  (27)  order mode that will convect with a flow average which

) . . . tends toward becoming unbiased as the mode number is in-
We will substitute this form into Eqs(24) and (25 and creased.

integrate the resulting lowest-order asymptotic expressions.  a narial derivation of a three-dimensional version of the
Obviously !Eq.(27) will npt be vahd_for_sufﬂm.ently smallu, convective wave equation of Mungur and Gladdlis

but assuming that the integrand is piecewise continuous Offiye in this section. This has been done for the reasons
[0, 1], the error caused by the asymptotic expression Vangiven in the Introduction as well as to demonstrate the appli-

|she's n .the asymptot|c I|m|t ag— o sincejpq— and SO cability of such equations to practical ultrasonic cases.
the invalid portion of the integral tends to zero. Substituting

Eq. (27) into Egs.(24) and (25), and using some standard A. The convective wave equation in rectangular
double-angle trigonometric identities, we have coordinates

The Navier—Stokes equations for continuity of momen-
tum density in a fluid may be written in a Cartesian coordi-
nate system, in tensor form as

|(1PQ)_|(ZPQ)/(|(2R2)

1

= —1)P
Mavfo P(M)dﬂ+Mav( 1) fq 3Ui+ y 0Ui_ F_ap+ a 2
Pror TP g, TP ax kg M

x f " Sin(2q+ p— 1) me)cos mui2)P(p)du
0

% 1 (?UJ dU; 1 (9Uk5 29
1 2 &Xi &XJ 3 &Xk i ( )
+Ma,(— 1)pqu cod(2q+p—1)mu) whereu; represents the fluid velocitp represents the pres-
0 sure, u represents the shear viscosity, gmdepresents the
Xsin(mul2)P(uw)dw, (28 density. The symbdF; represents the resultant external force
on the fluid. It should be noted that implied summation over
where fq=1—2(7rq/kR)2. [We have also used],zj(qu) like indices in a term has been assumed in &§).
~2/(7jpq) andjpq~ m(q+ p/2—3/4) which hold for fixedp To derive the linearized wave equation it is necessary to

andg>p.] For any piecewise continuous function represent-assume that the above variables may be written as the sum of
ing the profileP(u), the last two terms must tend to zero by large steady terms and small fluctuating terms, the latter be-
virtue of the completeness of the trigonometric seriesng associated with the acoustic field. Furthermore, we as-
sin(hmw),cosfmu). The first term then gives a direct integral sume that the steady velocity field varies only in they
over the Mach number profilélhis average, however, isnt directions, being constant, as with the other variables, in the
the correct one for mean flowlt should, of course, be zdirection. A diagram of the present configuration is given in
féP(,u),u du. The average contains a bias, ostensibly intro-Fig. 2.

duced by the shape of the duct. This result can be generalized The latter assumption will not of course be true in most
to other duct shapes which have sections with rigid boundrealistic cases, since flows are seldom fully developed. The
aries and which lie on coordinate lines in systems in whichpurpose of this paper, however, is to find fields which are
the unperturbed Helmholtz equation separates. However, thiasensitive to shear profiles. In this regard it is hoped that
is beyond the scope of the present work. such results will also remain insensitive to shear profiles
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which depend weakly omz. Obviously, this analysis is ap- ngur and Gladwell. This result is given in E&3). Up to this
proximate in nature. If changes of the steady parameters wittesult, the fluid is not assumed to be a gas as the fluctuating
z are significant over a wavelength, then it seems likely thatiscosity remains in the equation. The description follows.
the eigenfunction analysis will be useless. In ultrasonic  The forms in Eq.(32) are substituted into Eq(29),
work, however, one may expect wavelengths to be of a scal@hereupon the time average of this equation is subtracted,
much smaller than that characteristic of steady velocityand the products of fluctuating terms are neglected. This re-
changes in a slowly developing flojnote we also ignore sults in three linearized equations representing continuity of
cross flows. One might make these statements quantitativenomentum density, for the, y, and z directions, respec-
by assuming the modal amplitudes to be slowly varyingtively. In addition to these equations, a time-filtered linear-
functions of displacement and perhaps tifeee Nayfeh ized conservation of mass equation is required, as well as a
et al,*° Sec. 11 B), but this extension is beyond the scope ofgood many rearrangements and differentiations. These result
the present paper. in

The assumption that the acoustic particle velocities are

. o . ’ 2 2

small with respect to mean flow velocities will break downat 2 P_ —v2p’ —2U P Uza_P
sufficiently low flow velocities. Take for instance a water at? P O9zat 0 9z°
flow of 1 liter per minute in a 50-mm pipe. The average
velocity v of this flow is

SH
N

!

+2po

&u)'( (9U0 (?U),, (9U0:| 4 ,U/o[ J 2

9z ax  dz dy | 3 pg| ot

v=1Imin"Y(7x0.02%8 m?)=0.0085ms ™. (30

o _ . J _y . . [9Uo#p' U &p’
The characteristic impedance of waterc] is approximately + UOEV p' +2 X 929% + W azay)
1000 kg m 3x 1500 ms1=1.5x10° Nsm 3. (31 ap' (20, 82U, o' [0, 92U,
Now, consider a disturbance which may be approximated as * E( axZ " gy? ”_ 9z | oxZ T ay? }
a linear plane wave wheng=pcu (wherep is the acoustic 5, 2
pressure amplitude and is the amplitude of the particle T ‘9_U°+ (?_'U“% ) (33)
velocity). In order to haveu equal to less that one-tenth dzdx dx  dzdy dy

L 1 . .
e e s oGS Soof* The faor of 2 n bokce doss not sppear i he e
=1.3kPa. That is~1% of an atmosphere. This condition splogdln”%s two-d|men5|o?arl1 _expressmr;f n M#nglér and
may easily be violated in common ultrasonic applications.G adwetr [see_ Eq(13) of their papel. T IS error nas been
Care must therefore be taken in the application of the preseﬁ%"owed in their work and appears tq arise from the neglect
work to practical cases, of one part of a product rule differentiation. Th|s fact_or does
not affect Eq.(34) or (39) below, and therefore is not impor-

Assuming acoustic fluctuations in density are approxi- g : . .
mately equal to acoustic pressure fluctuations divided by th ant to Fhe remamder of this paper. The final version O.f the
e-dimensional Mungur and Gladwell equation requires a

speed of sound squared, it can be seen that even at 10 kPa Efe .

density fluctuations are only about<4l0 “% of the mean tl t;;mzre WO(;'.( and, as mentioned above, has been relegated
density of water. For the purposes of the following derivation 0 \i/h(fr?(tar?e I\)/(i.scosit is neglected this governing equation
it will also be assumed that the viscosity fluctuations arebecomes y 9 9 9 €q

small compared with the mean viscositin the final analy-
sis it will be assumed that the fluid is inviscid: a far cruder 1 9%’ 27 au, M aul, oM

assumption). 5 —5 =V2p' —M?>—+2p,C —_—t = —
We therefore write our variables as c* ot 9z gz X gz ay
27
p:p,‘f'Po, Uj:Uj,+Uo5j’3, _2_M_(9 P (34)
32) c Jzat’

= /+ y = ,+ [
PP Tho TR T Ho whereM(x,y)=Uy(x,y)/c. [See the Appendix, and sef,

where the fluctuating components are prim@hd lower 7, anddto zero in Eq(A11). Note M is positive when the
casg and the steady components are subscripted with zerflow is in the positivez direction] We now drop the primes
(and are both lower and upper casks we are interested in  and subscripts on the variables and search for separable so-
a homogeneous wave equation, we shall assume that the f@tions of the form

sultant external forc&; is steady. This force is often negli-

gible, but could be included in this analysis to allow us to ~ P=F(X,y)f(z1), (35
rigorously consider fully developed profiles other than the
standard types. Uy=G(x,y)f(z1), (36)

A full derivation of the three-dimensional version of the B
convective wave equation of Mungur and Gladw@lfor an uy=Hx.y)f(z1), (37
ideal gas, is given in the Appendix. A brief description of the ynere
derivation is given here. One result from this derivation is
also included to show the error in the original work of Mu- f(z,t)=e Pazel(@t=k2) (38
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B. is the attenuation constant, akgis thez component of 1 a b

the wave vector. Substituting these expressions intq ¥4, Ipqmnzﬁ f f dxdy
and using Eqs(Al) and (A2) when u=0, we finally arrive P

at

1
XM I,qu_ F(nyM : ny‘/’pq) l//mn- (44)

a2F+a2F+ 2K
ax2 " ay? T1-MK

IF M 9F aM
ax WJF ay W} The symbolV, is the two-dimensional Laplacian in the

) ) 5 plane. As before, terms @(M?) have been neglected. Fur-
+kT1-K*(1-M%)—2MK]F=0, (39 thermore, the attenuation constghtis set equal to zero. For

where rigid boundary conditions, we have that

ik, _ . [emen
_ Patl (40) Umn= N 5p

ik

ycog wny/b), (45)

where the Neumann factet, is defined by

and k= w/c. Equations(34) and (39) already exist in the
literature, being derived directly from the linearized inviscid _ 1 m=0,
equations of flow{see Kapur and Mungdf, who actually ™12 m>o0,
derive equations slightly more general thed4) and (39)].
Our main purpose for including the preceding derivation is to
extend (to three dimensionsand correct the equations of
Mungur and Gladwell.

A couple of points should be noted about E8p). First,
it cannot in general be reduced further to ordinary differen- 2 (0
tial equations by separation of variables. We might consider K =Kpg= [ 1177~ K2a2 K202/ (47)
a two-dimensional version of this equation, but even that
does not represent a stand&tirm Liouvilleproblem. This ~ Where
implies that we cannot prove that the eigenfunction solut|ons €
to this equation are complete or orthogonal. Indeed, they db*?=—" “a f f dx dy M(x,y)cos(mpx/a)cos(mqy/b),
not in general appear to be orthogonal, although numerical (48)
studies suggest they are complete, at least in some (=ses
Shankat®). If eigenfunctions of the form shown in Egs. and
(35—(37) do not form a complete set, then clearly other (x y)
types of solution exist and may be excited by some source I('“‘) —(wpa)—f f dx dy sin(rpx/a)
distributions.

These points will not be expounded upon as we are con- X cog wpx/a)cog(mqy/b), (49)
sidering only single modes in this paper. The subject of com-
pleteness is, however, of concern in general, as one may wish 19— _ (rqb) €p€q fajbdx dyaM(X,y)
to place finite aperture transducers in duct walls to generate ay

particular solutions of E¢(39). _
x cog(mpx/a)sin(wqy/b)cog wqy/b).  (50)

Note that in writing the above expressions we have imposed

B. Perturbation theory for the rectangular duct a condition analogous to E¢L3) for the circular case. This

In this section we are concerned with rectangular geoml-S
etries. For this purpose consider a rectangular section duct of
width a in the x direction andb in they direction (the axial
direction being thez direction. Again, the diagram of this
configuration is given in Fig. 2. Application of the perturba-
tion theory described in Sec. Il A to E€R9) leads to

(46)

and the normalization factak,, is equal to unity, since or-
Sthonormal eigenfunctions have been used.

Placing these results in the form of E@.4), we have
that

1P (pa)
2 3

2
(K(l))2>2K(1)( |(DQ)_ kz__ k2b2 )
It would be simpler to have perturbation integrals which
only depend oM and not its gradient. This may be achieved
for rigid ducts by re-expressing E4) using Green'’s theo-
(41) rem as

| (pa) |(PQ)
) (52)

2~ (K1)2=2K®)

papg;
a (b 1

where Ipqmn: fo fo dxdy M ¢pq¢mn+ vay‘('ﬂmnvxy(ﬂpq)

Kpg= V1—K5/K, (42) (52)

; 1
with — jgsM YmnV Ypq- dS, (53
=(mpla)®+(mwq/b)?, (43) . .
where the surface integral is over the boundary of the duct

and and the surface elemedt points away from the interior of
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the duct. Of course, for rigid wall conditions the surface term If M(x,y) is a piecewise continuous function, the cosine
is zero. The volume integral may be reduced to Fourielintegrals must tend to zero @sandq tend to infinity. This
cosine-type integrals whemg=mn (i.e., as occurs in a first- occurs by virtue of the completeness of the Fourier cosine
order perturbation expressiprThe latter is achieved using basis functions cosmx/a and cogjmy/b (as in the case of the
well-known double-angle trigonometric identities, and thecircular duc}. Therefore, an obvious way of minimizing bias

result is error is to use higher-order duct modes. To put this in prac-
) L tical terms, if the flow profile may be approximated by a
€p€ a low-order polynomial, then the use of a large-order mode in
|=Mffdd|v|,+—1+|<2 0 polynomia, g
PAPA - 4ab | xdy Mix.y)+ 5 ( po) one coordinate directiofsay, perhapp~ 20 andq=0) may

. 1 provide a sufficiently unbiased average for many applica-

2 tions.

* fo Jo dx dy Mx.y)cos2mpxa)+ 2 (1+Kag) Some other observations can be made along the lines of

. 1 symmetry arggments. Prc_)files comprised of a constant term

+J f dx dy M(x,y)cod 2mqy/b)+ = (1+K2,) plus terms which are antisymmetric about the center of the

0Jo 2 pa duct will be averaged correctly, due to the fact that the cosine
functions appearing in E@54) are all even, abouta(2,b/2).

a (b
+f f dx dy M(x,y)cog 2mpx/a)cog2mqy/b) ;.

oJo
(54) C. Modal shape change

The above arguments for eliminating bias errors are re-
ally only useful if the first-order perturbation theory becomes
| (55) a superior approximation as the mode number increases. This

papa may easily be shown for the case of a cylindrical duct with

Equations(54) and (55) govern the first-order convec- an axisymmetric flow field or the nondegenerate case of a
tion of the acoustic field. The first and foremost property oftwo-dimensional duct. For three-dimensional rectangular
interest arises from the first term in E(4). This integral ducts the situation becomes somewhat problemtiin,
(together with its normalization factpis the definition of except where the effective dimensionality can be reduced
average flow. It contributes a convection term in E55) Strictly degenerate cases are dealt with by assuming that the
which is equal to the profile-averaged Mach number. Furunperturbed state is a specific linear combination of the de-
thermore, the other terms contribute correctly to this averaggenerate modes. This linear combination, of course, depends
asp andq are set to zero. The Neumann factors adjust corupon the nature of the perturbatigim our case this would
rectly for the inclusion of the extra terms. This of courseinclude the flow profilg which is a rather undesirable state
must be the case since all that is then being said is that af affairs. In nearly degenerate cases, some perturbed modes
plane wave correctly averages any flow profile, when firstwill demonstrate high sensitivity to the perturbation. Minute
order perturbation theory is valighis was mentioned in the Vvariations in the aspect ratio of the duct can change the first-
Introduction and seen before in the case of the circular)ductorder correction for the perturbed mode by an order of mag-
Whenp or g or both are not equal to zero, error terms existnitude, or simply invalidate the first order thedisee Fig. 3
in Eq. (54). in what follows.

The task at hand appears to be choosing the mode num- For the above reasons it is desirable for us to limit the
bers so as to simultaneously minimize the abtoias error  aspect ratio so as to eliminate problems associated with de-
terms as well as excursions from the first-order theory. Nugeneracy. In the next section a first-order expression for the
merical experiments in the literaturesee Shank&" and  shape change in the flow perturbed modes will be introduced
Agarwal and Buft¥) have shown that plane waves are gen-and a “perturbation parameter” depending on the shape of
erally the most prone to flow-induced shape change and thaie flow profile and the frequency will be extracted from this
the change decreases with increasing mode order. This effeekpression. This parameter will in effect be an upper bound
will be derived later in this paper using perturbation theory.for the flow-dependent terms in the first-order expression.
Significant modal shape changes of course invalidate firstSection IIIE will then examine problems associated with
order perturbation theory, which assumes no shape change imodal degeneracy, which also arise from the first-order ex-
the mode field. We will, therefore, consider methods whichpression for the shape change in the flow. Section Il F will
encompass higher-order modes for eliminating bias errors. summarize these results into a simple expression, which will

The first integral in Eq.(54) contributes an unbiased be valid for most practical cases.
average of the flow. The other three integrals are basically
Fourier cosine integrals, with arguments double the corre-
sponding modal arguments. It seems then that a method & A perturbation parameter
minimizing the last t_hree integrals would be to .choose & The perturbed mode may be written as
mode so that the cosine factors in E64) are approximately
orthogonal to the flow profile. This is obviously difficult to U pgmn
arrange in practice, and if one knew for certain what the flow pq( Y= lﬁpq(X,y)+<m % (p,q) ( —K? ) YmnY),
profile was, this theory would be redundant. (56)

Again, we write this result in the form of equatigh4)

K=K pg—
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Wherequmn=2K(1)k2I pgmn- The mean square difference in In reality, of course, a viscous sublayer exists near the

mode shape can therefore be written as wall so that the gradients at the wall are not infinite as pre-
. b dicted by the logarithmic dependen¢see Blevin$® page

Spq:f f ||¢§)lq)(X,y)— Wog(XY)||2dx dy 41). Nevertheless, for high Reynolds number flows the loga-
oJo rithmic dependence can be a good enough approximation to

make the derivative terms in E9) dominant. In fact, they

2
- ”ZUL”‘Z’HZ become excessively large upper bounds in this case, since the
mn)Z(p.a) (Kpg=Kinp) integrands of the integrals upon which they are based contain
at U a2 sin(mpx/@) and singrgy/b) terms which go to zero at the
pam

=— 5 o . (57) boundarieqgthese terms can be seen in EgE) and (50)].
7 mn)Z (p.) [P7+(q8/b)"=m"—(na/b)7] Actually, they do so at the same rate that the classical profile
The numerators of this series, i.e., tHg gl terms, con- gradient becomes singular. For these reasons a more precise

tain the flow-dependent information in the series. Replacingbut also more cumbersomeersion of Eq.(59) is given. It
them with an upper bound will allow us to more easily esti-rénders an appropriate upper bound for turbulent profiles
mate the magnitude of the series, and provide information oM/ith large wall gradients

how the series depends on the shape of the flow profile and 2KV (ka)?
frequency. Ak,pq:—Z[ (M—=Mg,)ms
To do this, it will be easiest to use the perturbation in- ™

tegrals in the form of Eqi44). Using the result that;; (x,y)
and its partial derivativegwith respect tox andy) form
complete trigonometric series ovie X b], we have that

+Trp oM o
k_a 3_XSIn(Wp a) -
2 ™q

oM
a .
?Hqumr”g(enemepeq)llek,pq1 (58) +E<W8|r\(ﬂqy/b)>rms]. (63)

where Equation(63) is a rather awkward-looking expression; how-
ever, it and Eq(59) will be referred to in Sec. Ill F and both

~2KW(ka)? mp < aM> simplified into one expression which will cover virtually all
rm

kpg= T 2

- +—(— o
(M=Ma, )rms ka \ 9X cases of practical interest.

E. Degeneracy

' (59 Now, with regard to our discussion on degeneracy and

aspect ratio in Sec. Ill C, we shall examine the perturbation
and of theq=0 modes only. ThéU y,,o[|? term in the numerator
1 rarb 12 of the sum in Eq(57) will be replaced by an upper bound of
_f f [£(x,y)]|2dx dy) i (60)  the type shown in Eq58). The sum may then be broken up
ab Jo Jo as follows to take into account the Neumann factors, and to
demonstrate the limit to the two-dimensional case. The mean
X=kx, (62) square difference in mode shape is thus subject to the fol-

Y=ky. (62) lowing inequality:

<f(xyy)>rms:

It is implied in this derivation thaM and its partial deriva-
tives are piecewise continuous functions oyaixb]. The
term Ay ,q may be interpreted as a perturbation parameter

” 1

based on the standard deviation of the flow profile from its < 1

mean, and the rms. magnitude of the flow shear inxtaed +2 2 [m?+ (na/b)’— 2]2}

y directions. The ternfM — M, );ms Will be referred to later m=t P

as oy : the standard deviation in the Mach number profile. 1 0 p=0

Note that there is no implication of “randomness” intended +2e¢, Z ﬁ"‘{ 4 . (64)
by use of the term “standard deviation.” It is used simply as mig [m"=p7] 2lp" p=0

a mathematical formula for measuring shape deviations from
the mean in the flow profile.

The assumption of piecewise continuity of the partial
derivatives ofM breaks down for the classical expressions 1 p=0,
used for fully developed turbulent profiles. The profiles of a/b= 2 -0 (65)
Nikuradse and Prandtisee Bleving® page 41 indicate a P P=0
logarithmic dependence on the radial coordinate for circulafNote that we deal here only with ducts of aspect ratio
ducts. This dependence, however, has been derived from tlygeater than unity to avoid redundancyhe factor ofv2 in
wall condition alone and is therefore thought to be indepenthe preceding equation was chosen for analytical conve-
dent of the shape of the duct. nience to some extent. Suffice it to say that this factor must

Now, for the purposes of removing problems associated
with modal degeneracy, we shall limit the aspect ratio so that
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solid curve.

be somewhat larger than unity to remove problems associ-

ated with near degenerapgxamine the first term of Eq64) T 1
for a quantitative description of the singularity atb=p]. Zn}::l ((na/b)?—p?)3”
Using result 25 in section 5.1.25 of Prudnikeval,® Eq.
(64) may be reduced to T(b\3> 1
alal & PO
= ; (69)
2 o[ m ™ 1 ! >0
SpOSAk,pO 26,;,;1 mCOthﬂa’+ WCOSGCH 'n'a] 4 33':)3n ( 1/B )3/2 p '
74145 p=0 where 8=al/(bp) and is greater than or equal @ in ac-
) cordance with Eq(65). The sums in Eq(68) may be evalu-
7™ 3 0=0/" (66)  ated numerically(This first sum has a well-known numerical
3p? 4p* value. In the case of the second sum an upper bound may be

given corresponding t@=v?2. This is trivially evaluated by

where o?=(na/b)?—p? (note that this formula is valid for direct summation.Hence, we may write

imaginary «). The expression inside the square brackets in - 3
Eqg. (66) has been plotted in Fig. 3 fa/b=1 andp=20. —+ = |=| x1.2020... p=0
- 45 2 \a
The spikes occurring in the figure are poles of the summag _ ;2 69)
tion. These occur at aspect ratios where two or more mode®? =" k.po 772 3
are exactly degenerate. The present first-order theory is ob- ,33 3X3.0627..— 4 p=>0.
viously no longer valid for these aspect ratios. The positions
of the poles are given by a simple expression Of course, the produgBp, in the p>0 branch of the pre-

ceding equation is simply the aspect ratio of the da¢bj.
1 It has been written in this fashion so that when one uses Eq.
alb= ypZ—12, (67)  (65), which fixes a range foB by relating aspect ratio to
mode number, it can be seen that the term in question goes as
1/p3. The upper bounds are not excessive, having been care-
wherel=0,1,2,...p. The density of the poles increases onfully evaluated, and therefore ought to give reasonable indi-
average as becomes largéanda/b becomes smallsince a  cations of the relative sizes of the various modal shape per-
small percentage change m(i.e., n changing by 1 then turbations in worst-case scenarios.
gives rise to a new series of poles. Let us examine the case where ten modes are excited in
We now return to the cases governed by E&p). By  turnin a duct(i.e., /o with p<10). So that the expressions
limiting the aspect ratio as per E@5), we may neglect the are true for all modes and the same duct is used for all
cosech a term in Eq.(66) (with less than 3% error in the modes, we will sea/b=10xv2. Figure 4 shows the results.
worst casg Furthermore, cotlra may be approximated by It is apparent from this graph that modal shape change in
unity (with less than 0.5% errarTherefore, the sum over  worst-case scenarios may be minimized by using higher-
in Eq. (66) is to a good approximation order modes.
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Further, it may be seen that in the asymptotic limit for shortly. The form in Eq(72) is by no means all encompass-
large p, spolAﬁ’po~ /3p? [again, assuming that the aspecting, but should be general enough to demonstrate the re-
ratio is allowed to increase with the highest mode numbemoval of the gradient singularity in E473).
according to Eg. (65)]. Figure 4 superimposes this According to Eq.(63), the derivative term should con-
asymptotic limit on the preceding example and the differencdribute a value of
is small in this case fop=2. In the case of an idealized

two-dimensional waveguide, E¢69) reduces to Tderivz%(f’w(f’(X)g(y)Sirl(’]TpX/a)>rmS/0'p, (74)
774
25 p=0, where
Sp0=A% po 2 g (70) , 1(xIn10) x=<a/2
3p? ap? p=>0. Fx)= 1((x—a)ln10) x>a/2. (79

The minimization of modal shape change by the use ofor fixed oy, Eq. (74) becomes large when,—0 [i.e.,

higher-order modes is suggested very clearly by this expregvhenP(x,y)—1]. Sincef(x) andg(y) are functions of in-
sion. dependent coordinates, in this example, wegggt) =1 to

maximize its contribution tal 4. [Note that for practical
situations which give rise to fully developed turbulent flows,
settingg(y)=1 is likely to be a good approximation in the
In the previous section, we showed that in certain casefmit of high Reynolds number, ag' (y) does not enter into

higher-order modes are less prone to shape perturbation. Tfp_s%q. (74).] By evaluating the integrals in E474), we have
cases we considered in this regard are wheret@) (modes  pat

are used and/b=v2p. In the limit asa/b— c this becomes

the case of a two-dimensional duct. T < sz\/B
Now consider Eq(59). What we desire is to simplify deriv=TM~ (| 5)2

this expressiorfand/or Eq.(63)] by showing that the shear E)r all values ofc,

terms may be neglected or replaced by an upper boun . . .
which is constantof order unity times the standard devia- (l)NOW’ the conqmons n Eqs(l;s) and (51) imply that
K'*) is of order unity(say for practical purposes larger than

tion term. . e . :
It may often be the case that for shear flows, changes iryz)' This also impliesca>p. _Tak[ng all thzese thmgg to-
ether and further approximatings,o/Aj 0 by its

g

e e ot et o ot ot i o SO .. 735 e et 5t s
This is true for laminar profiles, which do not contain Sharpperturbatmns in mode shapxé{o are governed by a number
variations over the scale of the duct widéh In this case, (ka)ZUM p=0,
provided the profile is interrogated with a mode well above ~ W= (ka)2ay, / ~0
its cutoff frequency, the shear terms in E§9) may be of miP P~
similar magnitude to the standard deviation term, or smaller, ~ This number indicates the dependencekano, , and
depending on the wavelength. mode number, of first-order modal perturbations, in two-

A common case where the flow shear is much largedimensional and extreme aspect ratio cases. It should be
than the profile standard deviation is fully developed turbu-valid for many practical acoustic flow measurement applica-
lent flow. In this case sharp gradients exist near the walltions; that is, those where changes in the profile over a wave-
This was addressed before in Sec. 1l D. In this case(&2).  length are small or of the order of the standard deviation of
should be used to estimate the size of the modal perturbdhe profile, except for the possibility of turbulent wall shear,
tions. which is also allowed. The full expression in E§9) can of

In order to examine this case we consider a Mach numeourse be used where one wishes to consider strong flow
ber profile with a constant standard deviatiog . This can  gradients other than turbulent wall shear.
be written as follows: The number W governs first-order shape changes.

Higher-order perturbation expansions of shape change con-

MOGY)=auPxy)lop. 7D tain higher powers of 5, —k?,) in their denominators. It

To estimate the size of the derivative terms for the may then prove to be true that worst-case higher-order shape
=0 modes, assume the profiR(x,y) in Eq. (71) to be of perturbations are killed off faster thanpl/shown in Eg.
the form (77)].

P(x,y)=f(x)a(y), (72
where

F. Summary of results on modal shape change

(76)

(77)

IV. ANUMERICAL STUDY
log;o(2x/a)+c; x<al2

X)= logyy(2— 2x/a)+¢;  x>al2, (73 For the purposes of illustrating the results of the pertur-

bation theory, a numerical example has been calculated for a
wherec, is an arbitrary real constant. The functigfy) is  two-dimensional rigid-walled duct with a shear flow profile
left unspecified for the moment, but will be addressedshown in Fig. 5. The profile is assumed to exist in approxi-
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FIG. 7. Normalized upstream—downstream axial wave number differential
X/a AK/2M,, vs ka at several Mach numbers. Mode(faindamental mode 2,
. . and mode 10 are shown in different shades ranging from black to light gray,
FIG. 5. Normalized Mach number profild/M,, vs x/a), for the two-  egpectively. The curves for each mdgkade represent the Mach numbers
dimensional example problem. 0.001, 0.004, 0.0075, 0.0015, 0.03. These lie respectivelyweach other
for mode 0 and mode 10, and, respectivaipveeach other for mode 2.

mately the same form for several duct diameters and manyote that the mode 10 curves lie nearly on top ofkhexis as well as each
.other in this figure. The first order perturbation prediction for the wave

wavelengths in accordance with the assumptions given ijumper differentials are 1, 0.81, and 0.995 for modes 0, 2, and 10, respec-
Sec. llIA. tively.

The profile is given as a worst case and was picked on
the basis of its lack of “specialness,” that is, lack of symme-
try and flatness. It also has a nominal similarity to an actuatlear that the first-order theory qualitatively predicts the
profile produced by experimental work at the laboratorytrend, with the flow-induced shape perturbation in the mode
where this paper was writtefsee the author’s addrgss decreasing with mode order.
Other profiles were studied and similar results were obtained.  Figure 7 demonstrates the effect of frequency, mode
In general, laminar-type wall conditions~(1-r?) asr  pumber, and Mach number on flow averaging. A normalized
— 1] produced more modal distortion for a given wavelengthypstream—downstream axial wave number differential
and mean flow rate. Hence, the chosen profile cor_ltains thesgk /om a is plotted againska at several Mach numbers.
Figure 6 shows the modal shape perturbationka@t  The quantityAK/2M,, should be equal to unity for an
=100. Although numerical values are not given here, it isynhiased acoustic average of the flow at small Mach num-
bers. [The exact expression forM,,<1 is AK(1
p/ipl —M2))/2M,, ; however, for the Mach numbers used in this
example the difference is negligible.

8
p () According to Eq.(77) the first-order theory should be-
. come more accurate &a and the Mach number profile stan-
2\ dard deviation are decreas@tf is minimized. In the present
N o g example the Mach number profile standard deviation in-
0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1 creases with Mach number. Equatior?) also predicts the

first-order theory should become more accurate as the mode
number increase@gain,W is minimized.
In Fig. 7 we see that, sufficiently far from the cutoff
frequencies, and at combinationska, o, , and mode num-
ber wherew is minimized, the wave number differential ap-
proaches the first-order perturbation prediction. The first-
order error is the difference of this prediction from unity and
has been denoted a “bias error” in Sec. Ill B. The first-order
perturbation predictions are given in the caption of Fig. 7.
Departures from the first-order theory are pronounced
for mode 0 and mode 2, whereas for mode 10, the departures
are relatively small. Even though mode 0 has a zero bias
error, the departure from the first-order theory is enough to
FIG. 6. Normalized mode function®/||p||, vs x/a, where||p|, is theL, produce a maximum total averaging error-e10% for this
norm of p) at various Mach numbers for the two-dimensional example.mode. Mode 2 has a 19% bias error, and the total error is
Here, ka=100. (@ mode 0(fundamental upstream;(b) mode 0 down-  highly dependent on Mach number akal Mode 10 has both
stream; (c) mode 2 upstream(d) mode 2 downstream(e) mode 10 up-  gmga|| pias error and total averaging error, for the ranges of
stream;(f) mode 10 downstream. The curves are for the Mach numbers: 0 ;
0.001, 0.003, 0.01, 0.02, 0.03, corresponding to shades from light gray tMaCh number andka shown. These results are consistent
black, respectively. with the perturbation analysis.
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V. CONCLUSIONS au, . ( ,%Jr /%) U uy
In Secs. Il and Il we have employed perturbation theoryp0 TR ux X Yy ay Po07gz
to examine the convection of higher-order m_oc_jes i_n rigid ap’ PU, U,
flow ducts. It has been shown that for rigid circular =——+p VUt u' | =+ —2)
waveguides, only the plane-wave mode convects with the 9z X %
mean flow. The higher modes in this.case.convect with an 1 9, , du' dUg du' dUg
incorrect flow average. The problem with using a plane wave + 3 Moy, divu’+ X ax | ay ay (A3)

appears to be that it is the most sensitive to flow-induced
distortion. Modal distortior(shape changehas been shown for thex, y, andz directions, respectively. In addition to these
to increase for all modes with the rms shear and the standakshjuations, we require the time-filtered linearized conserva-
deviation of the flow profile, as well as the square of thetion of mass equation, which reduces to
frequency.

It has been noted before in the literature that flow-  dp’ ap’ o
induced modal distortion decreases with increasing mode W+U°E+p° divu’=0. (A4)
number. A rigorous result has been obtained in this paper for
the case of rigid rectangular waveguides which approximat&ombining these equations, with a good many rearrange-
one-dimensional systenfi; the sense of Eq65)]. The re- ments and differentiations, one arrives [@ompare with
sult is that, in the first-order limit, the worst-case modalMungur and Gladwelt? Eq. (13)]
shape change goes a9 lwherep is the mode numbegr >,
This result cannot be easily generalized to rigid rectangular _p2:V2 '—2U,
waveguides with arbitrary aspect ratio owing to a problem at
with modal degeneracy.

Concerning convection, a result has been obtained for +2po
rigid rectangular waveguiddsf any aspect ratjoand a fixed

(92[), 2072P

-U
dzat 0 972

!

!

— +
dz X az ay 3 po|ot

! !
auy dU, %auo%f@[i )

piecewise continuous flow profile. First-order perturbation J_, g 3%°p’  dUq 9%p’
theory predicts that in the worst case, increasing the mode TUo o Vo' +2| — ——+ —— —

- . ; . . 0z oX dzdx  dy dzdy
number will decrease the convection bias. That is, the higher
the mode order, the closer it will be to being convected by ap' [*Uy  9°Uq ap' [#?Uy  9°U,
the average Mach number. A two-dimensional example is +E IX2 + ay2 || © oz | ox? + ay?
given in Sec. IV, which bears out this conclusion as well as 5 .
that of the modal shape change decreasing with mode num- |9 g d7u dUg (AB)
ber. JdzZaX dx  dzdy dy |’

Putting these results together, we find that in flow me- _
tering applications where distortion of the plane wave is al Nis is the same as E(33) of Sec. Il A. The next stage in
problem, higher-order modes may be used to improve th@Ptaining the required equation involves expressihgnd
average of the flow. The caveats are that the duct must bg' In terms ofp’. Mungur and Gladwell state that in an

acoustically rigid and rectangular, and must approximate dnviscid fluid with no thermal conductivity, propagation may
one-dimensional system in the sense of &). be considered to take place adiabatically and isentropically.

In this case, we have

,_P

APPENDIX: THE CONVECTIVE WAVE EQUATION p =2 (AB)

Following from the text in Sec. Ill A, we substitute the wherec is the velocity of sound. In viscous fluids energy
forms in Eq.(32) into Eq. (29), whereupon the time average jssipation by viscosity gives rise to a change in entropy of
of this equation is subtracted from itself, and the prOdUCtS the System_ Therma'l entropiC, and viscous waves are the
fluctuating terms are neglected. This results in three linearresult. Mungur and Gladwell take these effects into account
ized equations by deriving the following approximate relations, which now
assume the fluid is an ideal gas:

au>’<+ U Juy ap’+ V2 ,+1 ad_ )
PO TPOY 0T T T T oV UK T g Mo VU P+
p’: CZ 1 (A7)
l?,U/I &UO
— (A1)
Jz. ox where
au)’,+ U auy ap’ N 1 9 divu’ €
— — = — u,+ 5 pmo=—divu =—(y—1)——
po— TPolUo; gy TRV Uyt 3oy o=—(y 1)ia)(1—MK)' (A8)
3_M'<9Uo (A2) The € term is extended to three dimensions here and is
iz ay’ given by
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and Gladwel), y is the ratio of the principal specific heats,
and kg is the steady thermal conductivity of the gas. The
term & in Eq. (A8) will transform our wave equation from

U, au;+a_u; +auo du,  duy,
ay \ ay 0z IxX \ dx 0z

2#0[

u, p’ second order to fourth order. Presumably, some simplifica-
- U—OMonyUO' ViyUot(n— 1)M0P—0 ViyUo: ViyUo tions can be made for gases in which the viscosity plays only
a small part in determining the acoustic fields.
In order to obtain our final wave equation, we note that
Mungur and Gladwell have also given an expression relating
(A9) the fluctuating viscosity t@’ and 8. This is

The symbolV,, is the two-dimensional Laplacian in they =ml(y=1)p'= 4], (A10)
plane,M is the Mach number{,/c), andK represents the where 7,= 7]/.L0/(p0C ). Mungur and Gladwell further de-
normalizedz component of the complex wave vector. The fine 7;=4uq/(3poc?) as the viscous relaxation time. By
symbol 7 is the index relating viscosity and temperature, andsubstituting all these relations into H&5) and by rewriting
is approximately 0.72 to 0.75 for gas@scording to Mungur Uy/c asM, we obtain

_77Mo nyUo ViyUot ko

1 1
_VZ /__V2 i
Po P Po p

1 #(p'+96) 2M 9?(p’ +9) F(p'+6)
—U2(n’ 2 2
@z VPV PR

dUy IM duy IM
e
dz 9x az ay

M &%(p’+6) . IM 2(p'+ 6)

19
——Vz(p +5)+M Vz(p +5)+2

e X dzox W azdy
a(p +6) [*M  *M ap'+6) 98 aZM
9z prea ay? —2rl\ (v D= o &y2

(A11)

(p’ + ) 025) IM (?2(p’+5) 025) aM}
_2T2C -

((7’_1) ozox ) dgzox W+<(7_1) gzay Y azay| ay

Compare this with Eq(19) of Mungur and Gladwelt? not- 3P, Mungur and G. M. L. Gladwell, “Acoustic wave propagation in a
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The method of matched-field source tracking by ambiguity surface averaging is demonstrated using
low-frequency shallow-water acoustic data recorded on a vertical array. In this method, source
motion is taken into account by averaging values from individual, short time-average matched-field
ambiguity functions; each resulting average value corresponds to a trial source track. The result is
a new ambiguity function which depends on six parameters: the three-dimensional coordinates of
the initial and final source positions. A simplification to four parameters is made by assuming the
source remains at a constant depth. Only mild restrictions are made on trial tracks considered, and
the resulting ambiguity surfaces can be plotted as a function of final coordinates by holding the
initial coordinates fixed at the optimal position. When applied to experimental data, the number of
high sidelobes present in individual matched-field ambiguity surfaces is greatly reduced. Also, the
technique appears robust to uncertainties in replica comput@hignto various mismatch problejns

and periods when the signal-to-noise ratio is low. 2801 Acoustical Society of America.
[DOI: 10.1121/1.1385897

PACS numbers: 43.30.\WSACB]

I. INTRODUCTION muthal symmetry of the VLA, this is referred to as “envi-
ronmental symmetry breakindg® Tracking based on varia-

Matched-field trackingMFT) is a generalization of tra-  tions in received level due to environmental complexity has
ditional matched-field processin@FP) where source mo- also been proposéd.
tion is included in the parameter landscape, thereby extend- The MFT results presented show ambiguity functions
ing the MFP result of localization into one of localization which maintain many of the same robust characteristics of
and tracking. In its simplest and most widely used form,the constituent MFP ambiguity surfaces, while additionally
MFP is a detection and localization technique that correlatesuppressing many of the MFP ambiguous peaks. This ambi-
measured hydrophone data with simulated acoustic fields, quity suppression characteristic is a result of the averaging
replicas, which correspond to trial source locatibis. —technique applied, as well as of the environmental complex-
Matched-field tracking incorporates source motion into theity of the particular analysis area. As the source moves, am-
parameter landscape by averaging traditional MFP resultsiguous MFP peaks will eventually fade, while the peak cor-
along candidate tracks through a time sequence of MFP amesponding to the source, even when not a global peak,
biguity functions. In general, a resulting MFT ambiguity moves in a more consistent fashion, providing a higher av-
function depends upon several source variables: initial posierage value along the corresponding MFT tréeken in the
tion, speed, and direction. case of data “drop outs’”

The specific MFT applications presented in this paper  The idea of searching for tracks in a sequence of ambi-
reduce the parameter landscape to the source’s initial anguity functions is not new. The historically more common
final position by assuming a constant speed and a constaapproach is to identify peaks within individual MFP ambigu-
direction for each segment of a track. This is a reasonabliy surfaces, and determine tracks through these pefks.
limitation for short periods of time. By iteratively applying However, determining what defines a peak is a common dif-
MFT over time to consecutive track segments, with eacHiculty, especially at higher frequencies where propagation
iteration allowing for a different constant speed and direcpatterns dictate a more complicated MFP ambiguity function
tion, a history of MFT ambiguities can follow a source with- with many ambiguous peaks. Other authors have proposed
out serious limitations on the movement of the source. surface summation techniques which ignore the determina-

The MFT applications presented here are of experimention of peaks. 12 For example, in 1994 Bucker proposed a
tal data using a vertical line arragVLA), although the matched-field tracking method using a sum over time and
method is not limited to vertical array applications. A range-frequency*? Due to the computationally intensive nature of
dependent propagation model is used to precompute the repis method, constraints were placed on the endpoints of the
licas over the analysis area, where the complexity of thd@rack. Maranda and Fawcett proposed an algorithm in 1991
range-dependent environment is relied upon to break the azihat also ignores peak determinatibimilar to the MFP
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ambiguity surface averaging technique presented in this paguency, a vector of replica fields is matched to a single-
per, Maranda and Fawcett implement a sum of frequencyfrequency time-averaged data covariance matrix. For ex-
azimuth (FRAZ) spectra which implicitly has high values ample, the Bartlett processor is defined by

along tracks with more peaks. One of the main attractions of A

this method is that the algorithm is able to “ride out” fades, ~ Pn(X)=P(X)*Knp(X), @

and associate a reappearing peak with one that existed seyhere
eral measurements prior to the fade. This idea was further

. R . * n+M *
improved in 1992, when Fawcett and Maranda implemented o _ (dndn) _ Zipd(t)*d(t)
a Newton's maximization algorithm and used a coarser grid "] =M M) *d(t)]
to improve computational efficiend§.The same authors ex-

tend the work further to incorporate passive MFP into their1€7€:Kn is the normalized cross-spectral densiBSD) ma-
methods by including propagation informatith. trix averaged oveiM time realizationsd, is the acoustic

The method presented here differs from aIready-PreSS“re data vector measured at ttmep(x) is the normal-

published efforts in several ways. The tracking is performedZ€d time-invariant phone pressure replica vector for a source
in a horizontal plane, with very mild restrictions on the at the physical locatiorx, and" denotes complex conjuga-

source’s position, speed, and direction. The method does ngPn- Although the replica vector is sometimes provided by a
involve the identification nor tabulation of peaks among in-database of measured d%&at is more commonly provided
dividual MFP ambiguity surfaces, which in turn reducesPY one of severgl ”Pme“c?' S|mulat|qn models. qu thg re-
computational overhead. It should also be noted that a fulfults Presented in this pap@rx) is provided by an adiabatic

range-dependent propagation model is used, and replicas d}@mal mode calculatioff, and a short time-averaged CSD
precomputed to lessen the computational burden. AIthougHata matrix is used to avoid violating the assumption of the

the method presented in this paper is demonstrated for spurce’s stationarity. The Bartlett processor is chosen for its
single frequency, the extension to multiple frequencies idobustness, rather than a high-resolution processor which

straightforward by the application of either coherent or inco-Would require a longer CSD matrix average time.
In general, an MFP ambiguity is a function of three spa-

herent multifrequency matched-field methddst°The tech- | , S ,
Jial coordinates, which is often reduced to two by either as-

nigue presented in this paper is successfully applied to e , o
perimental data, showing its viability in real-world scenarios,SUMing the target maintains a constant depth, or a constant

One problem that must be addressed in any MFP alop|i§;12imuth. For the implementations presented in this paper, the

cation is the nonstationarity of a source. For MFP, a stabldimensional simplification ok=(lat, lor) at a constant depth
cross-spectral densit€SD) matrix of the data is necessdry. 'S made, or S|mplyx_=(x,y)._ Searching for a target in the
This is especially critical with high-resolution or adaptive Parameter space of=(x.y) is chosen over the more com-

techniques requiring inverses or eigenvalue decomposition&10N Parameter search spacexef(range, depthbecause, in
For a stationary source, a stable CSD matrix is simply obMOSt applications, an unknown source does not travel at a
tained by a long average over time in the spectral domairconsStant azimuth to the receiver array.
However, if a source is moving, then the amount of time that ~ ©N€ MFT ambiguity function is defined by
can be averaged without violating the stationarity assumption Nt
is limited. Song has researched this very issue extensively  Bj(X;,ViiX;,Y) =< > 10-109(bp3(Xn.Yn)), (3
and provided general rules for limits on averaging tithe. N i=o
Tran and Hodgkiss found that low speeds do not degrade where
standard processing results significantly. In the case of high
speeds, many methods have been suggested to overcome this X, =x+(n—1) Xi~ Xi )
difficulty, ranging from more sophisticated replica noo N—-1"
generatiof'®1® to more sophisticated matched-field
processoré’ In the data analyzed for this paper, the source is Yo=Yi+(n—1) Yi—Vi ] (5)
moving slowly and therefore obtaining enough averages for ~ " N-1
a stable CSD matrix is_ not a problem. However, this iSSUGHere, & ,y)) and (;,y;) are the initial and final coordi-
needs to be addressed in the future for the more general MFrTates, respectively, which define a track of constant speed
problem. _ _ and direction in two dimensions. The integércorresponds
~In the next section, the formulation of the MFT tech- 1, the number of individual MFP ambiguity surfaces in the
nique is presented. The section following contains a briet,, and) indicates the time of the first CSD matrix of the
description. of the experimental da}ta set procgssed. In thﬁack, RJ [see Eq.(1)]. The assumption that a source main-
fourth section, results ,Of MFT gpplled to experlmentalldatatains a constant speed and direction for the duration of the
are presented. In the final section, results are summarlzed.track is the only constraint on how many elemeiMscan be
included in the average; the amount of time represented by
Il. MATCHED-FIELD TRACKING the average should not _be. so long as to mqke thig assumption
too restrictive or unrealistic. The average in E8). is done
Matched-field trackingMFT) is a technique based on in logarithmic units because Makfis has shown that
the average of individual matched-field processiifP) matched filtering with logarithmic units is an optimal ap-
ambiguity surfaces. In conventional MFP at a single fre-proach to pattern recognition in a wide variety of problems.

@
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FIG. 1. Bathymetry for SWellEx-96 region. Overlay
depicts analysis area for matched-field tracking and the
two source tracks analyzed in this paper, event S9 and
event S19.
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3
&

—_—— e — —

-117.43 -117.35 -117.27
Longitude (°)

For the results in this paper, each MFP ambiguity isthere is simply a constant shift equal to the average of the
normalized to its peak prior to incorporation into an MFT MFP ambiguity function peaks

average. That is, N-1

LN N 2, 10-log(max(by . n(Xn,Yn))-
By(Xi Yi XY =15 2 10-109(by s s(%n.Yn)),  (6)
S N =0 neonIn For the general case of MFT of a source with constant
speed and direction, the resulting ambiguity is a function of
six parameters: the three initial spatial coordinates of the
track, and the three final spatial coordinates of the track. The
by+n(Xn Yn) g s )
i 7) (lat, lon) dimensional simplification implemented here re
max(byn(Xn,Yn)) sults in a four-dimensional parameter space Bgr. Four
. o : - . dimensions is still beyond simple visualization capabilities,
This normalization scheme results in an ambiguity function T :
. . . . and therefore the ambiguiy; is plotted as a function of the
B; that is a measure of the relative degradation of each poi gnat : L .
. : gwo final coordinates, X;,ys). The two initial coordinates,
along the track. It is also appropriate to average the MF : .
e . . o (% ,yi), are held fixed at those which produce the overall
ambiguity surfaces without prior normalization, so that the; " o
. . . highest value foB;. That is, if
MFP results are relative to each other over time. In doing so,
the value ofB; gives the average degradation for the whole By(X,Y1iXg,Ye)= max  Bj(X;,Yi:X:,Ye), (8
track. The resulting ambiguity functioB; in either normal- (X .Y % .Yp)
ization scheme has the same structure and dynamic ranggyen

where

6JJrn(Xn Yn) =

% Baplot X1, Y1) = By(Xi, Y1 1 XsYs) - 9
E This is a convenient way of displaying the results because a
540 sequence of MFT ambiguity functions clearly depicts the
a movement of the source in a horizontal plane.
§5°’ ] If the parameter space fok(,y;) and (x¢,y;) is large,
360',':"\:\’:—7"'”"‘“'““" the computation time required to compute edthcan be

0 500 1000 1500 2000 2500 significant, although not necessarily prohibitive. In the inter-
Event S9, seconds from 132:04:19:00 est of computational time savings, a two-step iterative

~30 TABLE |. Sediment parameters used for replica computations in analysis
:E» area. These were obtained from archival sources.
2400
a Sediment layer 1 ~ Sediment layer 2 ~ Basement
@
g 50 Thickness(m) 30 800
3 60 - C,, top (m/s) 1572.4 1881 5200

Event $19, seconds from 132:07:58:00 p (glent) 1.76 2.06 2.66

a (dB/N) 0.3 0.09 0.03

FIG. 2. Experimentally recorded source depth during events S9 and S19
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0 results in this paper when examiningsequencef overlap-
ping MFT tracks. The iterative grid refining process de-
50t scribed in the previous paragraph is only applied to the first
a3 segment of the track sequence. In subsequent segments, the
=100 parameter space ofx{(,y;) is constrained to be close to
§ (X,,Y,) of the previous segment. This specific MFT applica-
150 tion assumes that the first MFT ambiguity has successfully
located and tracked a sourB;(X,,¥, :Xg,yr)], and that
200 subsequent MFT results will follow the path of the same
1480 1490 1500 1510 1520 1530 source. Such an approximation is especially useful in a sce-

sound speed (m/s . . . . .
poed (mie) nario where a source is localizable for a short period of time,

FIG. 3. Experimentally obtained sound-speed profile for SWellEx-96; usedout difficult to follow thereafter.
for replica computations. MFT works on the principle that, on average, each am-
biguity surfaceb;, , in the summatiorEq. (3)] has a high
scheme is employed for the tracking in this paper. For thevalue at the source’s true location, even if it is not the peak
first iteration, the parameter space fot (y;) and X;,ys) is  of each individual MFP ambiguity surface. False tracks are
coarsely gridded. The initial coordinates which produce thenot as likely to have high average values, since false-alarm
overall highest value foB; over this coarsely gridded space peaks within each MFP ambiguity function fade in time,
are chosen as the candidate global optimum initial coordithereby degrading the average value.
nates, &,,y,). The tracking is then repeated with a much The robustness of MFT is due in part to the added in-
finer grid for the parameter space for all spatial coordinatesformation of more data in one result. However, a balance
with the parameter space ofx;(y;) constrained to be mustbe struck between allowing a track to be long enough to
“close” to (X,,Y,). The optimum initial coordinates for this reap the added benefits of MFT over MFP, but not so long as
constrained reg|onx( y,) are chosen to represent the global to unrealistically constrain the target's movement, since each
(x;,y)). How coarsely the initial replica grid should be individual MFT track assumes a constant speed and constant
sampled depends on the processing frequency and the endirection. The appropriate constraints on track parameters
ronmental complexity of the region of interest. (time and physical lengjidepend on the problem and should
Further computational time savings is achieved for thebe applied on an individual basis. The constraints applied for

(A) (B)

FIG. 4. Four typical Bartlett processor
MFP results for event S9. The dy-
namic range of each plot is 6 dB, with
red representing lowest degradation
and blue representing highest degrada-
tion. The true source location, as deter-
mined by GPS, is denoted by the white
circle, and is at the following distances
from the VLA-32: (A) 3.19 km; (B)
2.99 km; (C) 3.09 km; (D) 3.99 km.
The VLA-32 is at(0,0).

(D)
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(B)

FIG. 5. Four typical tracking results
for event S9. The dynamic range of
each plot is 6 dB, with red represent-
ing lowest degradation and blue repre-
senting highest degradation. Each
tracking result is a function of four pa-
rameters X;,Y; ;X¢,Y;). The ambigu-
ity surfaces shown result from holding
(% ,y;) fixed at the optimal initial po-
sition. The true final source position
for each tracking result is denoted by a
white circle, and is at the following
distances from the VLA-32(A) 3.19
km; (B) 2.99 km; (C) 3.09 km; (D)
3.99 km. The VLA-32 is at0,0).

(D)

-3 0 3

the data set analyzed in this paper are described in detail 2.6 m/9, and was taken into account when determining the
Sec. IV, where the MFT results are presented. appropriate amount of averaging necessary to achieve a
stable cross-spectral densit@SD) matrix of the data with-
out violating the stationarity assumptidh.
The nominal source tow depth is 54.86 m. Figure 2 dis-
The data analyzed in this paper were collected duringlays the actual source tow depth for the events processed as
SWellEX-96, a field experiment carried out as a joint effort
between Space and Naval Warfare Systems Command, Ma-

IIl. SWellEX-96

rine Physical Laboratory-Scripps Institution of Oceanogra- Event 59
phy, and the Naval Research Laboratty. 4

All results presented are from data recorded on a 32-
element vertical line arrayVLA-32) located in approxi- 35

mately 200 m of water near latitude 32°'3Morth and lon-  —.
gitude 117° 22 West. The hydrophones are separated by 55

m, with the deepest 6.4 m from the bottom, and the shallow- g, 3 e L ———

est 161.4 m from the bottom. Figure 1 is a schematic depict-m
ing the VLA-32 location and two experimental source tracks % 2.5
overlying the bathymetry. The analysis area chosen for re- 5
sults presented in this paper is approximately 15 by 20 km, 8 2
and is also depicted in Fig. 1. The analysis of the two source =
tracks depicted, event S9 and event S19, is presented in thi 1.5
paper. Event S9 is an east—west track across bathymetri
contours, while event S19 is a northward track along a bathy- 1 - ; -
metric contour. -3 2 i 0 1

The data in both events are recorded from a J-15-3 x coordinate (km)
towed source, W.hICh emitted tape_r Slgn%ﬂihe frequency FIG. 6. Summary of all MFT results for event S9. Red line is source’s true
processed here is 148 Hz, for which the J-15-3 source 1eVglack as measured by ship’s GPS. Black lines represent the peaks of con-
was 156 dB. The nominal source tow speed is 5(&bout  secutive MFT ambiguity functions.
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(4] (B)

FIG. 7. Two typical Bartlett processor
MFP results for event S19. The dy-
namic range of each plot is 6 dB, with
red representing lowest degradation
and blue representing highest degrada-
tion. The true source location, as deter-
mined by GPS, is denoted by the white
circle, and is at the following distances
from the VLA-32:(A) 4.7 km;(B) 6.6
km. The VLA-32 is at(0,0).

-3 0 3

determined by the depth sensor on the source. The dep#FT of the time series. Therefore, each CSD matrix repre-

variations of the source are expected to cause some degradsents 30 s of time, during which the source moves approxi-

tion in the horizontal plane MFP results because these resultaately 78 m.

are based on the assumption that the source remains at a The first track presented, event S9, is an east—west track
constant depth. However, these degraded MFP results atRat traverses across bathymetric contour lines. Processing
appropriate for showing MFT’s robustness to periodic mis-for this event was started at 132:04:19:28 Z, which corre-

placement of the peak due to imprecise modeling in the repsponds to a time when the source was well within the bound-

licas(in this case, the violation of the constant depth assumpgries of the analysis area. Figure 4 shows four typical 148-Hz

tion). MFP ambiguity functions from event S9, at 5, 10, 20, and 30
min into the track. The«- andy-axis on these plots are dis-
IV. MFT RESULTS tance in kilometers from the VLA, and the VLA is located at

In this section results of MFT applied to SWellEx-96 (Q,O). These ambiguity surfaces clearly displlay how the en-
experimental data are presented. All replifa&)] are com- vwonment break; the east—west symmetry in the MF-P qut-
puted using thewrap model? in conjunction with the ~PUL without environmental asymmetry, the MFP ambiguity
KRAKEN model for computing the required adiabatic normalfunction for a vertical array has circular ambiguity rings.
modes?® The environmental parameters used for the modafilthough the peaks of most of the surfaces in Fig. 4 are close
computations are from a combination of archival and experi0 the source’s true locatidienoted by a white circjethere
mental sources. The bathymetry and sediment parameters &€ also ambiguous peaks far from the source location. This
archival?’ while the water column sound-speed profiles wereis especially true in the case of FigD), where the source is
recorded during the experimefft.The bathymetry is dis- in much shallower watef~100 m, and may be due to the
played in Fig. 1. Table | contains a summary of the sedimentnability of adiabatic normal modes to properly model steep
parameters, and Fig. 3 displays the sound-speed profile usedhwnslope propagation. Figure 5 depicts MFT results where
The replicas were computed using the nominal source deptite final source location of each MFT track is the same as the
of 55 m over the entire 15- by 20-km region. source locations from the MFP results in Fig. 4. In other

All CSD matrices represent a spectral domain average oivords, the last ambiguity surface in each sum corresponds to
15 consecutive snapshots in time, each computed using a 24se CSD matrix at 5, 10, 20, and 30 min into the track. For

Ay 12 (B)
FIG. 8. Two typical tracking results
for event S19. The dynamic range of
each plot is 6 dB, with red represent-
ing lowest degradation and blue repre-
senting highest degradation. Each
tracking result is a function of four pa-
rameters X;,Y; ;X;,Ys). The ambigu-
ity surfaces shown here result from
holding (x;,y;) fixed at the optimal
initial position. The true final source
position for each tracking result is de-
noted by a white circle, and is at the
following distances from the VLA-32:
(A) 4.7 km; (B) 6.6 km. The VLA-32

is at(0,0).
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EVEHt 81 g show clearer localization than thqse of_event S9. The envi-
ronmental range dependence to either side of the source track
provides more azimuthal variations than in the case of event
S9, so the environmental symmetry breaking of the MFP
ambiguity surface is enhanced. MFT tracking on event S19
was started at 132:08:10:46 Z, which is a time shortly be-
yond the rapid change in depth seen in Fi(B)2 Figure 7
shows two typical 148-Hz MFP ambiguity functions from
event S19; the first is 5 min into the track, and the second is
20 min into the track. Although the peaks of both of these
surfaces are close to the source’s true locatdemoted by a
white circle, there are also ambiguous peaks far from the
true source location. Figure 8 depicts MFT results where the
final source location of each MFT track is the same as the
source locations from the MFP results in Fig. 7. As with the
previous example, the main peak is broadened around the
correct source position, while the high ambiguous peaks
from the corresponding MFP ambiguity surfaces are sup-
pressed. Similar to Fig. 6, Fig. 9 is a visual summary of
event S19. The red line is the source’s true track, as recorded
by GPS. Each of the short black lines is the peak track from
each overlapping MFT segment from the portion of event
S19 processed; the circle denotes the optimum initial posi-
i tion (x;,y;), and the triangle denotes the optimum final po-
=1 0 1 2 3 sition (Xg,Yg). All of the constraint parameters are the same

. f t S9.
x coordinate (km) a8 oreven

8 o o o~

y coordinate (km)

%]

FIG. 9. Summary of all MFT results for event S19. Red line is source’s trueV' SUMMARY

track as measured_ by ship’s _GPS. Black lines represent the peaks of con- A matched-field tracking technique is presented which
secutive MFT ambiguity functions. expands on traditional MFP techniques by incorporating
source motion into the parameter landscape. With the source
each plot in Fig. 5, ten MFP ambiguity functions were in- moving, the number of snapshots for each source position is
cluded in the average, creating tracks corresponding to 300 fmijted, so results presented combine a short time-average
In all cases, when compared to the corresponding MFP ouleSD matrix with the Bartlett processor. The high sidelobes

put, the main peak is broadened while the high ambiguitiegften present in MFP results are successfully reduced by the
are suppressed. Figure 6 is a visual summary of the MF}acking algorithm.

source’s true track, as recorded by GPS. Each of the shog\wellEX-96. For the applications presented, the source is
black lines is the peak track from each overlapping MFTassumed to maintain a constant depth, speed, and direction
segment along the portion of event S9 analyzed; the circlggr each 5-min segment of data. This assumption reduces the
denotes the optimum initial positiox{,y;), and the triangle  number of parameters of each ambiguity function to four: the
denotes the optimum final positiox{,yg). The first opti- jnitial and final x,y) locations of the source. Plots of the
mum track is the result of the two-step iterative scheme depFT ambiguity as a function of final position for successive
scribed in Sec. Il. The first step involves a full search of thetrack segments show the movement of the source. In addition
analysis area for all four parameters using a coarse grigh successfully tracking a source, the method reduced the
(550-m resolutionin order to identify the candidate global proplem of high sidelobes and was robust to periodic mis-

optimum initial coordinatesx(,y). The second step in- placement of the peak in the individual MFP ambiguity func-
volves a finer grid(110-m resolutiopnwith a search for the tjgns.
optimum initial coordinatesx},y;) constrained to be within
1.1 km of (x;,y;), and a full segrch for the optn_num flnal_ ACKNOWLEDGMENTS
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Low-frequency long-range propagation and reverberation
in the central Arctic: Analysis of experimental results
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BBN and the ASW Environmental Acoustic Support program office of ONR conducted a
low-frequency reverberation and transmission loss experiment in the central Arctic during the spring
of 1992. In this article we report analysis of these data which extracts the controlling propagation
and reverberation characteristics. The recorded source levels are combined with the received levels
recorded at range to estimate the dependence of the scattering strength of the ice canopy on incident
and backscattered grazing angle in frequency bands between 10 and 70 Hz. Results show that the
monostatic backscattering strength is roughly proportional to frequency and angle squared, with a
nominal value of—47 dB at 40 Hz and 8.5° grazing. @001 Acoustical Society of America.

[DOI: 10.1121/1.1371543

PACS numbers: 43.30.Hw, 43.30.NIBLB]

I. INTRODUCTION sive study over the years as researchers have tried to under-
stand a loss mechanism that is anomalously high. Recent
Propagation and reverberation under the Arctic iceadvances in wave theory modeling of the acoustic—elastic
canopy has long been of interest to the underwater acoustiggteraction of acoustic energy with the ice canopy have im-
community. In the spring of 1992, BBN and the ASW Envi- proved the ability to estimate this propagation loss at the
ronmental Acoustic Support program office of ONR con-|ower frequenciegunder 70 Hi of interest in this experi-
ducted a reverberation experiment as a part of AREA-92nent. Using the new theoretical loss parameters in combina-
which was directed toward measuring low-frequency propation with a standard normal mode propagation code, an im-
gation and reverberation characteristics in the central A%Ctic-proved capability for the prediction of the propagation
The experimental parameters were ideal for generating daigharacteristics in the Arctic is obtained. This capability in
suitable for a propagation and scattering strength analysis. fyrn offers new opportunities for interpreting and under-
large aperture vertical line array and horizontal line arraystanding Arctic reverberation time series. The ability to pre-
were deployed in the upwardly refracting low-speed uppegjict forward propagation offers the potential to eliminate
duct in the central Arctic, and large sources were deployed ifyropagation effects from the backscattered time series to ex-
this duct both in a quasimonostatic geometry to evaluate repose the underlying backscattering properties of the ice
verberation and also at large rangéetween 30 and 200 canopy. A particularly powerful approach is to pursue a
km) from the receiving arrays to evaluate transmission 10Ssmodel-based inversion for these parameters. This paper pre-
The goal was to understand and characterize the angular aggdnts a model-based inversion for the unknown ice canopy
frequency characteristics of reverberation in the central ArCScattering Strength parameters using a part|a||y coherent for-
tic and incident signal characteristics. ward modelwhere groups of modes interact coherently with
Examination of the reverberation time series obtainedhemselves and incoherently with other groups of mpdes
from this experiment showed peaks in received energy at latgnd a two-parameter model for ice canopy scattering
times on all beams that seemed to be associated with convestrength. The results obtained from this inversion agree well
gence zone propagation to and from the ice cover by deepgyith ice canopy scattering strengths predicted by theory. The
diving rays. These periodic arrivals were observed to be Suresuits show that there is much promise in model-based in-
perimposed on a more uniform background of reverberatioRersion of reverberation time series for scattering strength
that arrived at shallower angles. The relative amplitude of theyarameters in environments where the forward propagation
energy in the shallow angles was also observed to be dimirhas been sufficiently well characterized, and where propaga-

ished at late time. These dIStInnghlng characteristics of thﬁon effects Conspire to reveal angu|ar information about the
received time series motivated the use of the multipath arscattering process.

rival times to separate signals which had scattered from the
ice at different grazing angles. Il. EXPERIMENTAL SCENARIO
Propagation in the Arctic, while quite stable in terms of

low water column variability, has been the subject of exten-  1he low-frequency active component of the AREA-92
experiment was conducted over a period of 10 days begin-

a ddress: Sacl q e s | ning on 18 March 1992 The source shots and the receiving
Present address: Saclant Undersea Researc entre, VI. S. Bartolom .
400, 19138 La Spezia, Italy; electronic mail: lepage@saclantc.nato.int &frays were located at the ZIRCON base camp, situated at

Ypresent address: Ortho-Clinical Diagnostics, Johnson & Johnson Co., 1O@ppr0Ximate|y 87.5°N and 1'0 O_VV in the .eaSt.em central
Indigo Creek Dr., Rochester, NY 14626. Arctic. The camp geometry is illustrated in Fig. 1. The
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JACKPOT camp at 86.5°N and 27 °W provided additionalstatic geometry for quality assurance and for comparison to
recording of the incident field at range and a retransmissionthe source model. All the hydrophones were calibrated to 1
at known equivalent scatter strength for calibration. DuringdB rms.

the experiment approximately 55 Gbytes of time series data  For quasimonostatic experiments, explosive charges of
were recorded at a sample frequency of 752 Hz from th&8-lb TNT equivalent were deployed through the drop hole
horizontal line arrayHLA) and the vertical line arrag/LA ) indicated in Fig. 1. The charges were detonated at a depth of
located at the base camp. The HLA was composed of 385 m and the resulting quasimonostatic reverberation time
individual “staves,” each of which was a vertical line array series were recorded on the HLA and VLA. To calibrate the
composed of eight omnidirectional hydrophones. The aperacoustic propagation, several bistatic experimefalled

ture of the staves was 60 m, with the upper element deployetlansects were also carried out. During these experiments
at a depth of 62 m. The staves were used to obtain gaisources were deployed at 95 m depth at significant ranges
against local bottom reverberation and nearby ice noise. Thigom the receiving array. These remote sites were accessed
responses from the eight elements in each stave were

summed to form a single “element” in the HLA and were

recorded. In addition the response from the top hydrophone’” R 4 %
of each stave was also recorded. The horizontal aperture ////////én//%l////%l 2
the HLA was 480 m, or approximately 13 acoustic wave-
lengths at 40 Hz. The HLA was deployed 1.5 km from the
source drop hole in a quasimonostatic configuration. The ar-
ray geometry is illustrated in Fig. 2.

The large aperture 32-element VLA was also deployed
approximately 1.5 km from the drop hole. This array had an
aperture of 217 m with the uppermost element deployed at ¢
depth of 62 m. In addition to recording the 32 summed stave
outputs and the 32 top hydrophones of the HLA, and the 32
hydrophones of the VLA, 64 other channels were also re-
corded, including 5 desensitized hydrophones deployed a
various depths approximately 100 m from the sources, and *
geophone channels from the ice canopy. The source monitor-
ing hydrophones made it possible to directly measure theig. 2. HLA geometry, showing the small vertical line array elements
wave form and energy source level of the shots in the monowhich were used to obtain array gain against high-angle reverberation.

1 11

62 m

< 480 m

g
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by helicopter. By analyzing the arrivals of these remote detoTABLE |. Group characteristics for the 30-Hz band as determined
nations on the VLA and HLA at the ZIRCON camp, the PY KRAKENC.

characteristics of the incident sound could be quantified as a Propagation groups at 30 Hz

function of range from the source. Grazing angle Normal Group Turning
Collection and on-site analysis of the data was facili- at surface  modes speed depth

tated by a real time data processing suite designed and Group (deg included  (m/9) (m)

implemented for the experiment by members of the BBN 1=ypper duct 7.9 1 1439 170

team’ The Arctic Processing and Display System displayed 2=mid-depth ~ 12.5+1.30 2-13 145720  1514:545
the received level in each of two selectable frequency band$=deep RSR  17.5+0.63 14-30 146513 3935327
as a function of time in a pseudocolor geo displagverbera-
tion time series converted to color display as a function of
range and azimuitand inA-scan form(time series displayed the vertical partitioning of the source energy caused by the
in a stacked formatfor each of 32 beams. It also provided a interference between the source and its image, provide an
data retrieval and analysis capability for quick look analysisoPportunity to divide the forward propagation to the scatter-
of the data. The system also archived all 128 channels of raf?d patches on the ice canopy into three naturally distinct
16-bit sensor data continuously. propagation groups. The first of these groups, “group 1,”
The collected data sets were of high dynamic range angorresponds to the low grazing angle fitahd at higher fre-
signal-to-noise rati@SNR). The ambient noise was below 80 quencies, secondcoustic modes. In the Arctic these modes
dB re uPa/\/Hz at 40 Hz. The time series of the shots them-Suffer very high propagation loss due to significant interac-
selves were highly repeatable and inspection of the sourcéon with the ice cover, and mode 1 in particular is trapped in
monitoring hydrophones showed that their signature corre@ lower-speed upper duct at all but the lowest frequencies.
sponded well to the Wakeley explosive source mbttelthe ~ This mode also has a significantly slower group speed than
95-m source depth and the 38 Ib of explosives used. Aboidll the other modes. For these reasons this mode is the only
300 s of data, corresponding to roughly 200 km of rangecomponent of group 1 up to 40 Hz. At frequencies above 40
from the ZIRCON camp, was analyzed from a single stavdiz, mode 2 also becomes trapped in the upper duct and is
for the purposes of the reverberation analysis. This azimuththerefore included in group 1. The sparse modal population
ally omnidirectional receiver served to average the reverin group 1 contrasts with the second and third groups;
beration data over a large annular scattering area at each timgroup 2" is a bundle of modes representing a mid-depth
analyzed, giving statistical stability to the resulting scatteringefracted surface-reflecte@RSR ray, and “group 3" is a
strengths. It also obviated the need for the beam-shape copundle of modes representing the deepest diving RSR ray. At
rections to the received data that would have been required {pW frequencies group 2 is composed of modes 2 through 15.
beam output data had been used. Future analysis of theddese modes combine together coherently into a raylike
data should include individual beam analysis to characteriz@ropagator that is launched at the first angle of maximum
the range and azimuth variation of the scattering strength dugonstructive interference between the source and its image,
to inhomogeneity of the ice surface. Cursory inspection oftnd interacts with the ice canopy approximately every 30
the 32 beam outputs of the HLA beamformer showed that th&m. (The first Lloyd mirror angle of maximum constructive
azimuthal distribution of reverberation at times before theinterference occurs at a grazing angle of approximately 10.9°
interaction with the bathymetry was quite uniform. at 40 Hz for a source depth of 95 m, assuming a uniform
At times beyond 300 s, significant interaction with sound speed of 1436 myssroup 3 is launched at the second
bathymetry in the vicinity of Greenland and the Morris Jesup-loyd mirror angle, which assuming isovelocity is 22(&%s
Plateau was observed. Even at these ranges, the reverberatfifually closer to 17.5° for the actual profile; this is deter-
power level from the ice surface was above the noise floor oftined by the third maximum of the mode shape function at
the experiment. However, contamination of the surface scathe source depth corresponding to a mode with this grazing
tered data with bottom backscatter caused us to discontini@"9l6. Modes in group 3 interact with the ice canopy every
use of the data beyond this range. 50 km or so. The characteristics of the three groups are sum-
The sound speed profile was meastiresitu using both marized in Tables | and Il for the 30- and 40-Hz frequency
winched CTD and XSV/XBT systems. In addition local mea- bands.
surements of the under-ice profitewere used to provide Due to the convergence-zone-like nature of the group 2
inputs to the propagation loss model. The measured rough-
ness standard deviation measured in the vicinity of the arrayABLE Il. Group characteristics for the 40-Hz band as determinexiRay-
was 2.2 m, with a correlation length scale of 22 m and NG Comparison with 'Tablg | shows that the propagation group character-
fractal dimension of 2.5. In most respects, other than the istics are guite stable in adjacent frequency bands.

lack of information on the basin-wide distribution of under- Propagation groups at 40 Hz
ice roughness, the environment was very well characterized. Grazing angle  Normal Group Turning
at surface modes speed depth
Ill. SEMICOHERENT MODEL FOR FORWARD Group (deg included  (mfy (m)
PROPAGATION TO SCATTERING PATCHES 1=upper duct 8.4+2 1-2 1442 216-100
2=mid-depth ~ 12.5+1.30 3-17 145715 1527506

The ;tability apd range independence of the forwards;_geep RSR  175:063  20-40 146514 3937327
propagation, the unique upper duct of the sound channel, and
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and group 3 propagation, the reverberation signatures afontinuously ensonifying the upper reaches of the ocean,
these groups are fairly isolated in time. These modes interathere is continuous coverage in range. Second, (bizek
most strongly with the ice canopy at the interference distancescattering strength associated with this mode is lower than
of their mode sets and lead to reverberation features in thir all the higher angle modes, despite the fact that the cu-
received level that are periodic in time. The periods are setulative losses suffered by this mode are higher than for the
by the convergence zone separation and the average groofher modes. Third, even though mode 1 suffers unfavorably
speeds of the modes in the groups. Energy propagating taigh transmission loss, this has only a second-order effect on
and from a scattering patch via group 1 gives a more consonar operations in a reverberation-dominated environment
tinuous received leveRL) that attenuates slowly with time. like the Arctic. The most important implication is that the

At long range, the reverberation caused by group 1 berange beyond which the detection becomes impossible due to
comes less important, as energy is stripped out of mode the ambient noise floor is shorter than for the higher-order
sooner than out of the higher-order modes. This is a uniquenodes. However, the results shown in this paper indicate that
feature of Arctic propagation and is caused by the highethis range is not restrictively short, so the advantages out-
derivative of the mode shape function of mode 1 at the icdined previously can be exploited over reasonable distances.
boundary* The effect of the high mode 1 attenuation is that Given the characteristics of the propagation in the Arc-
the reverberation has a distinctly evolving structure in energyic, it is possible to pose an inverse problem where an as-
distribution as a function of grazing angle and time. At earlysumed spatially homogeneous scattering strength for the ice
times (sufficiently late to allow for the decay of the high- canopy may be determined for three grazing angles corre-
angle bottom multiples the reverberation is evenly distrib- sponding to the three distinct groups of modes. The inverse
uted across grazing angles, but at times corresponding tases the “semicoherent” mode model outlined previously,
scatterer ranges greater than 150 km, mode 1 is attenuatedwere the three groups of modes interfere coherently among
the point where most of the reverberation arrives at thehemselves in order to yield the well-defined convergence
steeper RSR angles. The resulting temporal characteristics abne behavior of groups 2 and 3, but where the groups them-
the RL time series are illustrated in Fig. 3, where the beamselves interact incoherently at the receiver due to raylike be-
formed time response of the vertical line array is shown. Théavior of the groups sampling independent ice surface
colors on the angular spectrum in the lower plot correspongbatches. Thus, we use coherent propagation of the modes in
to the colored part of the reverberation time series in thehe groups to get the required transmission losses, but may
upper plot from which the angular spectra were obtainedanalyze the total received reverberation by separating the
The green resulfcorresponding to times around 250 s aftercontributions of each group in the reverberation level
the shot at the right-hand side of the lower plot shows a(powep domain. This model of the reverberation is moti-
dimple in the angular distribution of energy at low grazing vated by(1) the natural distribution of incident energy into
angles that is absent from the red curve of the angular dighe three groups caused by the analysis bands and the source
tribution taken 130 s after the shot. deployment depth(2) the different group velocities of the

It is worthwhile to point out here that although the modethree groups, which implies that independent ice scattering
1 attenuation is higher than for the other modes, there arpatches are interrogated by each group at late times(3nd
favorable characteristics to this propagation path that can bthe character of the observed reverberation, which shows re-
exploited for sonar operations. First, since the mode 1 path igerberation features that seem to be associated with the three
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different groups as defined, with relatively little azimuthal nificant amount of forward scatter of energy of spatially un-
fluctuation from beam to beam. correlated phase, resulting in a higher than usual accumu-
Critical to the success of an inversion of ice canopylated loss along the propagation path for this mode.
scattering strength is the ability to model the amplitude ofHowever, due to the very low grazing angle, backscatter re-
the signal incident on the ice canopy in an accurate way. Imains low for this mode.
Sec. IV we discuss the forward model used to estimate the It is important to point out that at the grazing angles
one-way TL, and compare the model predictions to the dataorresponding to the propagating modes for the frequency
obtained during the bistatic experiments. Following this therange of interest in this study, the perturbation approximation
inverse problem is formally defined and results for the iceis valid. For instance, at 40 Hz a roughness excursion of 33

canopy scattering cross section are obtained. m would cause the expansion paramétey, wheren is the
local ice excursion in meters, to equal one for mode 1. For
IV. DETERMINATION OF THE PROPAGATION this reason there is cause to be confident that the first-order
CHARACTERISTICS OF THE SEMICOHERENT perturbation solution is the first term in a rapidly convergent
FORWARD MODEL series and is therefore appropriate for modeling low-

Recent advances in modeling acoustic interactions witffféquency Arctic ice canopy scattering from most features.
the ice canopy have enabled improved forward modeling of ~AS mentioned in Sec. I, ice roughness parameters were
acoustic propagation in the Arctic. A hybrid technique thatMéasuredn situ during the experiment. Spectral estimates of
combines reflection coefficients from a perturbation theoryih® under-ice profiles in the limited area in the immediate
for rough elastic ic® with KRAKENC® has proven to vield vicinity of the ZIRCON camp yielded a correlation length
good agreement between predictions and historicapcale of 22 m, and rms roughness of 2.2 m, and a fractal
observationé.The complex version okRAKENC is required dimension of 2.5 (for a definition of fractal dimension see
when using this approach because the complex reflection cdor instance Gofiet al®). These measured values are in close
efficients used to define the upper boundary condition yieldg@gdreement with the ice roughness measurements cited by Di-
a complex characteristic equation for the modal eigenvalued¥apoli and Mellerf, so we expected the empirical attenua-
This hybrid modeling technique is able to predict the histori-tion over all paths measured during the experiment to closely
cally measured attenuation coefficient for the Arctic, and wagonform to their empirical value of 0.04 dB/km at 40 Hz.
used with good success to predict received energy levels fdiowever, a simple fit to the forward propagation loss mea-
the combined Russian—American TransArctic Acousticsurements from the experiment indicated an empirical at-
Propagation experiment conducted in Apr|| 19%eference tenuation value of 0.078 dB/km best fit the 40-Hz data. Scal-
4 gives a detailed discussion of the theory, along with coming the roughness of the ice canopy to a rms value of 3 m
parisons of theoretical modal attenuations to historical obseivas required in order to obtain good agreement between the
vations of attenuation, but the technique’s requirements antheoretical predictions and the data.
sensitivities are discussed here in reference to modeling the It is interesting to note that the 3-m rms ice roughness
data under consideration. value required for proper modeling agrees with the rough-

The insertion of complex rough surface reflection coef-ness found in the LeSchack ice roughness standard deviation
ficients intokRAKENC involves no approximation. However, database in ICECAP at the location of the experiment. This
the determination of the reflection coefficient for the Arctic database also indicates an increase of the standard deviation
ice is the subject of a substantial body of resedf¢ARe-  with decreasing latitude, as the ice pack compresses in the
cently it has been showrthat when the elasticity of the ice Vicinity of the Lincoln Sea and over the Morris Jesup Pla-
canopy is accounted for properly, first-order perturbationteau. In these regions the database shows the roughness in-
theory can return estimates of the reflection coefficient withcreasing to a value between 3.5da# m rms. An opposite
the correct order of magnitude and frequency dependencé&end is observed in the database for ice north of the experi-
The elastic perturbation theory takes as arguments the incimental location, with values slightly greater than 2.5 m
dent angle and the rough surface power spectrum of the ic®und over the north pole. These numbers are all substan-
cover, the mechanical properties of the ice, the ice thicknessially higher than the 2.2 m measuréusitu. For these rea-
and the sound speed of the water directly under the ice. Isons, along with the higher than normal observed propaga-
returns a reflection coefficient that is good to second order ition loss, we conclude that the local measurement may
the roughness itself and the scattered field. When inserteghder-represent the global value of ice roughness present
into KRAKENC this reflection coefficient yields complex during the experiment.
modal eigenvalues that are in general agreement with experi- Therefore, for the purposes of this study, a loss model
mental observations for overall empirical loss. Because o$imilar to scenario D in Ref. 4 was implemented, using a
the unique propagation characteristics of the Arctic, it isroughness standard deviation of 3 m instead of the measured
found that mode 1 always suffers the highest propagationalue of 2.2 m, while retaining the ice roughness correlation
loss in the frequency range of interest, because this modecale of 22 m, and the ice roughness fractal dimension of 2.5
interacts most strongly with the ice cover. Put another waydetermined from the power spectral estimates of the under-
the dependence of the mode shape for mode 1 at the iceiee profiles. The compressional and shear velocities in the
water interface is much stronger than for the other modesnodel corresponded with those estimated by Miéeal,*?
and consequently small changes in the under-ice profiland an ice thickness of 3 m was chosen, as this corresponded
cause large changes to the incident field. The result is a sige thicknesses observed during drilling operations. The mag-
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—20log10(IRI) for 3 m roughness variance, 22 m correlation length, D=2.5

Modal attenuation {dB/km} predicted by perturbation theory
T T T

7 T T T T 10 T T T T T
— 10Hz i
6| - -20Hz ! 1
- 30 Hz
5F |- - 40Hz _ E 1
T — 50 Hz
=4 ) -~
3 4r |- -60Hz , 7 .
2 . -
% 70 Hz -
@ 3r P g : : ; ‘ 7
o - ; ! i ! . : :
o L l ; y oo o L= - 80Hz
s of e 1 L ‘ : ‘ : |40 Hz
© L - T S e b
3 PR - -~ 50 Hz
1k RSN ST S el i 10"3—,\. Gonoinsooniinn : cone|- - B0 Hz 1
//// _4_—»—‘/‘/ . : ‘ : S R | —— 70 Hz
0 e m T L Ll s T T T T T i
: ) ; ; : 107* I I I 1 I I L I
_10 5 10 15 20 25 30 0 10 20 30 40 50 60 70 80 90

Grazing angle (deg) Mode number

FIG. 4. Reflection coefficient as a function of grazing angle and frequency!G- 6. Modal attenuations for forward scatter from ice with roughness
for the rough elastic ice model. The correlation length of the ice cover isParameters roughness variand¢”(=9 n¥, correlation length I) =22 m,
taken to be 22 m, the rms roughness is assumed to be 3 m, and the fracf@ctal dimension D)=2.5.

dimensionD of the ice roughness is assumed to be 2.5. The correlation

length scale and the fractal dimension were determineth lsyt_u measure- complex source spectrum of one of the shots was estimated.
ments, but the 3-m rms roughness assumed was substantially rougher than . . .

the measured value of 2.2 m. This roughness was used in order to obtaihNiS spectru'm was used anng with tkiRAKENC 'mOde'I dis- .
agreement with the measured propagation loss, which was twice as high &issed previously to synthesize the total received time series
historical measurements predict. over the 5- to 75-Hz band at ranges measured during the

bistatic transects. Comparisons between the actual recorded

nitude of the reflection coefficient for the ice estimated bytime series in Fig. 7 and the predictions in Fig. 8 show that
the theory using these parameters is illustrated in Fig. 4. Thg*cellent agreement was obtained by using the 3-m rms

sound speed profile measured by CTD cast during the experioughness value. The agreement shows that the propagation
ment is illustrated in Fig. 5. The modal attenuations corre characteristics of the Arctic sound channel can be modeled to

sponding to the propagating modes obtained using this rougff"y high fidelity, given the data to tune the model. This
surface reflection coefficient and this sound speed profile ar@ighlights the importance of obtaining direct measurements
illustrated in Fig. 6, where it can be seen that the modaPf Propagation loss during reverberation experiments, espe-
attenuation at 40 Hz varies between 0.08 dB/km for mode £i@lly when pursuing a model-based inversion, in order to
and 0.02 dB/km for the higher-order modes. ensure modeling the forward propagation with sufficient ac-
Comparison between modeled and observed propagd:U'acy- _ _ _
tion characteristics Using the source monitoring hydro- During the experimental period, helicopter transects
phone, which was unaffected by the surface reflection over ¥€re flown to drop sources for bistatic scattering experi-

sufficiently long duration to capture the bubble pulses, theNents. These drops also served as spot-checks for transmis-
sion loss as a function of range, but due to their sparsity,

could not be used directly to construct propagation loss
curves. The time domain comparison shown in Figs. 7 and 8,
and similar frequency domain comparisons with the empiri-

Typical Arctic SVP in water column
0 T T T T T T

100 cal models derived from theRAKENC modeling mentioned
200f previously, were used to validate the forward propagation
: losses needed for the inversions. The excellent amplitude and
kinematic matching of the model and data goes far to reduce
= 4007 our initial discomfort with using a historically supported
<= 500l roughness of 3 m rms, rather than the 2.2 m rms measured
g : over a limited region.
gook
7001 V. REVERBERATION MODEL
800 In Sec. Il we characterized the reverberation in the cen-
ool tral Arctic as the incoherent sum of three coherent modal
; : : : : groups, identified with surface, mid-depth, and RSR paths.
190030 1235 1440 1445 1250 1455 1460 1465 1470 Since the mean grazing angle and group delays of these three
Sound speed (m/s) paths are distinct and quite tightly grouped about the mean, it
FIG. 5. Central Arctic sound speed profile obtained from CTD measurementS '€asonable to hypothesize a model of the reverberation that
taken at the ZIRCON camp. assumes that at any given time the reverberation is received
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Measured Recsived Waveforms
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FIG. 7. The time series received at various distances
from the source during the bistatic transect experiments.
The range at which the experiment was conducted is
indicated on the vertical axis.
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from a total of nine scattering patches. Each of these patcheshere 6, and 6,, are the average incident and scattered
is associated with a different pair of the three possible in-angles of the energy in groupsandm, the integration time
coming and outgoing propagation paths. The reverberation asis equal to the reciprocal bandwidth, 0.1 s in our analysis,
a function of time may therefore be viewed as the incoherenand esl and nl are the energy source level and the ambient
superposition of nine time series, each of which is caused byoise power in the analysis band. The propagation gain tg
the same homogeneous scattering strength interrogated @t the group trajectory from the point source to the scat-
different sets of incident and scattered angles and at differertéring patchA,,, is corrected to include the incident field
ranges, and hence independent realizatignsthe case of only. The backscattered propagation gain fgom the scat-
patches associated with different incoming and outgoingering patch back to the receiver is similarly corrected to
groups, there are two possible ways for energy to come iinclude the scattered field only. The means of determining
and leave, corresponding to then and mn pairs: these are the incident and scattered modal amplitudgs,and ¢, is
also assumed to be incoherently additive although strictlypased on the Wentzel-Kramers—Brillouin decomposition of
they are not the modes into up-going and down-going plane waves. The
Proceeding accordingly, we propose the followingapproach and its limitations are discussed in Appendix A.
model for the time-dependent received reverberation plus In Eq. (1) the ranger,,, to the center of the scattering
noise power level, rl, centered about frequengy that is  patch is defined by
parametrized on a range independent, narrow-band scattering

kernel o(6,,60,| wy). Suppressing the explicit dependence _t
Fam(t) = )

on frequency the model has the form S,+S,’
whereS, , are the modal group slownesses
esl> 2 toy (1 m() Anm(t, )7 ( 8, O i (T (1)) 10 K
nom nm
=rl(t,7), (1) 00 |y uy
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FIG. 8. The synthetic time series computed for the

ranges recorded in Fig. 6. The good agreement gives
&0k confidence that the forward propagation modeling nec-

essary for the scattering strength inverse has captured
the proper magnitude and interference structure of the
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This is found by taking the stationary phase approximation to 20 —ikjr| 2
the round-trip propagator of the modes tg (r)= (zs) i (0 4
p propag gn<>;(z—s)rj§n¢1<s>¢1()dk_j (4)
ei(wot—(kn+km)r)f it (Si+ SN, and
wp
h is the band of | d ab 27 “r)?
wherewg is the band of interest centered abasg. tg ()= | S i(2,) 7 (0) —1 |, (5)
The ensonified areA,, observed over the pulse dura- m p*(z)r |fem T Vk;

tion time 7 is defined as half the pulse duration multiplied by q h q ) deoth
the average group velocity, the range and the horizontal diYN€réZs andz, are the source and receiver depths, respec-
rectivity of the receiver tively, andk; are the complex modal eigenvalues obtained

from KRAKENC using the rough surface reflection coefficient
CytCq obtained from elastic perturbation theory, as explained in
Ann(t, 1) =7—— Tan(DAO, 3 sec. IV.

Our goal is to obtain robust estimates of the scattering
where the modal group velocifyg is equal to the inverse of kernel(assumed homogeneous, or spatially invariant and iso-
the modal slownesS, . The additive noise level term nl in tropic) with the model outlined previously. For this reason
Eq. (1) is included for generality and plays an important rolewe evaluate the reverberation from all azimuthal angles si-
in the robustness of the inversion for the scattering strengthmultaneously to increase the degrees of freedom available in
for without it scattering strength estimates would be biasedhe data. This is consistent with the uniformity of the rever-
upwards by ambient noise at late time. beration observed over the 32 beams of the HLA. Integrating

The “transmission gainst{always less than one and ex- the reverberation over all azimuths, we selaé =2. In
pressed as power ratios, not dB, and hence distinct frojn TLaddition we restrict the degrees of freedom available for fit-
for the various groups are determined by summing the corting the data by parametrizing the scattering kernel according
rected modal amplitudes over the contributing modes to a grazing angle power law
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(0 ,0m) = a{sing,sinb}?, (6) time, t) before inversion. This still emphasizes high SNR
early reverberation slightly because we do not try to com-
pensate for attenuation effects in this equalization. We then

At_5|de ftrr? m ensurlrtlg tht_e ov_ercon_stra;nt of tr:cel'_nvtehrslonchoose as our error metric the rms fitting error between the
equations, the parametrization in HO) is aiso usetutin tha equalized received and modeled power level
it can model at least two of the canonical scattering laws

from commonly used scattering theory. For instance Lam- A N1

bert’s law, which indicates that the scatFered power i§ depene, . a,y,nl)= N > tafrl(ty, ) —1(t,, 7|, y,n)}2,
dent on the projected scattered area, is obtained witi n=0

and 10log 10&) = —27, while the perturbative expressions ®)

for homogeneous boundary scattering strengths are well agghereT=NAt is the total time over which the error is evalu-

proximated byy=2. The latter result is discussed in more ated, t,=nAt, and At is the sampling interval of the

detail in Appendix B. ~ smoothed reverberation time series, 0.1 s. These are approxi-
On the left-hand side of Eq(l) only the scattering mately independent samples for a smoothing interval of 0.1 s

strength average and noise level over the observation afgii, 10-Hz resolution. The predicted received levetirat
unknown. As pointed out earlier, the source energy levels eg|a5 suptracted from the data to form the error is computed at
are known from the analysis of the source monitoring hydroy,e center frequency of each analysis band, and is a function

phones, and corresponded_ closely to t.hose predipted USiNgG the scattering powers, the angular dependence param-
the Wakeley source modetlirectly to estimate the time se- eter, y and the noise level, nl.

ries. The transmission gains are determined numerically ac- 1 minimize the error metric in Eq8) we compute a

cording to the techniques outlined in Sec. IV .and in Bé8.  |inear inverse for each trial value gfby the method of least

and (). As discussed in Sec. IV, the good agreement be'squares. The linear combination of the three propagation

tween the transect data in Fig. 7 and the broadband transe&toup outgoing transmission gaing tayith the three incom-

predictions in Fig. 8 indicates that the calculated transm|sing transmission gains fgleads to a total of nine two-way

sion gains will accurately represent the energy incident ofyansmission gains, which are all modulated by the unknown
the ice as a function of range and time. It is worthwhile 0.,y 1on scattering amplitude For each fixed value of the
reiterate that high-quality transmission gains are required 'Bngular dependence parameterall the angular dependence

estimates of the scattering strength are to remain unbiased l@f these nine different scattering paths may be calculated in

late time reverberation levels, where inconsistencies in OVer34vance.

all propagation loss levels can introduce significant biases The inverse is found in the following way. The nine

into the inversion results. The coherent structure of the transtO_Way transmission gains are multiplied by the scattering

mission gains is also of primary importance for successfu‘Lﬂea and precomputed angular dependence kernel and

scattering strength inversion, as the propagation model Mug{,mmeq as in EqJ). This vector of received level structure

be able to predict the temporal structure observed in the re- ~ -
to pr ) P elements, denotedgrto indicate that they represent the re-
verberation time series.

ceived level for unity scattering strength for the assumed
angular dependence paramejeare used to define the over-
constrained system of equations

where« is defined to be the scattering strength in dB.

VI. INVERSION OF REVERBERATION TIME SERIES
FOR SCATTERING STRENGTH

The known environmental parameters: transmissior

gains versus incident and scattered angles and range, enel tor/fo(to’w| ¥) to
source level, and ensonified area are determined through ti tirio(t,,w|y) t
evaluations of Egs(2)—(5). It remains to solve Eq(l) for 17 (t | ; a(w)
. . - 2rlo(ty,0)7) 2 !

the parameters of scattering amplitudenoise level, nl, and . . nl(w)
power law,y. Inversion for the first two parameters forms a A : _
linear inverse problem. However, the reverberation level is ¢\ ty_irlo(ty_1,0|7) ty_1 s
nonlinear function of the scattering strength power law.
Since there are few parameters and the forward problem | A
very inexpensive to compute, we conceptually solve the lin-
ear inverse problem over a range of assumed power law e

i tOrl(tO’w)
ponentsy and then choose the result with the smallest rms ;
fitting error nri(t,,w)

= tri(tz,0) . 9

_\/EJTH—AIt 2dt 7 ;
erms(')’)_ T O{r( )—rl( ’7)} : @ tN—lrl(tN—law)

However, due to the large decrease in rl over time, late
time data are ignored by the metric in E@). In order to
place more equal emphasis on the late reverberation arrivalfy condensed notation, we wish to minimize
the received power levels are therefore multiplied by the in-
verse of the cylindrical spreading tertn or alternatively {e'e=[{As—a}{As—a}],

a
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FIG. 9. Summary of scattering strength inversion for
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the 35- to 45-Hz frequency band. Fer=2, the scatter-

ing strength is estimated at47.2 dBre m? at 8° graz-

ing incident and reflected. Good agreement between the
predicted and measured reverberation levels, indicated
in the lower-left panel, is obtained by combining the
constituent propagation groups together to yield the ob-
served structure.
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wheree' indicates the transpose ef It is well known that
this minimization is obtained by setting

s={ATA}"1ATq,
the Moore—Penrose or generalized inveérs@he solution
for s is obtained over the range of relevant angular poweingular dependence exponept The required noise level
laws vy, and then the,,,s from Eq.(8) is plotted as a function
of y to determine the combination af, nl, and y that best
represents the observations.

(10

VIl. SCATTERING STRENGTH RESULTS

The solution of the overconstrained system of Ef)
using band-limited reverberation data over trial angularscattering strength estimate 6#7.6 dBre m? at 8° grazing.
power laws 0.5 y=3.0 yielded scattering strength estimatesAt this value of y, the measured and predicted received re-
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for each frequency band. An example of the power law scan
for the 10-Hz band centered at 40 Hz is given in Fig. 9. The

upper-left plot indicates the average noise level and scatter-
ing strength 10 log 1Q¢(sin 6,,sin 6,)?) (evaluated for group

1 at 6,= 0,,=8°) achieving the best fit as a function of the

ranges from 78.5 dBe uPa/JHz at y=0.5 to 74.5 dBre
wPal\Hz aty=3.0. These values compare favorably to typi-
cal omni phone noise levels during the experiment. The
minimum rms error between the measured rl and the estimate
fl, shown in the upper-right plot, is achieved at a value of
v=2.25. For this angular dependence the inversion yields a
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FIG. 10. Components of scattering strength inversion
for the 35- to 45-Hz frequency band. Reverberation
model contributions from the lower sound speed upper
duct path are shown in yellow, while the mid-depth and
RSR contributions are shown in magenta and blue, re-
spectively. The sum of all the propagation paths without
additive noise are shown in red. The constant additive
noise level is shown in purple. The total modeled rever-
beration level, which includes the noise term, is shown
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in black. Comparison with the measured reverberation
level, which is shown in green, indicates good agree-
ment and shows the importance of modeling coherent
multipath effects in the propagation.
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verberation power are indicated in the lower-left plot. This These results also make clear that although the RL data
figure shows the general overall agreement, including théave a large number of degrees of freedom in them and thus
ability of the model to estimate propagation structure relatedow statistical fluctuation, the residual fitting error ovegis
effects at the first and second convergence zones for the RSRRevented from going much below 1 dB rms by bias errors
paths. Fory= 2, the scattering strength is estimated-&7.2  introduced by the modeling assumptions, such as use of the
dB, not significantly different. In fact, the estimated group 1semicoherent, range independent model, and the assumption
scattering strength is quite robust to assumptions of thef range independence of the scattering strength. While we
power law and noise level, varying only 1 dB over the feel that the fact that the estimates for gamma cluster around
range of reasonable power law exponents betweed and 2 for all frequency bands analyzed is significant, this model
y=23. Because the reverberation from the higher modes iparameter is not well resolved using our current solution to
more sensitive to the assumed valuegofhe uncertainty in  the inverse problem. The “flatness” of the error curve in the
the scattering strength for group (22.5° grazing varied  upper-right panel of Fig. 9 is an indicator of this. The domi-
over a range from 2.5 dB lower to 1 dB higher than thenant reason for our poor resolution is that, as shown in Fig.
estimate aty=2, and for group 317.5° grazing the uncer- 10, the reverberation data are highly dominated by the mode
tainty varied between 5 dB lower and 3 dB higher for sub-1 (group 1, or dudtreturn that ensonifies the surface at 8°.
optimal power lawsy. The 12° group Zmid-depth return is approximately equal to

2-D back-scattenng strangth ws, frequency (B deg grazing inc)

# w % ExpB84a Invarsion (pest garmma)

i
b4
T

1

4 FIG. 12. Predictions of scattering strength from 2D
elastic perturbation theory and experimental results
from the linear inversion of reverberation level. Here
- the value of the angular power law is unconstrained and
allowed to adopt the best value. Angular dependence of
the scattering strength estimated by the inversion pro-
7 cedure increases with frequency, wiglequaling two at

40 Hz and three at 60 Hz.
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the duct return at a few discrete ranges less than 100 km, anile inversion, at the higher backscattered angles the agree-
does dominate beyond 100 km, however the data importanaaent is similar. The overall frequency dependence of the
are diminished by our geometric-only range emphasis to thecattering strength inversions seems to be best fit bj?an
data. The 17° group 8RSR return is well below the duct power law indicated by the dashed line, as does the fre-
level at all ranges considered. Thus, errors in the power lawuency dependence of the elastic perturbation scattering
are not strongly penalized because the predominance of tretrength predictions. It is useful to note that the frequency
data are at a single angle. dependence of the scattering loss predicted by the elastic
Figure 10 provides insight into how the constituent scat-perturbation obeys this relationsHig\s scattered energy re-
tering paths combine to yield the total predicted reverberaduces the coherent reflection coefficient, this similarity in
tion level. In Fig. 10, the measured reverberation level ispower law between backscattered power and forward loss is
plotted in green. In black the best prediction is plotted, showhatural.
ing good overall agreement between the observed reverbera- In Fig. 12 the results of the inversions using the angular
tion and the model using the best choice of parameters. Theower law that minimized the given in Eq.(8) are super-
total estimate is the incoherent sum of the nine scatteringmposed on the perturbation predictions. Here we see a trend
paths discussed earlier. In this plot all the energy backscatn the data, where for low frequencies the bess found to
tered into the three groups from energy incident in the lowebe quite close to one, and at high frequencies approaghes
sound speed upper duct is indicated in yellow. At short range=3. The result is that at low frequencies the scattering
the lower sound speed upper duct contains the most energsirength is virtually identical into all backscattered angles,
so the largest contribution to reverberation out to ranges ofvhereas at the higher frequencies a greater angular depen-
about 120 km is from the lower sound speed upper ductlence to the scattered energy is detected. At this time, we do
energy. Beyond this range mid-depth energy, indicated imot understand the reason for the frequency trend in our best
magenta, tends to excite more reverberation as the lowdit gamma estimate. This may be a result of incorrectly, or
sound speed upper duct energy has been stripped by surfagemodeled, scattering phenomenology that requires further
losses. However for shorter ranges, the confluence of midanalysis, or a result of inadequacies in our dataset. Our rec-
depth modes at ranges of 30, 60, and 90 km can spike up mmmendation for use of these results in practical sonar equa-
provide levels of reverberation equivalent to, or greater thantion modeling is to use the theoretically supported gamma
those contributed by lower sound speed upper duct paths:2 value, and the scattering parameterthat results from
Similarly the RSR paths shown in blue also provide an ob-it. As mentioned before, the power law parameter was not
servable contribution to the reverberation level at converparticularly well resolved by our dataset. Revisiting the
gence zone ranges of 45, 90, and 135 km. As pointed outpper-right panel in Fig. 9 we see that the rms dB fitting
previously, it is precisely the presence of these modes tharror only varies by about 25% over the entire parameter
provides the inversion scheme with information regardingrange ofvy, from 1.2 to 1.4 dB rms. This is consistent with

the angular power lawy of the scattering strength. the fact that the peaks in the reverberation associated with

groups 2 and 3 are rather confined in time, so that matching
VIll. COMPARISON OF ESTIMATED SCATTERING them correctly only decreases the rms error obtained over the
STRENGTHS TO THEORETICAL PREDICTIONS whole reverberation sequence by a small factor. As before,

the inversions seem to indicate a scattering strength fre-

Constraining the angular power law of the scatterin
ning guar power 1aw ! gquency dependence proportionalffoor perhapsf %2,

strength to they=2 value predicted by perturbation theory,
inversions for the scattering strength of the Arctic ice canopy
as a function of frequency were obtained and compared tf<- CONCLUSIONS
theoretical estimates obtained with two-dimensional elastic  In summary, the scattering strength of the Arctic ice was
perturbation theory. The derivations of the two-dimensionalfound to roughly obey a frequency squared law, with back-
perturbation theory scattering strength is discussed in Apperscattering strengths for the lower sound speed upper duct
dix B. The two-dimensional scattering model assumes thaith 8° grazing angle varying from approximately57 dB
scattering patches are azimuthally uncorrelated. In Fig. 1te m? at 20 Hz to—47 dBre m? at 40 Hz and—43 dBre m?
the results are shown for the first column of the scatteringat 60 Hz. The data at 40 Hz are best fit with an angular
matrix, i.e., those elements where the incident angle corredependence of the Arctic ice canopy scattering strength with
sponds to the lower sound speed upper duct and the scattereidse to a square law dependence of the form
angles correspond to the three propagation paths. The scat- . .
tering strength estimated for a 3-m rms roughness, consistent o(6;,05)=0.14sin, sin 65)*
with the value used for the forward scattering loss analysisquite consistent with perturbation theory, although a trend
is shown by the solid curves, and the inversion results aré&rom lower angular dependence at low frequency to higher
shown by the asterisks at 20, 30, 40, 50, and 60 Hz with angular dependence at high frequency was found. Little sup-
constrained to a value of 2. port was found for the first power Lambert law angular de-
We see that by constraining the angular power law of thgpendence often cited in bottom scattering strength results,
scattering strength inversion to agree with the asymptotiexcept at the lowest frequencies. The overall magnitudes of
form of perturbation theory, the resulting estimates of reverthe observed scattering strengths were found to agree to
beration level in the Arctic underestimate the data by aboutvithin 3—5 dB with the values predicted by two-dimensional
3-5 dB. Due to the constraint on the angular dependence gferturbation theory, when the elastic properties of the ice
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were used in conjunction with the measured power spectrurtion is required in order to estimate the scattering strength as
of the ice canopy, and the LeSchack value of 3-m rms icalefined by theory, which is the normalized ratio of the scat-
roughness was used. This 3-m rms roughness was also rered intensity(s?) at some range to the incident intensity
quired to model the higher than average propagation losp? on the scattering apertute

values measured during the experiment, and we have reached 2

the conclusion that the 2.2-m rms value measured in the 5 gn,gm)_w

immediate vicinity of the ZIRCON ice camp was not repre- (6L

sentative. _ _ ‘wherer =r(cosf,g +sinb,e,) and the scattered field is ob-
The scattering strength parameters obtained from thigeryed in a halfspace with uniform sound speed.

analysis are theoretically reasonable results that are useful gjnce for the geometries of ice canopy scattering the
for the practical prediction of Arctic reverberation at 10w jncigent and scattered transmission gains are related to the
frequencies. We have .hlgh F:onﬁdence in the scattermg_value@,_ and down-going component of the total field at the sur-
for the mode 1 contained in the surface duct, which is thgace we must appeal to a ray theoretical description of the
most useful mode for active sonar in the Arctic because of it$;,ode field to separate the amplitudes of either of these com-
favorable depth and range coverage and its lower scatteringpnents from the total field. For general mode shapes found
strength. The fact that the predominance of our data are dug, finjte differences the distinction between up- and down-
to mode 1 is not a coincidence—the hypothesis of the Cengoing wave components is lost. However for WKBJ modes,
tral Arctic LFA Feasibility Experimeritwas that the design hich are obtained under an eikonal approximation from the
of an Arctic low-frequency active sonar should exploit modegepth separated wave equation, the following expressions for
1 to minimize reverberation, despite its larger TL. Our mea+pe up- and down-going wave components in terms of the

surement of scattering strength at 12° is also reasonably rgnode shapes and their derivatives can be derived from their
bust (—3/+1 dB) to our uncertainty in the angular depen- approximate form&#

dence power lawy. However our confidence i itself, and _

hence extrapolation of scattering strength to other angles, b (z)=— I ap(z')
stems more from theory than the measurements reported " 2knA2) 97
here. Our results are further dependent on theory to the ex-

tent that theoretical predictions were used for the source and 1 idkn(2')192' | -
propagation models. In this case the quality of the forward 2 4k,(2)?
model was ensured by the availability of measured TL from i )
transects data, and the source model was verified through b (2)= : I$(Z')
favorable comparison to the data collected on the source " 2knA2) 9z’
monitoring hydrophones. The value of the theoretical mod- , , ,
eling of the propagation loss is that it helps to illuminate the [EJF idknA2')10Z' |, -,
physics behind the unique propagation characteristics of the 2 4k,(2)?

Arctic. The model is also required to construct the semicoq,, Egs.(AL) and(A2), k,, is the vertical wave number of the

herent model in a rigorous way. The reasonable con3|stencr¥th mode at the specified depth. At a free surface, where the

between the dz_ata and moglel results for the propagation SUbtal field is identically equal to zero, these equations specify
gest that elastic perturbatlon theory is capabl_e of mOdel_'that the magnitude of the up- and down-going components of
forward propagation loss at low frequencies in the ArCtIC'the field are each equal to half of the maximum value of the

3.5 dB hat the fi q bati h Pode shape for the case of constant sound speed. Since at
B suggests that the first-order perturbation approach i, frequencies the Arctic ice canopy appears acoustically to

pot eptlrely capable of modglmg the measured backscatteBe very close to a free surface, this correction gives incident
mplymg 'that large slope/height features must account 1Eorand scattered field transmission gains that are approximately
this deficit. one half of the maximum value of the transmission gains
(e.g., the value at the mode shape maximanany given
ACKNOWLEDGMENTS range. Thus measured scattering strengths obtained using
The authors would like to thank the AEAS program maximum transmission gains could be corrected by adding

managers at ONR, Robert Feden and Barry Blumenthal, fot2 dB, since each transmission gain is too large by a factor
the opportunity to collect and analyze this data set. We als§f 4 (corresponding to 6 dB too little TL However itis clear
would like to thank the reviewers for their helpful and in- that using uncorrected transmission gains to the surface will

sightful comments which helped to sharpen the focus of théesult in extremely large estimates of scattering strength
paper during the review process. since the total field near the surface becomes quite small.

In practice the approximate relations in E§81) and
(A2) are only good for depths shallower than the depth be-
low which the WKBJ modes are cut off and become evanes-
Although the transmission gains of the total field may becent in the water column. We evaluate these equations at the
determined to excellent precision BRAKENC, Eq. (1) re-  surface so this difficulty is avoided. Since the nonunity gain
quires that we correct the transmission gains to the inciderglastic perturbation reflection coefficients were used as
and scattered transmission gains at the surface. The correoeundary conditions wheRRAKENC solved for the modes

z'=z

} én(2), (A1)

z'=z

én(2). (A2)

APPENDIX A: SURFACE CORRECTION
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shapes, a small contribution to the up- and down-going field k2 sir? 6,

amplitudes was obtained through evaluation of the second (§,i+1(Q|k)>2°<(—sz-

term in Egs.(Al) and(A2). However the bulk of the correc- 0

tion was provided by the derivative of the mode shape in thd-or the fractal dimensio® =2.5 and the correlation length
first term, which was determined through postprocessing o$cale ofl =22 m used in this study this is proportional to
the mode shapes using a finite difference scheme. Sir? 6,

(3.i+1(alk))?e

APPENDIX B: SCATTERING STRENGTH

The perturbation theory scattering kemnels such as thos@Ver the upper end of the frequency range of interest. As
that appear in LePagg al can be useful representations of discussed in the following the scattering mechanics of the ice

the scattered field. One attraction to the spectral integral fore@n0Py actually modify this frequency dependence. For free
mulation is that the solutions for the scattered field are obSurface scattering the two-dimensional scattering strength

tained in the frequency wave number domain. Thofsbas ~ May then be expressed in the angular domain as

derived the transformations from spectral densities to scatter- o, (65, 6;) <k sir? 05 sir? 6; . (B4)

ing cross section for the ensemble average of the two- . .
dimensional scattering kernel From Eq.(B4) it is observed that the scattering strength goes

to zero quadratically in the incident and scattered angjes
o20(9,K)=q5(¥(qlk))?2-D, (Bl)  and ¢, and that for a given wave number spectrum the
two-dimensional cross section grows linearly with frequency.
The results obtained for elastic perturbation grow more
quickly as a function of frequency, due to the effect of the
subsonic flexural wave which is excited in the ice sheet by
the scattering process. The spectrum of this mode away from
Jesonance effects low-angle scattering in the propagating re-

where o is the scattering cross sectioB, is the two-
dimensional scattering kernel for unity plane-wave excita
tion, k is the two-dimensional horizontal wave number vec-
tor of the incident field,q is the scattered horizontal wave
number vector, and|, represents the vertical wave number
of the scattered field in the acoustic half-space. Here it i
useful to include the explicit equation for the ensemble av9ime.
erage of the square of the—D scattering kernel for unit
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Low-frequency sound generation by an individual open-ocean
breaking wave

Steven L. Means? and Richard M. Heitmeyer
Naval Research Laboratory, Code 7121, Washington, DC 20375

(Received 13 April 1999; revised 4 August 2000; accepted 20 April 2001

Bubble cloud resonances have been proposed as an explanation of the low-frequency acoustic
radiation produced by breaking waves. A previous mdéelN. Oglz, J. Acoust. Soc. Am95,
1895-1912(1994] considered excitation of the bubble cloud by a rigid piston at the base of a
hemispherical bubble cloud. The present model considers excitation of the cloud by individual point
sources within the cloud. A Green'’s function is obtained for a point source displaced from the origin

of a hemispherical bubble cloud beneath a pressure release surface. The method of images and
superposition allow one to obtain the field generated by a distribution of point sources within the
bubble cloud. The frequency-dependent radiation pattern for two distributions of point sources
within the cloud is obtained. Distributing the point sources within the forward sector of the bubble
cloud generates spectral characteristics consistent with measured open-ocean breaking wave spectra.
[DOI: 10.1121/1.1379729

PACS numbers: 43.30.NISAC-B]

I. INTRODUCTION oscillations are the principal source of sound generation by
breakmg wave$§.Therefore, it is reasonable to consider the
entrainment of bubbles as the dominant excitation mecha-
nism of the bubble cloud.

Ambient noise in the open ocean has long been corre
lated with wind speed? More recent work™’ has shown
that upper frequencigsore than~1 kHz) of the noise spec-
trum are well correlated with oscillations of individual
bubbles entrained during wave breaking and has been mod- PREVIOUS MODEL
eled theoretically. Due to the absence of significant popula-
tions of large bubbles observed beneath breaking waites,
is unlikely that acoustic radiation from individual large
bubbles can explain the low-frequency portidess than~1
kHz) of the observed ambient noise spectra.

Collective oscillations of bubble clouds were suggeste
as a low-frequency sound generation mechanism of breakin
waves as early as 198%!Although a number of other can-
didate mechanisms have been propd$ewcent laboratory

studied®® have provided evidence of sound generationh iation of the bubble cloud b foct
through collective oscillations of bubble clouds. Addition- tN€ excitation of the bubble cloud by an effective pressure

ally, simultaneous at-sea observations of breaking waves arﬂi"e to a d|str|put|on of nev_vly.forme(.j bubbles at the ar=
acoustic signaturé$'’have shown a correlation between the ubble cloud interface. This is equivalent to forcing the
presence of bubble clouds and low-frequency acoustic radnap ubble cloud into oscillation with a rigid disk as illustrated in
tion in the open ocean Fig. 1. In his model development, he assumes a number of
' 7,9,21-29
A number of paper§!® have reported on theoretical f size}® and

characteristics of the compositién;
1 . .
mechanisms governing the oscillation and radiation Ogrowth raté" of the bubble cloud, and strendtbf excitation
bubble clouds; however, few comprehensive models hav

Qased on observations reported by other researchers. He de-

been developed. In developing a comprehensive model fdives the following expression for the far-field acoustic pres-

the generation of low-frequency sound by collective oscilla- sure,

tions of bubble cloud entrained via wave breaking, one must 1 ‘

consider the mechanism by which the bubble cloud is ex- p(r')= Kr > cii2tle kP, L (cosh) 1)
cited. A number of mechanisms have been proposed; how- n=0

ever, concurrence of opinion is that newly entrained bubblevhere

In 1994, H. N. Ogwe?° proposed a model to predict low-
frequency sound levels generated by a distribution of indi-
vidual breaking waves. The model was based on a simplified

model for low-frequency sound generation from a single
O:)reaking wave. Although this model was somewhat success-
gll in explaining the noise field due to a distribution of
reaking waves, it did not predict spectra from individual
breaking waves that are consistent with experimental obser-
vations. Oga’s model for a single breaking wave considers

(4n + 3)2;;:0Amn(j 2n+ 1( kca)j ém( kca) - J én-%— 1( kca)j 2m( kca))
(KIke) g 1 (Ka)jon+1(Ke@) —hans1(Ka)jon 1 (Kea) ’

Ch=

aE|ectronic mail: means@wave.nrl.navy.mil
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Air TABLE |. Parameter values used in E(}) to characterize the size and
composition of the hemispherical bubble cloud. The cloud radius and void
fraction were chosen so that the fundamental resonance would agree with an
experimental measurement. The remaining values were those chosen in
Oglez’'s analysis. All of the parameter values are within the range of experi-
mental observations.

FIG. 1. Diagram of equivalent excitation mechanism as used in the Ogu

4 ) ° Parameter Description Value
model. The bubble cloud is excited by the effective pressure of a number of
newly entrained bubbles near the cloud—air interface. a bubble cloud radius 0.75 m
I bub—min minimum bubble radius 5010 °m
T bub—max maximum bubble radius 2010 3m
(—1)"2M(4m+1)(2m—1)!1 (2n+1)!! £(F put) bubble radii distributionr 5, n=4.3
Amn= (2n+1-2m)(n+m+1)2™mi2"*int - B void fraction 0.08

The functionP,,(x) is the Legendre polynomial of ordex,

andj(x) andh(x) are the spherical Bessel and Hankel func-predicted from the bubble cloud size and the effective
tions, respectively. The bubble cloud is of radausind the frequency-dependent sound speed within the cloud.
interior and exterior wave numbers are given lbgandk_,

respectively. The primes indicate a derivative with respect to

the argument. . lll. EXPERIMENTAL MEASUREMENTS
An angle-frequency surface of the pressure field inten-

sity, based on Eq1), is shown in Fig. 2. This surface shows In the spring of 1995, time coincident measurements of
the angular radiation pattern as a function of frequencyscoustic signatures and the occurrence, locations, and sizes
(along the radial coordinatein the central plane of the of individual breaking waves were obtain¥dThe Naval
bubble cloud's cross section at a fixed distance from th&research Laboratory, in conjunction with the Marine Physics
cloud. The parameter values used to produce Fig. 2 are givamboratory, conducted the experiment from onboard the RP
in Table I. The cloud radius and void fraction were chosenFL|P moored approximately 2 nm west of San Clemente
such that the fundamental cloud resonance would be ifsjand. The acoustic signatures were obtained from the end-
agreement with the resonance peak observed experimentalfite beam of a vertical array deployed at the end of a 23-m
which appears below. However, these values are still wellace boom mounted on the lower deck of the ELIP. The
within the Iarge range of observed values reported in eXiStin@|ement Spacing and the depth of the array were selected to

literature. The remaining parameters are those used by Oglnterrogate a 34-m-diam disk on the ocean surface at a fre-
in his analysis. The dominant feature of this angle-frequency

surface is the strong harmonic line set. These lines are pro-
duced by the resonances of the bubble cloud and can b 30
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FIG. 3. Time-frequency surface obtained experimentally in at-sea measure-
FIG. 2. Angle-frequency surface of the field predicted by thé Dguodel ments on the end-fire beam of an array deployed from aboard RP FLIP
calculated via Eq(1). A strong harmonic line set is predicted with each line northeast of San Clemente Island. A single low-frequency peak in the spec-
being related to a mode of oscillation of the bubble cloud. The resonancéra appears at-40 Hz. Similar low-frequency peaks were observed in

frequencies can be predicted from the cloud size and the effective sounnbughly%of 221 analyzed spectra. The spectral line at 180 Hz is pump noise
speed within the cloud, which is dependent on the composition of the cloudirom the research vessel.

0 dB // peak
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qguency of 400 Hz. A video camera mounted on the upper A9 - T
deck of the FLIP recorded the breaking wave surface prop- N N
erties. 6

Figure 3 shows a time-frequency signature of a single
breaking wave that was observed in the field of view of the
video camera during 12 m/s winds. The video recording in- (r.0,0)
dicated that the active portion of the breaking wave had a
duration of 3.5 s and an equivalent radius of about 7.4 m. As
such, it was one of the largest waves observed during the
30-min observation period. The wave itself was a spillingri. 4. coordinate system chosen for the point source excitation model
breaker that was composed of three distinct crests over itgevelopment.

3.5-s lifetime. All of the breaking waves observed during the
period were spilling rather than plunging.

A prominent feature is the single low-frequency peak (V24 K2)G, = —
near 40 Hz. The line at 180 Hz is due to pump noise from the erp
research platform. Roughly one-third of the 221 acoustic sig-
natures observed in the video recordings contained a peak in 2., 1,2 _
the 40 to 60 Hz range. The remaining signatures consisted of (Vi4ke)Gn=0  for r=a, (30)
broadband bursts with significant energy at the lower fre-
quencies without an obvious resonance peak. The strong har- (V2+k?)Gg=0 for r=a, (30
monic line set, as predicted by the Qgmodel, was not
evident in any of the measured signatures. Previous é?'seawherek is the effective wave number, as discussed below,
and laborator}y® measurements indicate similar spectra. Theyithin tﬁe bubble cloud.
at-sea measurements did not show discernible resonance Tpe particular Green's function, G may be derived by

peaks; however, ambient shipping levels precluded observag)iowing a procedure similar to that found in a paper by Luk
tions below 75 Hz during most of the reported times. Thegt 4132 |t is also presented in the text of Morse and Indard
laboratory measurements did, however, show individualyiinout derivation as

spectral peaks below 150 Hz that were shown to be associ-
ated with bubble cloud oscillations.

zZ

AmS(r—r1")8(60—0")5(p— ")
r?sing

. (33

0 n
. (n—m)! ,
Gp=ike2, (2n+1) 2, ey COAM(¢— ')
IV. POINT SOURCE EXCITATION MODEL % an(cosa’)an(cose)
In an attempt to develop a more physically realistic jn(Kr Y(Ker), if r>r’,
bubble cloud excitation model without the inherent reso- X1 . 4
in(ker)hp(ker”), if r<r’,

nance structure of the previous model, one considers the field

produced by a distribution of point sourcesewly formed

bubbles within an effectively homogeneous hemisphericalwhere

bubble cloud. The field produced by a single point source

within a hemispherical bubble cloud beneath a pressure- 1, if m=0,

release surface is equivalent, via the method of images, to a Em_[

pair of oppositely phased point sources within a spherical

cloud. The total field due to a distribution of sources may

then be found by summing incoherently the fields generated The homogeneous solutions may be expressed, based on

by the individual point sources and their images. the geometry of the problem, in terms of Legendre polyno-
The field for an individual point source within a spheri- mials, spherical Bessel or Hankel functions, and undeter-

cal cloud is found by solving for the Green'’s function, G, in mined constants as

the inhomogeneous Helmholtz equation,

“l2,  if m>o0.

4m(r—r1')8(0—0')8(p— ') S~ : .
(V24+k)G=— g ) Gini= nZO m;n anme ™ PM(cosh)j (Kl ), (5a)
This function must satisfy the boundary conditions, continu-
ity of pressure and normal velocity, at the surface of the © N _
bubble cloud. The coordinate system used in this develop- Gg= E bame ™?PN(cos)h,(Kr). (5b)

ment is shown in Fig. 4 and is oriented such that the positive n=0m=-n

z direction is beneath the surface. Here the primed variables

indicate source location. The Green’s function may be exThe boundary conditions at the bubble cloud—water interface
pressed as a summation of the solutions of the particular anare used to solve faa,,,, andb,, yielding an exterior solu-
interior and exterior homogeneous equations, tion (r>a) of
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Xe—imdz/an(COSe/)jn(kcr/) ]J.E:_I.'{.‘T
o h! : FIG. 5. Distribution of point sourcegewly entrained bubblg¢sused for
(hn(kca)l n(kca) hn(kca)J n(kca)) comparing the point source excitation model with the disklike excitation of
((p/pc)hp(ka)jn(kea)—(kikohl(ka)j,(kea)) Oglz model. Points sources are randomly distributed within a thin layer

(7.05x 10" % m) just beneath the air—sea interface.

X eMP™(cosh)h,(Kkr). (6)

A simple check, necessary although not sufficient, may b
performed by allowing.—k andp.—p, i.e., removing the
bubble cloud—water discontinuity. In doing this, E) re- S(t):rbube_ikrbubps(t)_ (10)
duces to Eq(4) as expected. . . . . :

As postulated earlier, the bubble clouds that form be_SlnceIthet butéblethls c%nildered tg bed fntLamed |n§rtﬁnta-
neath breaking waves may be modeled as a homogeneo[]gousy at a depthy will be considered to be zero. The

media at low frequencies; i.e., frequencies lower than theOUrce strength spectrur(w), of an individual bubble is

natural frequency of the largest bubbles. The work of comoPtained via the Fourier transform of EQLO) and s ex-

mander and Prosperetfipased on linearization of a nonlin- pressed as
ear model of pressure wave propagation within a bubbly lig- o <"ousP (b—iw)
uid, yields an expression for the effective wave number S(w)= 2m(b?—2i TN
within the bubble cloud as 2m(b"=2ibw— 0"+ w,)
w Therefore, for some large distance exterior of the bubble
5 I bubf (7 bub) AT bub . .
kc=w2/c2+4wwzﬁf 0+ 2be (7) cloud, the pressure spectrum, due to one point source, is
0 wo— @+ 2ibw determined by the product of the source strength spectrum
where w, and b are the frequency dependent natural fre-and the exterior Green’s function. The power spectrum from
quency and damping factor of individual bubblesjs the @ distribution of point sources and their images is then deter-
number of bubbles per unit volume, af(t,,,) is the nor- mined by

d he monopole amplitudé or source strength as a function
of time would then be given by

11)

malized bubble radii distribution function. See the work of N

Commander and Prosperétiifor a detailed derivation of P(w,F):E |Sn(w)|2|Gn(r’rr’1)_Gn(r!rilma en)|2,
these parameters. The above expressions, Bysand (7), n=1 ’

may be used to predict the far-field pressure due to a distri- (12)

bution of point sourcegexcited bubbles by incoherently whereN is the total number of active bubbles.
summing the field for each source and its image.
VI. MODEL COMPARISON

A comparison between the proposed and existing models

Individual bubbles entrained within the process of wavejs made by allowing the point source distribution of the pro-
breaking may be excited via a number of possible mechaposed model to be analogous to the piston excitation of the
nisms. Once excited they radiate acoustic energy. A numbeabgiz model. This is done by randomly distributing the
of excitation mechanisms have been propoSesiich as ra-  sources within a thin layer just beneath the water’s surface
dial and asymmetric flows and turbulence. The results of thésee Fig. 5. The angle-frequency intensity field shown in
present analysis are relatively independent of the excitatioFig. 6 is due to 1000 active bubbles distributed within a layer
mechanism chosen. Therefore, a simple model will be usedxtending 7.0% 103 m beneath the surface. The parameters
to make the analysis tractable. Hollet and Heitm&pro-  contained in Table | were used here for comparison purposes.
posed that a bubble is excited into oscillation by a sudderrhe bubble radii distribution of the active bubbles is the
pressure change when it is instantly entrained into the watetame as that of the bubbles composing the bubble cloud. In
at a depth. A more detailed explanation may be found in theomparing Figs. 2 and 6, one sees the same basic harmonic
text by Leightor®® The pressure difference at the bubble structure. The point source excitation model predicts broader
surface would be that of the liquid pressure plus surfacgesonance peaks and a steeper decrease in peak levels with

V. EXCITATION MECHANISM

tension? increasing frequency. However, the basic structures are simi-
20 lar and both exhibit characteristics not seen in experimental
P.,=pgZ + - (8) measurements.
bub

The pressure field radiated by an excited bubble is that of &Il. NEW SOURCE DISTRIBUTION
damped sinusoifi Therefore, the pressure at the bubbles sur-

In an effort to explain the difference between the mod-
face can be expressed as

els’ predictions and experimental measurements one may
ps(t)=Pye Plcog wot+ ). 9 note several postulates of the models. First, the models are
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FIG. 8. Distribution of point sources modeling a hypothetical entrainment of
bubbles during the breaking of a wave. The active bubbles are randomly
distributed in the outer portion of a volumetric sector.

The main advantage of the point source excitation model
is that sources can be distributed within the bubble cloud
based on the physical mechanisms occurring during wave
breaking. To date, no conclusive study has been carried out
to determine the characteristics of the entrainment and how
they vary for wave parameters and breaker type. However,
one may proceed by making assumptions based on observa:

FIG. 6. Angle-frequency surface of the field predicted by the point sourcetions made in the existing literature. Kolaini and CAlrab-
excitation model with the layerlike source distribution as illustrated above.geryed that during the breaking of a wave bubbles are en-

The field characteristics are similar to those predicted by théez@godel.
The same harmonic structure is apparent, although the resonance peaks
broader. As in the case of the Qgumodel, these characteristics are not
evident in experimental measurements.

%r% ined at its leading edge. This has also been proposed in
theoretical work by Longuet-Higgins and Turffér.The
shape and relative dimensions of the entrainment region may
be drawn from observatiofts and photograpi® in the

based on a perfecﬂy Spherica| bubble cloud geometry WhicM\lorkS of Lamarre and Melville. An attempt to illustrate these
is obviously an abstraction of entrained clouds under openProperties within a breaking wave is shown in Fig. 7. The
ocean breaking waves. Second, the models consider a wefctual entrainment region used in this study is shown in Fig.
defined interface between the edge of the cloud and su|8. The active bubbles are randomly distributed within the
rounding water. Since the predicted resonances of the clodgpundariesa/2<r’<a, —ml4<¢’'<ml/4, andn/d<¢ <m/2.

are associated with the higher modes of the cloud volume,
one maya priori assume that these postulates could contrib-

ute to the disparity with experimental measurements. How- 25
ever, any shape of an entrained bubble cloud will have highel
order modes of vibrations that would necessarily give rise to
resonances similar to those predicted by the spherical georr
etry. In studying the images of entrained bubble clouds re- 100
ported by Lamarre and Melvilf (wave tank and by
Deané® (surf), one comes to the conclusion that there does 150
in fact appear to be a relatively distinct boundary between 5
the cloud and surrounding water. At the frequencies of inter-
est here, the length scale of the boundaries would be on thi 200
order of 0.2 m, or roughly a quarter of the bubble cloud’s
modeled radius, before being on the same order of a wave
length. This does not appear to be the case in these image 250
Therefore, neither of these two postulates would appear tc
give rise to the observed discrepancies.

300

o
-40 -30 -20 -10 0 dB//peak
1 1 1 1 A1
EETEE

Frequency (Hz)

FIG. 9. Axial spectrum generated by moving the point source from the

FIG. 7. lllustration of entrainment region during the breaking of a wave origin toward the perimeter of the bubble cloud alatig-37/8. This shows
(side view and top vieyv Newly formed bubbles are entrained at the leading that the fundamental mode is predominant when the point source is in the

edge of the breaker as it propagates to the right.
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outer portion of the cloud.
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FIG. 10. Partqa), (b), and(c) represent the instanta-
neous internal pressure field for the first three modes of
oscillation for the given cloud composition and geom-
etry. The resonances of the complete sphere, as pre-
scribed by the method of images, are of interest here.
They have resonant frequencies of 38, 56, and 72 Hz,
respectively. The remaining partsl), (e), and(f), rep-
resent the interior acoustic intensity within the hemi-
spherical cloud excited by the random distribution of
active bubbles, as described in the text, at frequencies
of excitation corresponding to first three modes.

d) e) f)

0 dB//peak

One may investigate the effect of the source locations by ~ This phenomenon may be explained by considering the
obtaining the response of the cloud by a single source imodes of the spherical cloud. It is the modes of the full
different locations. Figure 9 shows the far-field axia0) sphere, as prescribed by the method of images, which are of
pressure intensity as a function of frequency as a single poinhterest here. Figures d), (b), and (c) show the interior
source is moved from the origin of the hemispherical cloudpressure field within the spherical cloud for the first three
to the outer edge along th=3#/8 radial. It is evident that modes of vibration: 38, 56, and 72 Hz, respectively. Pressure
as the source is moved away from the origin most of thenodes within the spherical cloud can be seen for the higher-
energy is contained within the fundamental mode. At posi-order modes. Therefore, when an active bubble is near a
tions near the origin most of the energy exists in higher ordenode it is less effective at exciting the cloud into oscillation
modes. or more effective if it is near an anti node. Since higher

Frequency(Hz)
300 200 100 30 30 100 200 300

0 dB // peak

FIG. 11. Angle-frequency surface of the field predicted by the point source excitation model with the sectorlike source distribution as ilhsiatétia
spectra is dominated by a low-frequency peak similar to that of at-sea measurements. Harmonics are still noticeable, although they are gceiathevetiuc
The third and fifth harmonics are at least 16 and 32 dB lower, respectively, than the fundamental peak.
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Acoustic data measured in the ocean fluctuate due to the complex time-varying properties of the
channel. When measured data are used for model-based, geo-acoustic inversion, how do acoustic
fluctuations impact estimates for the seabed properties? In May 1999 SACLANT Undersea
Research Center and TNO-Physics and Electronics LaboréEaily), conducted a shallow-water
experiment on the Adventure Bank off the southwest coast of Sicily, Italy to assess the effects of a
time-varying ocean on acoustic propagation and geo-acoustic inversion. A favorable area for
acoustic propagation was identified which had slight internal wave activity and a weakly
range-dependent bathymetry with sand-like bottom properties. Oceanographic and acoustic
measurements were performed continuously over a 3-day period. Broa@h2n8.8 kHz acoustic

signals from a bottom-moored source were transmitted over fixed paths and received on a moored
vertical hydrophone array. During the transmissions extensive environmental measur@gents
sound speed, current, sea-surface waveheight) etere made to correlate the time-varying
environmental and acoustic data. Modeled acoustic data show time variability which agrees with the
measurements. Results illustrate severe problems when modeling shallow-water acoustic
propagation at ranges beyond a few kilometers in the frequency band considered. Further, the
acoustic fluctuations in time caused erroneous time variability in inverted seabed properties.
[DOI: 10.1121/1.1385898

PACS numbers: 43.30.Zk, 43.30.Re, 43.30.Pc, 43.3(0DB |

I. INTRODUCTION To address the issue of modeling acoustic propagation in
time-dependent shallow-water environments, SACLANT

Prediction of sound p_ropa_gano_n n f[he ocean IS genery, - ersea Research Center and TNO-FEL conducted the
ally performed by assuming time invariance for the short

. . ; . dvent’'99 experiments. These took place in May 1999 on
period of an experiment. This assumption has been shown 2
. : . . e Adventure Bank off the southwest coast of Sicily. Broad-
be sufficient for certain shallow-water regions as numerica

modeling of received energy levélsand received time and Imea_r—frequency—modulgteU:M) and multltone(MT)
serie2? has been performed successfully by using “frozen” acoustic S|gn_als were transmlt_ted every minute for up to 18
environmental inputs. However, other experiments conl @nd the signals were received on a moored 64-element
ducted in particular shallow-water regions show significant/€fical line arrayVLA) at three fixed ranges of 2, 5, and 10
variability in acoustic data caused by changes in the oceandM- This experimental setup allows, to some extent, isolation
graphic conditions with tim&® Anomalies in acoustic en- ©f the channel’s time- and range-dependence. The experi-
ergy levels in a certain frequency band were detected during1ental area was carefully chosen to have weakly range-
the Yellow Sea summer experimérand decorrelation times ependent bathymetry and bottom properties, and relatively
as low as a few minutes were observed in time series adoW time variability in the water columrii.e., absence of
quired during the 1995 SWARM experimeénthe fluctua-  Strong tidal-induced internal waves, which is typical for the
tions in the acoustic data from these experiments are modflediterranean Sealn contrast to the Yellow Sea and the
likely due to a strong internal wave activity. The appear- 1995 SWARM experiments, the region for the Advent'99
ance of strong internal waves was knowarpriori to those experiment shows favorablée., easy to modglconditions
experiments, and the objective of the experiments was téor acoustic propagation modeling. The reason for choosing
investigate how this time-dependent oceanography affectlis site was to assess the degree of time variability of re-
the acoustic propagation. Accurate predictions of soundgeived acoustic data in a benign shallow-water area and to
propagation in these regions cannot be achieved unless farther understand the limitations of propagation modeling in
good estimate of the time- and range-varying environment i€ time-varying ocean. Only oceanographic data taken from
included in the modeling. Therefore, a successful propagathe measurements were used in the propagation modeling
tion prediction depends on the amount of environmental in{i.e., no synthetic environments were generated using ocean
formation available and the degree of postprocessing desiredodeling.

from the raw acoustic signale.g., averaged transmission Matched-field processingVIFP) geo-acoustic inversion
loss or complete time series is a technique that uses measured acoustic signals to deter-
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mine seabed propertié%:** For MFP inversion, a propaga- caused by ocean fluctuatiofsnless all the time variability
tion model is used to determine the acoustic response usimf the ocean is included in the acoustic propagation model-
various combinations of seabed input parameters. Efficiening). Such a system would require placing a limitation on
search algorithms are applied to determine the parameter satoustic frequency and source—receiver range separation that
giving the optimal match between modeled and measuredepends on the oceanography.
data(for a given cost function The assumption being the An overall description of the Advent’'99 experiment is
best fit to the measured data occurs when the correct seabgiven in Sec. Il, followed by analyses of oceanographic and
parameters are used. Using measured data, the MFP-basaebustic data collected. Correlations between oceanographic
geo-acoustic inversion method has been demonstrated to beaad acoustic variability are established, and correlation time
useful technique for estimating shallow-water seabedscales for the acoustic data are presented as a function of
parameter$*'® Variations in seabed parameter predictionsacoustic frequency and propagation range. In Sec. Ill MFP,
can result when MFP geo-acoustic inversion is applied t@eo-acoustic inversion is performed by searching for bottom
different time realizations of measured acoustic data. Thigroperties and source—receiver geometry to obtain the best
undesirable outcome can be caused both by the numeric&btimate of seabed propertiéand best agreement between
methodology and by fluctuations in the environment. Meth-modeled and measured daté€Environmental parameters
odological variability occurs in cases where unknown paramfound for subsequent received signals indicate the impact of
eters have little sensitivity and therefore the fithess betweethe time-varying ocean on parameter estimates. Also in Sec.
modeled and measured fields does not depend on the valllé a simulated acoustic data set is generated using measured
of a particular parameter. In a related article, a detailedathymetry and two-dimensional sound-speed profiles,
analysis of the numerical methodology of MFP, geo-acoustiavhich is subsequently used for geo-acoustic inversion. These
inversion has been consider¥dUsing a subset of the data Simulations produce inverted seabed properties with a vari-
considered herémultitones at 2-km source—receiver Separa_abi“ty that C|OSE|y resembles those found using the measured
tion), the article shows that with a more complex descriptiondata. In this way, the variability in the inversion results are
of the seabedthan that used heyseveral of the parameters attributed primarily to the ocean sound-speed profiles.
are unstable due primarily to the numerical method. Here, a
simple parametrization is chosen and that provides numericalr THE ADVENT'99 EXPERIMENTS
stability, whereby slight perturbations to the acoustic data A schematic of the experimental setup for the Advent'99
result in only slight perturbations to the predicted parametegxperiment is shown in Fig. 1. Broadband acoustic LFM and
values. MT signals covering a frequency band from 200 Hz to 1.6
The other contribution to the variability in MFP geo- kHz were transmitted every minute for up to 18 h. The
acoustic parameter estimates is due to the fluctuations in thgoustic source was moudtd m off thebottom in a moored
measured acoustic fields. The purpose of this paper is tgwer at a water depth of 76 fsource deptlzs=72m). The
determine how acoustic time fluctuations impact geosignals were received on a moored 62-m, 64-element VLA at
acoustic inversion. There has been much effort toward imthree fixed ranges of 2, 5, and 10 km. The signals were
proving the numerical methods of MFP inversion; howevertransmitted for arouth 5 h along the 2- and 5-km track and
there may be limitations due to the environment. It is known18 h along the 10-km track. In addition, LFM signals in the
that acoustic fields measured in the ocean will fluctuate witlfrequency band from 2.0 to 3.8 kHz were transmitted for
time due to a dynamic rough sea surface and random soungrourd 4 h along the 5-km track. The replica signal was
speed fluctuations in the water column. When used for geomeasured for each transmissi@xcept for the 2.0—3.8-kHz
acoustic inversion, model parameters will adjust and try taransmissionsusing a reference hydrophone near the source.
compensate for the fluctuations. The complicated oceagach of these replicas was used to eliminate time-varying
sound-speed structure causing the true acoustic fluctuatiopgoperties of the source when estimating the transfer func-
are typically not taken into account in the computation. Howtion of the waveguide.
do the acoustic fluctuations impact geo-acoustic inversion? The sound-speed profile in the water column was mea-
Acoustic fluctuations may translate into harmless shifts insured by a 49-element conductivity—temperature—depth
apparent(predicted source or receiver positions. Or, these (CTD) chain towed by ITNS @€LoPE with a data sampling
fluctuations may translate into not-so-harmless shifts in preevery 2 s. The CTD chain spanned around 80% of the water
dicted seabed propertigs.g., sediment sound speedor  column, and the chain was towed continuously between the
frequencies below 1 kHz, the seabed properties do nadcoustic source and the VLALO-km track during all the
change during the time of an acoustic experiment. Howevemcoustic transmissiorigxcept for the 2.0—3.8-kHz transmis-
if the geo-acoustic inversion modeling compensates fosions. The tows resulted in sound-speed profile sections ev-
acoustic fluctuation by adjusting seabed properties, then agry hour along the 10-km propagation track, indicating both
erroneous time variability will appear in the inverted seabedime- and range-variability. Details are provided in Sec. 11 B.
properties. One application for estimating seabed properties Oceanographic equipment was moored along the acous-
over a large area is using an MFP, geo-acoustic survey wittic propagation track in order to correlate changes in the
a towed sound source and moored array of hydrophbhiés. received acoustic signals with changes in the environment.
seabed property estimates depend on ocean variability it mayleasurements of the sea surface height was performed by a
be difficult, or impossible, with such a towed system, to dis-wave rider moored between the source and the VLA for the
tinguish between true sediment spatial variability and tha®-km acoustic tracksampling every 0.4)s Two bottom-
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FIG. 1. Advent'99 experimental re-

gion on Adventure Bank. Acoustic
transmissions were made from a
source moore 4 m off the bottom, and

the signals were received on a 64-
element bottom-moored VLA at three
ranges from the source.

moored acoustic-Doppler-current-profiléADCP) systems the time series, an¢f) denotes the complex conjugate op-
were recording the current over almost the entire water coleration. The measure in E(l) corresponds to the general-
umn. A 600-kHz ADCRBarnacle system was moored close ized beamformer, and it has a value of 1 for two identical
to the source with a data sampling every 5 min, and a 300signals and O for completely uncorrelated signals. The corre-
kHz system(Sentine] was positioned at the VLA for the lation of the chosen reference signal with the subsequent
10-km acoustic track, acquiring data every 6 min. Besideseceived signals is shown in Fig. 2. Only the first 4.5 h of the
the bottom-moored ADCP systems, the current was meeacorrelation is shown for comparison between the three
sured by the ship-born ADCP system on the NRMJANCE.  ranges.
Details concerning the collected wave rider and ADCP data In general the correlation time decreases as the fre-
are included in the Appendix. quency and propagation range increases: the acoustic signal

The meteorological conditiofe.g., wind speed and di- is more sensitive to changes in the environment at higher
rection, temperatujewas determined continuously by the frequencies, and the signal propagates through more of these
onboard(NRV ALLIANCE) meteo system, and satellite im- changes at longer ranges. At the 2-km range the similarities
ages of the sea-surface temperature were provided every dajf.the signals are high within the 4.5 h, but at higher frequen-
Seismic surveys were performed along the propagatiogies the correlation decreases smoothly as the geo-time
tracks to estimate the bottom-layering structure and therogresses. This decrease in correlation is clearly seen for the
sound speeds in the layers. 5- and 10-km ranges, where the value of the correlation
changes abruptly at frequencies between 600 and 700 Hz.
For the 2.0—3.8-kHz transmissions along the 5-km track, the
received signals rapidly decorrelateithin a few minutes

The similarity between the received signals across thdhe very low correlation for certain geo-times and all fre-
VLA is determined by applying a correlator similar to the quencies is due to missing acoustic data, or due to the high
normalized Bartlett power. This correlator is often used innoise level from ITNS @LoPE towing the CTD chain as it
geo-acoustic inversion as a measure of the mismatch bepproaches the VLA. During the broadba(@D0—800-Hz
tween modeled and experimental ditadere, the modeled propagation modeling and geo-acoustic invergi®ec. IIl), a
data are substituted by one of the received sigfraference maximum value of the Bartlett power in E(l) between the
signa), which is correlated with the subsequent received sigdata and model was determined as 0.85 and 0.65 for the 2-
nals during the fixed path experimgimatched-field correla- and 10-km track, respectively. Using these optimized values
tion). The normalized Bartlett power between the referenceof the correlator as a threshold, the maximum time of propa-
signal and any of the other received signals is defined agation is several hours for the 2-km track and less than an
follows: hour for the 10-km track. After that time, the changes in the

|END -y environment affect the acoustic propagation significantly.
i=1M1HI

B: I}
N N
VM 22 |2

A. Acoustic data

(1)  B. Oceanographic data

The ITNS GcLopetowed the CTD chain along the track
whereNp is the number of hydrophones. The complex pres-between the moored source and the VLA during the three
sure vectorg; andq; are obtained by a Fourier transform of fixed propagation path experiments. Sections of time- and
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FIG. 2. Matched-field correlation of the received acous-
tic signals as a function of frequency and geo-titap
to 4.5 h for the three fixed propagation paths.

gﬂ 400 600 800 1000 1500
Frequency (Hz) Frequency (Hz)

range-dependent sound-speed profiles were acquired evesgctions are not fully “synoptic” representations of the water
hour along the 10-km propagation tra¢the CTD-chain  column due to the timefdl h required to complete one tow
track was kept constant over the three experiments evesection. Examples of the sound-speed structure at four dif-
though the VLA was moved Sound-speed profiles were ferent times along the 10-km track are shown in Fig. 3. The
subsampled every minute from these sections, which corresource and VLA positiongfor that day, and the bathymetry
sponds to a range separation of 140 m between the profilealong the propagation path are also indicated.

Each CTD sensor was positioned around 1.5 m apart in depth  All the profiles from the CTD tow show a weak time-
with the first sensor at a depth of 2.5 m. The time- and rangand range dependency that divides the 10-km track into a

Hour 1 Howur 5

FIG. 3. Sound-speed profiles from the towed CTD
chain along the 10-km acoustic track. The sou(8p
was moord 4 m above the bottom, and the VLA had 64
hydrophones in a nested configuration. The bathymetry

mis
1515 .
is very weakly range dependent.

1514
11513
1512
1511
1510
1508

5
Range (km) Range (km)
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created by interaction of the ocean current with irregularities

0 of the bottom topography. There is some evidence of that
here, but it is also weak as the bathymetry has low variability
10} with only a few meters change in water depth over 10 km
(Figs. 3 and 4 The make-up of the bottom was determined
20} qualitatively by seismic survey technique@sing a Uniboom
source and 10-element towed arraylong the track the sur-
a0l vey images indicate a bottom consisting of a sandy sediment

layer overlying a harder sub-bottom.

lll. MATCHED-FIELD INVERSION RESULTS

Depth (m)
'S
o

Geo-acoustic inversion by MFP requires choices to be
made about how to parametrize the seabed for implementa-
tion in a forward acoustic propagation code. Here, a simple
parametrization is used consisting of a homogeneous sedi-
ment layer over an infinite half-space. This simple model
701 1 was chosen after sensitivity tests showed added complexity

did not significantly improve the fit between measured and
81%08 15'10 1512 1514 1516 modeled data. Further, .the simple geo-acoustic 'model adds
Sound Speed (m/s) robustness, as a complicated model may result in some pa-
rameter estimates having instability purely due to the nu-
FIG..4. Measured sound-s_peed profiles from the CTD chain taken in apmerical proceduréE? Five seabed parameters were altered
proximately the same location over 18 h. through the search for the optimal environment: sediment
sound speedconstant with depth sediment thickness, sub-
relatively low- and high-sound-speed region, indicating thebottom sound speetonstant with depth attenuation, and
presence of a weak dynamic frontal feature. The profileslensity. Attenuation and density were assumed constant
along the shorter tracks are almost range independent. Thierough the sediment and sub-bottom. A schematic of the
water column is also close to being isovelocity, and the flucsynthetic environment used as input to the propagation
tuations of the sound speed at a particular position along theodel is shown in Fig. 5.
track does not exceed a few m/s during the acoustic trans- Two forward models were used: for the LFM signals,
missions. This is illustrated in Fig. 4, where 18 individual the layered normal-mode cod&osiM® was usedover the
profiles from the CTD chain are shown at range a of 7.5 knmband 220-780 Hz in 4-Hz incremejp@nd for the MT sig-
from the source. Because of the isovelocity profiles thenals (200-700 Hz in 100-Hz incrementthe normal-mode
acoustic signal will have strong interaction with the sea surcode sNAPY® was used. The kernel of therosIM model is
face. The sea-surface conditions during the acoustic trandased on theorca?’ normal-mode model. The measured
missions are documented in the Appendix. acoustic field was extracted every hour for each source—

The absence of a strong thermocline causes only smatkceiver range of 2, 5, and 10 km for the MFP inversion. A
fluctuations in the sound-speed profil@sainly at the shal- real axis search for eigenvalues was used with satpr and
low thermocling and indicates a low internal wave energy PROSIM since including the entire complex plane showed
for this particular time and location. Internal waves are alsaminor differences in the predicted acoustic field for source—

50t

60r

mys 1509 1510 1511 1512 1513 1514

FIG. 5. Synthetic environment used as
input to the numerical model for
propagation modeling(geo-acoustic
inversion.
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FIG. 7. Results for sediment sound speed. Left panel is
for 2 km and right for 10 km.
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receiver ranges considered here. Seabed attenuation was in- The following subsections separately present and dis-
cluded by adding a small perturbation to the realcuss the optimized parameter results for the geo-acoustic
eigenvalueé! Taking the expected attenuation values for theproperties and the source and receiver positions.
experimental site, the perturbation approach appeared a r
sonable approximation.

The water sound speed was taken from the towed CTD-  The inverted properties for the sediment sound speed as
chain data. For each model environment, the sound speeaifunction of time at 2- and 10-km are shown in Fig. 7. The
along the track at the time closest to the acoustic transmiss-km results are summarized along with all the inverted geo-
sion was averaged over range. These averaged profiles weseoustic properties in Table I. Much greater variability is
used in the range-independent propagation modébngro-  seen for the inverted sediment sound speed taken from the
files for 2-km data, 4 for 5 km, and 18 for 10 knAA corre-  10-km propagation32 m/9 in comparison with 2 km(8
lation function, E, quantifies the agreement between them/s). Since the 2-km propagation containedyo®lh of data,
simulated,q, and measureg, acoustic fields. The data con- for comparison, the most stab h of thel0-km data set
sidered here is taken ovédp hydrophoneghere, 32 with  (between the 5th and 10th hourad a standard deviation of
2-m spacingin depth along the VLA and oveX; frequen-  11-15 m/s. From all the 2-km data the spread between the
cies(6 for MT data and 141 for LFM The correlation func- highest and lowest sound speeds is 26 m/s and for 10 km it
tion is based on the incoherent multifrequency Bartlett prowas 120 m/s. Taking only the most stable 5 h of the 10-km

R Optimization for geo-acoustic parameters

cessor similar to Eq1) data produced a spread of 35 m/s.
N Np N Results using MT signals are also shown in Figfat
E=1- i i IEi =1Pij Gij | 2 comparison with the LFM resultsThe purpose for including

Nei =1 \/END o |22ND |q--|2. two signal types using different propagation models is to test
=1 =i=1111 the inversion algorithm for consistency. Because the LFM
This correlation function is normalized and always pro-and MT acoustic fields are not identical and different propa-
duces G<E<1 (where a perfect match yield8=0). The gation models were used, the search algorithm took distinct
optimum set of environmental parameters corresponding tgaths leading to seabed parameter estimates for both data
the minimum of Eq(2) is determined using a genetic algo- types. The agreement between inverted seabed properties for
rithm in the SAGA inversion packagé The search has been the LFM and MT signals is an indication that the algorithm
performed on the measured data taken every hour using 20@®md numerical method is stable. Although the LFM and MT
iterations for each of 30 populatioi80 000 forward models Signal types produced inverted values which sometimes dif-
for each time realization alternating between optimum ge- fer, the time variability is similar for both. In cases where the
ometry and bottom properties seatho obtain maximum  cost function is low, the LFM and MT signals have good
stability in the search algorithm. agreement in the inverted seabed properties. The MT signals
The final values folE are shown in the upper panel of have higher signal-to-noise ratio, but the LFM has more fre-
Fig. 6 for the LFM and MT signals at 2-, 5-, and 10-km quency content included in the inversion. For each of the
source—receiver separations. The agreement between the fiings selected for inversion, the LFM and MT signals have a
nal E value for the LFM and MT signals provides confidencetime separation of approximately 1-10 min.
in the optimum(final) results. The consistent, lower value of The attenuation was assumed constant with depth in the
E for the 2-km data indicates that a better match betweeseabed and was determined at 2, 5, and 10 km using both
model and measured data is achieved for this range. All theFM and MT signalgsee Table)l. The results for 2- and 10-
measured data considered here were selected for at ledgn are shown in Fig. 8. There was a slight increase of the
10-dB signal-to-noise ratio. Therefore, the higkeralue for  mean inverted attenuation from 0.4 dBat 2 km, to 0.5
the 10-km data is primarily attributed to the range-dependendB/\ at 5 km, to 0.6 dB{ at 10 km. This apparent range
channel. At 5 km the value d is sometimes as low as for dependence is consistent with neglecting loss mechanisms
the 2-km dataat hour 2 but also has increased values ex- (such as mode coupling caused by rough surface and seabed
ceeding some of the 10-km valuéat hour §. The resulting in the range-independent modeling. Considering only the
transmission los€TL) which corresponds to the lowest value LFM signals, the 2-km data have a standard deviation of
of E for the MT transmissions at both 2- and 10-km is als00.06 dBA and for 10 km it is 0.2 dBY. And, the difference
shown in Fig. 6. between the minimum and maximum values found are 0.16

TABLE I. Optimum environmental parameters for LFM signals. Results and search intervals are as shown.
Attenuation and density are constant through the sediment and sub-bottom. Speeds refer to compressional
acoustic waves, and attenuation is given in units of decibels per wavelength.

Parameter Search bounds 2 km 5 km 10 km
Sediment speed:q(M/s) 1500-1750 15598 1568+7 1569+32
Sediment thicknesgigeq(m) 0.1-20 4.30.7 5.4-0.7 6.66.7
Attenuation:a (dB/N) 0.0-1.0 0.4-0.06 0.5-0.06 0.6-0.20
Density: p (g/cnT) 1.1-25 1.530.05 1.50-0.2 1.58:0.10
Sub-bottom speedt;, (M/s) Cseqt0—250 1637+17 1742+51 1702-68
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dB/\ at 2 km and 0.75 dB/at 10 km. The other geo-acoustic array tension is kept by a subsurface float. The array is de-

parameters along with standard deviations are summarized gigned to minimize tilt, but it is unavoidable when the cur-

Table | for the LFM signals at 2-, 5-, and 10-km source—rents are strong. The value for source and receiver positions

receiver ranges. are reasonably well known through direct measurements, and
the positions found through the optimizatitata inversioh

B. Optimization for source and receiver positions are valuable as a quality check. Obtaining agreement be-

tween the measured and inverted values for source and re-

. Althou_gh for MFP inversion the sound source af‘d '€ ceiver positions is a necessary but insufficient condition to
ceiver positions are known, there is good reason to include

R indicate the model is a good representation of the reality.

an optimization of these parameters. In most cases, the posi- The comparison between the inverted location for the
tions have some experimental uncertainty which should be L R

factored into the search. Additionally, slight mismatches jnSource position is shown in Fig. ,9 for b_Oth Source range ahd
bathymetry or water sound speed between model and trydepth at 2 and 10 km. The vertical axis of the figures indi-
environments often translate into shifts in apparent sourc§@€s the search bounds. Although the source range was
position. If the apparent source position is included in theknown from direct measurements to within about 10 m, and
modeling, a better fit between measured and modeled datBe source depth to within 1 m, the search bounds were kept
can be achieve(ﬂand presumably a better estimate of thelarge to allow ﬂeX|b|I|ty for the Optimization to find pOSitionS
bottom propertiels The same is true for the receivers, exceptdiving the best fit. The mean source range and depth results
here there is both apparent and true receiver motion due tat both 2 and 10 km are correct to within the indicated un-
ocean currents which can cause the vertical array to tiltcertainty. While at 2 km the estimated range variability is
Since the bottom of the array is moored to the seafloor, thenly about 10 m, at 10 km the variability is quite large,
horizontal deviation is largest near the sea surface wherexceeding 140 m. To show the consistency, as with the geo-

2 km 10 km
2.8 > o - = 10.8 b
i —s— LFM
E26 —— MT | 10.6
2.42.065 + 0.007 km - 10.4
L] 2.067 £0.010 km
@224 10.24
E — g
a 1 r 10410.353 £ 0.140 km
10.417 = 0.143 km
1 +—— pR+——F——————
0 1 2 3 4 5 0 2 4 6 8 10121416 FIG. 9. Top left panel shows the estimated source range
Hours position at 2 km and the top right panel is for 10 km.
2 km 10 km Lower left panel is the estimate for source depth at 2
80 N L L L 1W km and lower right for 10 km.
£
60473.9+£02m r 5.7+1.5m r
% T41£02m 77117 m
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= tilt for 2 km and right panel for 10 km.
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=2 UM— 0 E data and the green line is the ADCP
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acoustic properties, both the LFM and MT results are showiing with mean source—receiver geometry and bottom prop-
in the figures. erties found in subsection Il A and Il B. The modeled and
The tilt of the vertical array was also estimated in theexperimental mean transmission loss at the center frequen-
modeling (as a rigid line array this is compared with the cies of 250, 450, and 750 Hz and averaged over a 10-Hz
measurements of the ocean currents taken by the ADCP syband are shown in Fig. 11. The data and model results have
tem near the VLA. Additionally, the array was equipped with been further averaged over a time period of 4.5 h for the
a tilt sensor to give the local tilt on the array near the top2-km track and 18 h for the 10-km track. Figure 11 also
hydrophone at about 10-m depth. The tilt results are showshows modeled and experimental standard deviation of the
in Fig. 10. The tilt derived from the acoustic data shows thetransmission loss during 4.5 h of transmission along the
same tendencies as both the tilt sensor and the ADCP me@-km track and 18 h along the 10-km track.
surements. The tilt sensor data do not include array shape There is a very good agreement between the modeled
and reflect only the tilt at one point. The ADCP measure-and experimental mean levels at 2 km with a maximum stan-
ments estimate currents which are related to array tilt butlard deviation of around:-1 dB in the experimental data. At
may not be in one-to-one correspondence. 10 km the match between model and data becomes worse,
and the standard deviation increasestts dB, caused by a
longer averaging time and propagation range. The differ-
ences in the nulls between model and data are due to noise in
Modeling of sound propagation through different time the data. However, the mean modeling results are within the
shapshots of the measured oceanographic data has been p#andard deviation of the data. The experimental standard
formed in order to explain the time variability observed in deviation is poorly modeled at 10 km, although the measured
the acoustic data. The coupled-mode modaiNaP* was  profiles, taken every 140 m in range, are included in the
used to simulate the deterministic part of the propagation irmodeling. This is due to insufficient modeling of the envi-
the time- and range-dependent environment along the 2- andnment such as the effect of the rough sea surface on the
10-km track. The range-dependent sound-speed profiles meaeoustic propagation, and the absence of the ambient noise.
sured by the towed CTD chain were included in the model-A more direct comparison between data and modeling results

C. Modeling of time variability

R=2.055km, F=250Hz R=2.055km, F=450Hz R=2.055km, F=750Hz
0
E 20
ﬁ-‘rﬂ
@
0 &0 FIG. 11. Modeledblue curve and ex-
s " perimental(red curve mean transmis-
80 sion loss(10-Hz band averagedor
70 60 50 70 60 50 70 60 50 the 2- and 10-km track. The gray- and
black-shaded areas are the modeled
R=10.4km, F=250Hz R=10.4km, F=450Hz R=10.4km, F=750Hz and experimental standard deviation of

the transmission loss, respectively,
during 4.5 h of transmission along the
2-km track and 18 h along the 10-km
track.
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80 70 &0 80 70 60 80 0 60
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FIG. 12. Matched-field correlation of
data and model. Eighteen sets of
range-dependent sound-speed profiles
are included in the modeling, corre-
sponding to 18 h of transmission.
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TABLE Il. Optimum environmental parameters for the synthetic case. Results and search intervals are as
shown. Attenuation and density are constant through the sediment and sub-bottom. Speeds refer to compres-
sional acoustic waves, and attenuation is given in units of decibels per wavelength.

Parameter Search bounds

True Result—2 km Result—10 km
Sediment speed:q(M/s) 1500-1750 1559 1566 1563+18
Sediment thicknesgigeq(m) 0.1-20 4.3 581.0 5.6£2.9
Attenuation:« (dB/\) 0.0-1.0 0.4 0.40.11 0.4:0.20
Density: p (g/cnT) 1.1-25 1.53 1.520.03 1.56-0.10
Sub-bottom speedt;, (M/s) Cseqt 0—250 1637 164127 169362
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is established by applying the matched-field correlafieg.  for the higher acoustic frequencies and at a 10-km propaga-
(1)] for an 18-h time period of transmission. The propagationtion range. Prediction of broadband received time series is
modeling for the same time period is performed by calculattherefore extremely difficultif not impossible at ranges out
ing the complex pressure at a range of 10 km for each of théo 10 km, even though extensive environmental information
18 measured sound-speed sections corresponding to 1was available.
resolution in geo-time. The results are shown in Fig. 12. The Advent’'99 experiment and numerical modeling
The correlation shows more variability in the data thananalysis clearly demonstrate that significant time variability
in the modeling results as the geo-time progresses. Thia received acoustic data is present, although the ocean vari-
abrupt decorrelation at frequencies around 650 Hz and ability was low compared to regions with known strong
decorrelation time of around an hour at the higher frequentime-dependent oceanography. The experimental transmis-
cies observed in the data is correctly modeled. This indicatesion loss averaged in frequency and time was modeled with
that the changes in the water column affect the propagatiosufficient accuracy. The mean, modeled transmission loss
significantly at these frequencies, and that modeling ofvas within the standard deviation of the data for both the
broadband, received time series in this frequency band anshort and long propagation ranges. The modeled standard
propagation range is extremely difficult if the environmentaldeviation of the transmission loss was in poor agreement
information is sparse. with that of the data because of insufficient knowledge of the
Computer simulations are useful to isolate the contribuchanging environment. When model parameters were opti-
tion of various factors on the observed variability in both mized using matched field geo-acoustic inversion, a consis-
acoustic data and the subsequent optimal bottom propertiegntly high correlation between measured and modeled com-
Among the factors which can contribute to time variability in plex, broadband data was only possible at 2-km source—
the acoustic field are: ambient noisacluding ship noise receiver separation. Although the source was localized for
from NRV ALLIANCE and ITNS QcLopPg), surface waves, the three ranges of 2-, 5-, and 10-km, the predicted position
and ocean sound-speed profiles. While all of these factorgaried from the known value with errors increasing with
were monitored, the amount each contributes to down-ranggsource—receiver separation. The inverted geo-acoustic prop-
acoustic fields is difficult to quantify. Using the propagation erties were consistent only for the 2-km data.
model C-SNAP, simulations of acoustic fields were made Since the environmental parameters being estimated do
which included the range-dependent sound-speed prééiges not change with time, the inversion variabilitgrrors be-
shown in Fig. 3. These simulations were used to study theyond the 2-km range is attributed primarily due to time-
effect of the time- and range-varying sound-speed profiles omarying ocean properties. Although the mean, inverted envi-
propagation. Seabed properties were determined using tilenmental parameter estimates were in general agreement at
simulated data in exactly the same manner as for the medhe three ranges, the standard deviation was much higher for
sured data, and the results from the synthetic inversion fothe longer range propagation. The ocean sound-speed spatial
the sediment sound speed and attenuation are shown in Figariability was not extreme. There was only 2—4-m/s sound-
13 and 14, respectively. speed change from surface to bottom with very low internal
For comparison, the optimum bottom properties foundwave activity. However, simulations of acoustic propagation
by using the experimental dafaee Figs. 7 and)8are also through these measured ocean sound-speed profiles show
included in Figs. 13 and 14. The results show a variability inthat the sound speed alone is capable of producing the type
each of the inverted parameters which mimics the results aff variability in inverted seabed properties seen here. These
the measured data, and the variability of the optimum paramresults show the impact of ocean time- and range variability
eters found from the synthetic case is very similar to theon geo-acoustic inversiofand modeling Beyond a few ki-
experimental results. Note the variability in the synthetic op-lometers, at the frequencies considered here, the variability
timum bottom properties is established solely by includingdestroyed coherent processing and the possibility to predict
the measured time- and range-dependent sound-speed pagoustic propagation. Without reliable propagation predic-
files in the modeling. In the case of 2-km propagation, thetion, the inverted geo-acoustic parameters showed an errone-
simulation is carried out to 17 h, even though the measuredus time variability. The ocean time variability also caused
data were only fo5 h for better comparison with the 10-km the optimized source position to vary slightly with time, even

data. though the source—receiver geometry was fixed. The stability
A summary of the synthetic optimum bottom propertiesover time of the geo-acoustic inversion for the 2-km data
and the variability(standard deviationis given in Table Il.  indicates that the inversion methodology is sound. The deg-
radation of the geo-acoustic inversion results at longer

IV. CONCLUSIONS ranges signifies range- and frequency limitations on the

Acoustic experiments were conducted in the Strait ofmEthOd that depends on the oceanography.
Sicily with several hours of data collected using a fixed
sound source and vertical receiving array. These data wer'a‘eCK'\IOWLEDGMENTS
used with matched-field, geo-acoustic inversion to estimate The authors wish to acknowledge all the members who
the environmental properties at 2-, 5-, and 10-km source-participated in Advent'99. Special thanks to E. Michelozzi as
receiver separation. Matched-field correlation of the datangineering coordinator and P. Boni for acquisition of data.
shows a strong time-, frequency-, and range-dependence. Phe authors would also like to gratefully acknowledge the
decorrelation time of less than an hour was found in the datarews of the NRV ALIANCE and ITNS GcLOPE
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Sentinel ADCP: East-component

FIG. Al. Current during the fixed path
propagation experiments measured by
the Sentinel(at the source position
and the Barnaclé¢at the VLA for the
10-km acoustic tragkADCP system.

Geo-time (h)

APPENDIX: CURRENT- AND WAVE-RIDER DATA the first 10 h of the measurements. This indicates strong

The north and east component of the current measureré\nger;depindentdpropertle_s of tf;e ﬁurrent in this reg;\on.
by the moored ADCP systen{Sentinel close to the source T ¢ observe pr.opertles of the current'may ave a
y strong impact on the tilt of the moored VLA, which has to be

and Barnacle close to the VLA for the 10-km acoustic tyack . . .
: ) ) X . - included before an optimum prediction of the sound propa-
during the fixed path propagation experiment is shown in

. . . . L ation can be achieved. There was no indication of signifi-
Fig. Al. The time periods of received acoustic signals alonq?ant influence of the wind speed on the current, although
the three propagation paths are indicated by the verticeh :

lines. By convention, a positive current in the east and north igh wind speeds were observed during the experiment. The

directions means flow from west towards east and south tos_lgmﬂcant wave heightan average of the 1/3-highest wayes

wards north, respectively. In general, the two ADCP Systemmeasured during the fixed path propagation experiments is

show similar behavior of the current as a function of timeghown in Fig. A2. The significant waveheight does not ex-

: ceed 0.5 m except for the 5-km fixed path experiment, where
and depth. A maximum current of around 40 cm/s was ob- . ; :

) ) . . ~the waveheight increases monotonically up to 2.0 m at the
served during the experiment, and the current is mainly

. . . . nd of the transmissions. As the experiment w nduct
driven by the tidal effect with a 24-h period. However, at a.e d of the transmissions. As the experime as conducted

T L . _—.in the springtime, a strong thermocline in the sound-speed
specific time the current direction depends on depth. This IS rofile was not expected. Interaction of the propagating

particularly seen at times between 15 and 20 h for bc_)th thgcoustic field with the rough dynamic sea surface is therefore
east and north components. The change of current direction

in the water column introduces stratifications with shear in-mOSt likely.

terfaces. Furthermore, the current from the two positions is
often shifted in phase, which is observed for example withinig g_ jensen, “Comparison of transmission loss data for different shallow-

water areas with theoretical results provided by a three-fluid normal-mode
Waverider data propagation model,” irSound Propagation in Shallow Wat¢3ACLANT-
. . ; ) , ; ; . . CEN CP-14, La Spezia, Italy, 1974v0l. II, pp. 79-92.
10km 2km 5km 2D. P. Knobles and R. A. Koch, “A time-series analysis of sound propaga-
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normal-mode approach,” IEEE J. Ocean E2¢, 1-13(1996.
3D. P. Knobles, E. K. Westwood, and J. E. LeMon, “Modal time-series

structure in a shallow-water environment,” IEEE J. Ocean EX3.188—
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T

pre
0

Significant wave height (m)
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FIG. A2. Significant waveheight measured during the fixed path propaga- Council.
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A finite-difference time-domainfFDTD) solution to the two-dimensional linear acoustic wave
equation is utilized in numerical experiments to test the hypothesis that near-surface,
bubble-induced refraction can have a significant impact on low to moderate frequency sea-surface
reverberation. In order to isolate the effects of bubble-modified propagation on the scattering from
the air/sea interface from other possible phenomena such as scattering from bubble clouds, the
bubbly environment is assumed to be range independent. Results of the study show that both the
strong wind-speed dependence and the enhanced scattering levels of the order found in the
reverberation data are obtained when a wind-speed-dependent bubble layer is included in the
modeling. © 2001 Acoustical Society of AmericdDOI: 10.1121/1.1383769

PACS numbers: 43.30.Gv, 43.30.Es, 43.30.HhB ]

I. INTRODUCTION induced refraction effects need to be considered when deriv-

ing sea-surface scattering strengths from reverberation data.
Breaking waves generate bubbles that populate the near-

surface region of the ocedsee, e.g., Ref.)1 Higher wind
speeds generally lead to more breaking waves and to greatbr NUMERICAL EXPERIMENT

numbers of bubbles injected into the ocean. For wind speeds Although detailed observations of the temporal and spa-

above a few meters per second, the typical concentrations ¢ characteristics of the bubbly environment beneath rough
bubbles found in this n.ear-surface region can significantlyseo syrfaces are far from complete, there have been enough
lower the sound speed in the low-to-moderate frequency ré;plished oceanographic studies to form the basis of a semi-
gime (f<1.5kHz) (see, e.g., Ref.)2In Ref. 3, the hypoth-  gmpirical model for a time-invariant, range-independent,

esis that a persistent, bubble-induced, ”pward'refraCti”gepth-dependent bubble layem the current work, we as-
layer can enhance the backscattering from the air/sea integ; me this idealized model for the environment and further
face in this frequency range was explored. In that study, thigegyrict the frequency to the low-to-moderate range where the
POSS'bIe phgnomenon was investigated using reasonable &&sonant scattering effects due to even the largest individual
timates for time- and range-averaged bubble populations angl \ypjes found in the ocean can be safely ignored. Under
an ad hoc acoustics mod_el t_hat combined ray concepts t9pese assumptions, it is a straightforward matter to calculate
handle the propagation with first-order perturbation theory tq, pbble-induced change to the sound speed effectively
describe the rough interface scattering. The main conclusionamace the bubbly environment with a depth-dependent
reached in Ref. 3 was that the refraction introduced by theyp\yarg-refracting layer. In the frequency band of interest,
bubble layer could strongly enhance the surfegie'sea in-  the ypward-refracting layer presented by the bubbles is, to a
terfacg reverberation. Of part|cglar significance was the Ob'good approximation, frequency independent. Therefore, the
servation that the assumed wind-speed dependence of themerical results computed for a single frequency in this
bubble layer gave rise to scattering strengths that fonowe‘ﬂ)and(say, 300 Hz can be regarded as typical of the entire
(reasonably wellthe strong wind-speed dependence of pub+,,_to-moderate frequency band.
lished scattering strength dattsee, e.g., Ref. )4 _ The bubbly medium is also assumed to be lossless. This
The primary purpose of this work is to make availablejs 5 very good approximation in the frequency range of in-
new, highly accurate calculations based on a finite-differencg,est. For a 20-m/s wind and a source frequency of 300 Hz
time-domain(FDTD) solution to the two-dimensiondlD) e adopted bubble spectrum yields an attenuation of 0.02

linear acoustics wave equation for this problem. These neWig;m at the surface. 5:010 3 dB/m at the e-folding depth
calculations avoid thad hocacoustic modeling assumptions (1.84 m, and 2.% 1675 dB/m at the deepest extent of the

employed in Ref. 3 and support the contention that bubblep e jayer. A simple ray calculation for the integrated two-

way loss between source/receiver and the surface, with due
dElectronic mail: keiffer@nrlssc.navy.mil regard to the curvature of the sound path caused by the per-
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air/sea interface Piotat = 0
0 _\v\\//—\\ﬁ/\/\'fv-r\'\_\/
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B Source (42 m) ‘ FIG. 1. Schematic of experiment geometry showing the
=] rough sea surface and the bubble-perturbed sound-
60 speed profile.
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turbed sound profile, indicates that a ray launched at a 5° Pocog2nfot)exd — m(at)?] O<t<T

1

grazing angle will experience a total bubble-induced attenu-  p(t)= 0
ation loss of only 0.2 dB.

The details of the FDTD model used in this study Here,a=44.46 rad/sT=0.067s,f,=300 Hz, andP, is the
(named FIDQ have been described elsewteaed are simi-  (unit) source amplitude. Note that the shallowest angles
lar to other implementations which can be found in theevaluated were slightly greater than expected from geometric
literature? In particular, FIDO solves the 2D linear acoustic considerations. This was due to the finite width of the source
wave equation in a second-order accurate algorithm assunyaveform, which caused some overlap between the very end
ing a nondispersive medium. The model was configured t@f the scattering time series from the sea surface and the
enforce a pressure-release boundary condition on the roughitial reflection from left and right vertical boundaries of the
air/sea interface an@artially) absorbing boundary condi- computational grid.
tions on the left, right, and bottom edges of the computa-  The deterministic 1D sea surfaces used in the study were
tional grid. FIDO has been testédith excellent agreement generated using a linear filter techniuassuming a
for backscattering by using test problems found in Alford Pierson—Moskowitz sea-surface roughness spectfufe
etal® Pierson—Moskowitz spectrum is a nondirectional roughness

To determine if the bubble-induced refraction enhancespectrum (originally specified as a function of wave fre-
the reverberation from the air/sea interface, FDTD calculaguency that was derived from point measurements of 2D
tions for the reverberation time series were computed for afully developed wind-driven seas. To convert this spectrum
ensemble of 50 rough sea surfaces assuming a homogeneaugsa form that can be used in the linear filtering technique, it
(c=1500m/s) underwater environment. These results werg expressed as function of wave number using the dispersion
then compared against FDTD calculations that used bubbleelation for gravity waves in deep watevt=gk). Each 1D
modified sound-speed profiles. Four values of wind speedurface realization that is generated from the filtering process
(for a reference height of 10 m above the sea sujfa@¥e  has total variancéof surface heightthat equals the variance
considered: 8, 10, 15, and 20 m/s. The wind speed affectedf the original Pierson—Moskowitz spectrum.
the roughness of the air/sea interface as well as the number, To prevent grid dispersion, the spatial and temporal sam-
size distribution, and depth dependence of the bubble popyling intervals were chosen as prescribed in Ref. 8. The
lation. FDTD calculations were performed using a spatigtid)

A schematic of the geometry adopted for these numeriresolution of 0.25 m and a temporal resolution of 8.33
cal experiments is shown in Fig. 1. An omnidirectional X 10 °s. For a sound speed of 1500 m/s, this spatial reso-
source is located 42 m below the meafz)=0) surface lution yielded 20 points per center wavelength of the source
height of a 700 m long “frozen,” 1D, deterministic sea sur- waveform. It can be noted that the spatial sampling easily
face. The source was positioned so that there was an equsdtisfied the requirement from scattering theory that the
length(350 m of rough sea surface to its left and right. For “Bragg” component be included in the numerical realiza-
a sound speed of 1500 m/s, this geometry yielded a revetions of the air/sea roughness.
beration time series, uncontaminated by reflections from  Figure 1 also shows a plot of a typical bubble-perturbed
computational boundaries, that was approximately 0.42 sound-speed profile used in the study. Note that the sound
long. The minimum grazing angle of incidence associatedpeed is a constant 1500 m/s at the source depth and deeper.
with the latest return from the sea surface was approximatebpis the signal from the source travels upward toward the

t>T

7.7 deg. rough sea surface, it encounters the deepest extent of the
The source emitted a finite-duration, Gaussian-shapedyubble population at a depth of approximately 20 m. The
cosinusoidal pulse sound speed begins to decrease at this point and reaches a
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TABLE I. Parameters of modeled environments. Catalogue of the maximum .15
sound speed defect due to the presence of the bubbtes(which occurs

just below the sea surfagehe e-folding depth of the modified sound-speed
profile, and the rms roughness of the sea surfaces for each of the four wind
speeds considered.

]
2]
5]

rms surface

U AChax e-folding Max. void roughness
(m/9 (m/9 depth(m) fraction (m) 55
8 -7 0.45 48107 0.39
10 -15 0.68 9.410°7 0.61
15 —48 1.26 3.x10°¢ 1.37
20 —-108 1.84 7.%10°° 2.44 75

Reverb. Level (dB re unit amp. source)

minimum at deptle,,,. It was assumed in the modeling that -95 I ' T : l : '
the sound speed remains constant at this minimum speed fo 0.1 0.2 0.3 0.4
all water depths shallower thar,,. This choice, in which
the entire rough sea surface was “bathed” in a variable depth
isospeed layer, was consistent with the methodology adoptedG. 2. Wind-speedU) dependence of the average reverberation envelope
in Ref. 3. It is an artifact that is the consequence of makin t 300 Hz. Bubble-induced refraction effects are not included in the model-
. . . . ng. Reverberation levels are expressed in decibels relative to a unit ampli-

the rough air/sea interface compatible with a rangei,ge source.
independent stratified bubble layer. The valuezgf, was
determined from the deepest excursion in any set of sea- ) . o )
surface realizations. For example, in the 50 surface realizgn0St clearly later in the time series, is due entirely to the
tions that were generated for the 20-m/s wind speed, thiicrease in the surface roughness with wind spgsed Table
deepest surface excursion was slightly less than 8.75 m. THe ) ) )
three other wind speeds consider@dd, 10, and 8 mjsre- Fl_gure 3 shovv_s FDTD calcn_JIatlons from the numerical
sulted in values of 6.0, 3.0, and 3.0 m, respectivelyzfgy. experiments thqt mclyded a wind-speed-dependent bubple
Additional details of the underwater- and sea-surface envildyer. Note that including the modeled bubble layer results in
ronments are listed in Table I. Included are the root-mean@Verage reverberation levels that exhibit a strong wind-speed
square(rms) roughness of the interface, the e-folding deptthpendence.. This behavior is particulgrly evident at_ later
of the bubble-modified sound-speed profile, the maximurdimes or, equwalently,. at shallower grazing anglles. If Figs. 2
void fraction, and the maximum sound-speed defect. and 3 are compared, it can be noted that there is close agree-

Before leaving this section, it should be emphasized thaf?€nt between the “bubble” and “no-bubble” reverberation
these sound-speed profiles assumed a particular relationsHg€!S near the beginning of the time series. At later times,
between the bubble populatigand hence the void fraction howgver, it can be seen that f_or each_ of the four wind speeds
and the wind speed. Different factors, for example the air/segtudied the bubble case predicts a higher average reverbera-
temperature contrast, will influence this relationship. In ad-
dition, the bubble population model is based on oceano- -15
graphic observations that were averaged over long times.
The instantaneous void fractioiand sound-speed defects
near the surface may be much larger.

Time (sec)

Ill. RESULTS AND DISCUSSION

re unit amp. source)

As previously discussed, the FDTD solution method was &
used to generate reverberation time series from rough seax
surfaces that were due to wind speeds of 8, 10, 15, and 20%
m/s. For each wind speed, the average envéfope the
reverberation time series was calculated from 50 surface re-
alizations. Identical numerical experiments were conducted g
with and without the inclusion of the bubble-induced sound-
speed profile. Figure 2 shows the results of the FDTD calcu-
lations for the four wind speeds when the bubble layer is not Time (sec)
included in the environmental modeling. As expected from
scattering theory, the calculations show a weak variation iff,G: 3- Wind-speedu) dependence of the average reverberation envelope

. . . at 300 Hz. Bubble-induced refraction effects are included in the modeling.
the reverberation level as a function of wind speed. ThQQeverberation levels are expressed in decibels relative to a unit amplitude
small increase in the reverberation level, which can be seesvurce.

everb. L

-95 T T T T T T T
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tion envelope than the corresponding no-bubble case. Thier the environment need to be explored along with support-
difference between the two predictions can also be seen tiog field measurements in order to reach definitive conclu-
grow as the wind speed increases. For the 8-m/s case, tls@ns about which combinations of scattering phenomena ex-
maximum difference between the two predictions is less thaplain a particular data set.

2 dB, but for the 20-m/s comparison, the maximum differ-
ence exceeds 14 dB.

The ad hocmodel described in Ref. 3 offers a simple
explanation for the effect of the bubble layer on the FDTD  This work has been supported by the Office of Naval
reverberation calculations. At early times in the reverberatiorResearch, Program Element No. 61153N-32, and by grants
time series, the scattering is due to an insonifying field thabf computer time from the DoD High Performance Comput-
strikes the rough sea surface at steep grazing angles. They Shared Resource Centers at Stennis Space Center, MS.
bubble-induced change to the propagation direction of therhis document has been reviewed and is approved for public
insonifying field is small for these higher grazing angles;release.
consequently, including the bubble layer in the modeling has
little impact on the reverberation calculation. Similarly, the | . _
scattered field that propagates away from the surface at these: A Thorpe, “On the clouds of bubbles formed by breaking waves in the

. . . . . deep water and their role in the air—sea gas transfer,” Philos. Trans. R.
higher grazing angles is only slightly affected as it propa- goc | ondon, Ser. 804 155-210(1982.
gates down through the bubble layer to the receiver. Later irPe. Terrill and W. K. Melville, “Sound-speed measurements in the surface

the reverberation time series, the scattering is weaker be-wave layer,” J. Acoust. Soc. AnL02 2607-26251997.

cause the insonifying field strikes the rough surface at shal- R S: Keiffer, J. C. Novarini, and G. V. Norton, “The impact of the back
ground bubble layer on reverberation-derived scattering strengths in the
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An extended matched-peak inversion approach is proposed for the simultaneous analysis of
travel-time data from multiple tomographic sections, from a moving source to a number of
peripheral fixed receivers, to estimate the position of the source and the ocean state along the various
sections. The proposed solution consists of finding those model states and source positions that
maximize the joint number of peak identifications in the arrival patterns measured simultaneously
along all sections. The offset calibration problem, associated with the uncertainty regarding mooring
positions and possible unresolved internal instrument delays, is also addressed using the
peak-matching principle. The time offsets are estimated such that the total number of identifications,
over all sections and all transmissions, is maximized. The same analysis also applies to the case of
a moving receiver listening to a number of fixed sources. The proposed approach is applied for the
analysis of 9-month-long travel-time data from four conodal sections of the Thetis-2 tomography
experiment. ©2001 Acoustical Society of America.
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I. INTRODUCTION nean se®'* and the ongoing multi-year experiment in the
Labrador sed?

Ocean acoustic travel-time tomography was introduced  In the Thetis-2 experiment one of the moored transceiv-
by Munk and Wunsch? as a remote-sensing technique for ers failed to receive tomography signals from other instru-
monitoring the ocean interior. Measuring the travel times ofments as well as navigation signals from its associated bot-
pulsed acoustic signals propagating through the water magem transponders used for motion tracking. The particular
over a multitude of different paths, and exploiting the knowl- transceiver acted only as a source during the 9 months of the
edge about how travel times are affected by the sound-spe@j(periment. Its signals were recorded at a number of receiv-
(temperaturgdistribution in the water, the latter can be ob- €rs within the tomographic array; nevertheless, the corre-
tained by inversion. Nevertheless, the identification problen$ponding arrival times could not be corrected for the motion
has to be solved first, i.e., the model arrival times must b&f the source, due to lack of navigation data, and thus
associated with the observed travel times at the recéfver, absolute-time inversions could not be performed. In the
Traditionally, this problem is solved by obtaining observedPresent work the matched-peak approach is extended to al-
peak tracks(tracking problem which are then associated low the simultaneous analysis of travel-time data from mul-

with model peakg(identification probler either manually (PIe tomographic sections, from a moving source to a num-
or automatically~® ber of peripheral fixed receivers, to estimate the position of

Recently, a matched-peak inversion approach waéhe source and the ocean state along the various sections. The
. 0 . . proposed approach exploits the estimated peak arrival times
introduced® which by-passes the explicit solution of the . . .
: ) o . : . from the simultaneous acoustic transmissions along the sec-
tracking and identification problem. Using the linearized . . . I .
model relations between sound-speed and arrival-time epons. The solution consists of finding the population of
P Pehodel states and source positions that maximize the joint

turbat!ons about a set of background states, _arriva_l times a mber of peak identifications, over all sections. The same
assomat.ed m?‘?'e' errors are calculated on afine grid of mOd?;\lnaIysis also applies to the case of a moving receiver listen-
states discretizing the parameter space. Each model state qﬂa to a number of fixed sources.

explain(identify) a number of observed peaks in a particular Cornuellé® introduced a unified probabilistic approach
measurement lying within the uncertainty intervals of thegy, solving the inversion, mooring-motion, and clock-drift
corresponding predicted arrival times. The model states thalstimation problem for an arbitrary number of moving trans-
explain the maximum number of observed peaks are considejvers using ray theory and linear model relatidistween
ered as the more ||ke|y parametric deSCfiptionS of the Meagcean parameters and travel t|m@a|”ard14 adapted a de-
surement; these model states can be described in terms @frministic ray inversion scheme, introduced by Munk and
mean values and variances providing a statistical answafunsch!® to the case of moving transceivers, assuming
(matched-peak solutigrto the inversion problem. This ap- ocean perturbations about a canonical sound-speed profile.
proach has already been applied for the analigise inver-  Also in that work the case was treated where three sources at
siong of large-scale tomography experiments, such as théixed locations are used to track a moving receiver in the
9-month-long Thetis-2 experiment in the western Mediterraimiddle, simultaneously with the inversions along the three
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sections. These approaches are simple and generic. Nevertt;c;R,z,z,) =|p/(t;c;R, 25,2,

theless, they both assume that identified peak tracks exist,

and they also rely on linear model relations. The matched- _ i

peak approach applies directly to the estimated travel times, 2

without requiring the identification problem to be solved be- D)

forehand, thus enabling the automatic analysis of travel-time

data; furthermore, considering the background state as afihere Pg(w) is the source signal in the frequency domain

unknown, the case of nonlinear model relations can b@&ndHg{(w;c;R,z;,z) is the Green’s function. The latter de-

treated. pends on the circular frequenay, the sound-speed profile
The lack of knowledge of the exact mooring positions,€(2), and the relative source/receiver locations, i.e., on the

i.e., of the exact horizontal distance between any two moorsource—receiver range, the source and receiver depth

ings, and possible unresolved internal instrument delaygndz,, respectively. From the mathematical viewpoint the

cause a travel-time offset. This offset is usually estimatedrivals can be defined as the local maxima of the arrival

(and removel by comparing acoustic measurements withpattern with respect to tim#

acoustic predictions based on existing hydrographic mea-

surements; this requires simultaneous acoustic and hydro- —(7;c;R,z5,2)=0, i=1,...). 2

graphic measurements along each sectitm.the case of o

multiple conodal sections a calibration method is proposedhis definition of arrivals(peak arrivalg is generic and en-

here, which is based on the peak-matching principle andompasses the notions of ray arrivdis and modal

which maximizes the total number of identifications over allarrivals®!°as special cases; it can also cope with any mod-

sections and all transmissions. This calibration approach isling approach for the arrival pattern, either ray- or wave

based on acoustic data only, i.e., it does not require addiheoretic. Since the arrival pattern depends on the sound-

tional hydrographic measurements. speed profile and the source—receiver locations, the peak ar-
The contents of the work are organized as follows: Secrival times do so as well, i.es; = 7,(C;R,zg,2,).

tion Il addresses the model relations between acoustic travel The sound-speed variability in a certain area can be rep-

times and ocean parameters, as well as further sources mdsented through a modal expansion

travel-time variability, such as mooring motion, clock drift, L

and time offsets. The derlvatlv_e of arrival times W|t_h respe(_:t c(2)=co(2)+ 2 9, ,(2), 3)

to the source—receiver range is expressed analytically using =1

the not?on of.peak arrivals and normal-mode theory. In.SeC\'/vhere co(z) is a basic reference profile anti(z), |

Ul the inversion prqblem for th_e case of multiple Se.Ct'OHS:L___L, is a set of sound-speed modes, e.g., empirical or-

with a central moving transceiver is addressed, using th.?nogonal functiondEOF9.2° The functional dependence of

matched-peak approach. In the case of small transceiver dis-

. . 7; on the sound speed, assuming fixed source/receiver posi-
placements an invariance property of the matched-peak eS?i'ons can be written as a parametric dependence on the
mates of the time offsets is proven and discussed. In Sec. %odél parameter vectad= (9 9,)’

the proposed method is used for the analysis of 9-month-long Lo 7L

travel-time data from four conodal sections of the Thetis-2 7i=0i(9), i=12,..], 3Je€0, (4)

tomography experiment conducted from January to OCtObe\R/here@ is the parameter domain spanning the anticipated

1994 in the western Mediterranean Sea. Further, a Symhetg:ound-speed variability. Although the dependegi¢®) is in
test case, based on the Thetis-2 data with simulated trana'eneral nonlinear, in the case of small variations about a

ceiver displacements, is considered. In Sec. V the main fe"’b'ackground stat®® it can be linearized
tures of the proposed approach are discussed and conclusions
are drawn. (9 =72+ GO (J—9D), (5)

where 7=(ry,...,7)' is the arrival-time vector, 7"
=(9) denotes the background arrival times, &B® is
the observatioiiinfluence matrix corresponding to the back-
II. MODEL RELATIONS AND TRAVEL-TIME ground stated® and relating the sound-speed and travel-
VARIABILITY time variability, G{”’ = ag;(9®)/49, . Using the notions of
ray, modal, or peak arrivals, the mat® can be analyti-

A tomographic setting is considered with a broadbandcally expressed in terms of background quantitfe’s;*and
source and a distant receiver in a range-independent ocedfq. (5) can be used as a basis for lineérinversions of
Due to the multi-path nature of acoustic propagation, aravel-time data.
pulsed signal emitted by the source will arrive at the receiver  In the case where the nonlinear dependence of the ar-
as a sequence of peakthe acoustic arrivajsat different  rival times on the sound-speed parameters becomes signifi-
time instants. The arrival times of the peaks can be modeledant(e.g., large sound-speed variatiprthe above lineariza-
as functionals of the sound-speed profilg) by expressing tion about a single background state is insufficient and
the arrival patterra, defined as the amplitude of the acoustic cannot be used for inversions. Nevertheless, it can be ex-
pressurep, at the receiver in the time domain, through thetended in a straightforward manner by considering a set of
inverse Fourier transform discrete background states, rather than a single background

f He(w;C:R,Z,2,) P w)el ' dw|,

— o0
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state, whose extent depends on the anticipated sound-speth@ vectory in (6) accounts for the cumulative modeling and
variability and the degree of nonlinearitythen, Eq.(5) can  observation error.

be used with respect to the nearest background state each

time. In this connection, the inddxwill be considered in the A. Range derivatives of arrival times

following as a variablepe B, from the setB of discrete As already mentioned, the arrival patt and thus

background states. Thus, the nonlinear model rela#gris the arrival times—in a range-independent ocean environment

replaced by a set of linear ones. The cost to be paid, with . .
. : o depend on the sound-speed profile and also on the location of
respect to the inverse problem, is that an additional unknow

s . ﬂwe source and receiver, i.e., on the source—receiver range
is introduced, the background variatie 9

In addition to sound-speed changes there are also othrzeirnd depths. Applylng Eq2) at a perturbed range and using
. ST : a Taylor expansion about the unperturbed state, the following
sources of travel-time variability in a range-independent

. . . l(gxpression can be obtained for the derivative of peak arrival
ocean environment, such as mooring motions and cloc

drifts. Furthermore, the lack of knowledge of the exact moor-tImes with respect to the source—receiver range:

ing positions, and possible unresolved internal instrument d%a(7;c;R, 25,2,
delays cause travel-time offsets and displacements that have 47 IRt
) : - . 7
to be accounted.for. 'E?klng these. factprs into account, the JR_ a(rCRzo7) (7)
observed travel times{®) can be written in the form Fre
or The time derivatives of the arrival pattern can be obtained
79 =4#P+ GO (9— 9P+ SR(OTHAR) from Hy, through(1) by using elementary properties of the
Fourier transform. Further, the calculation &d/JR can be
+u(St+AT)+w. (6)  reduced to the calculation &fy, anddH/JR.*® The expres-

sion (7) is generic and can be used in connection with any
The vectords/dR is the derivative of travel times with re- propagation model, either geometric or wave theoretic. Us-

; 24 ; : :
spect to the horizontal source—receiver range. The variablifd normal-mode theofj** the Green’s functioH, in the

sr denotes the range perturbation due to mooring motion'a' field can be written as a sum of modes

whereasAR denotes the difference of the actual distance
between mooring&fter deploymentand the assume(best Hi(w;CR,zg,2,)=

wp2 EN: Un(Z9)un(z,)

estimatedl distance used for acoustic modeling. The vertical V8w n=1 vkaR
motions of the source or receiver are not accounted for here. X exp|jk,R— ] w/4}, ®)

One reason is that for moored instruments and small mooring . . -
deviations from the vertical, displacements in the vertical arévhere p is the water density. The quantitiés and u,,, n
much smaller than in the horizontal. Furthermore, the deriva=1,--N are the real eigenvalues and the corresponding
tive of travel times with respect to the vertical mooring dis- e_lgenfunctlongpro_pagatmg mode@srespectively, of the ver-
placement for typical underwater propagation conditions hafical Sturm—Liouville problem
been estimated by Cornuéffdo be about one order of mag- d2u,(z) 2
nitude smaller than the horizontal-motion derivative. a2z ——Un(2)=K3un(2), 9
. . . c(2)

If the source and receiver location is tracked during the
experiment, e.g., through bottom-mounted navigation transupplemented by the conditions that=0 at the sea surface,
sponders, the range perturbatiémcan be estimated for each pu, anddu,/dz are continuous across the interfaces, apd
transmission and the corresponding mooring motion effecenddu,/dz are vanishing ag—c. The range derivative of
can be removed from the observed travel times. Since ththe Green’s functiori8) can be expressed as

source and the receiver change their positions with time, fol- oH 1 5 N ( )

lowing the mooring motions, the range perturbati#mwill L TR knw

be in general different from transmission to transmission. IR 2R 8mn=1 vk,R

The deviationAR, on the other hand, is a constant which x expljkyR+j /). (10)

accounts for the difference between the actual and the nomi-
nal (best estimatgdsource—receiver range, which remains The first term in the above expression is due to the variation
even after removal of the mooring-motion effect. Since theof the geometrical attenuation tergk,R. The second term
mooring locations can be known today with GPS accuracyis due to the phase variation and is dominant, since the first
the correctionAR will be of the order of a few meters at term contains the rangR in the denominator. Using the
most. above expression®) and (10), in connection with(1) and

The vectom in (6) is a unity vector, with all its elements (7), the range derivatives of the peak arrival times can be
equal to 1. The variablet denotes the differential clock calculated.
drift, i.e., the difference between receiver and source clock  Table | shows calculated values of these derivatives for
drifts, during the experiment. This is expected to be a smootleight peak arrivals along four Thetis-2 sectididetails are
function of time and is commonly approximated by a low- given in Sec. IV. It is seen from this table that early arrivals
order polynomial. The termAT accounts for a differential are characterized by smaller values of the range derivatives
internal instrument delay which is assumed constant. Finallythan late arrivals. Furthermore, the range of values is very
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TABLE I. Range derivatives of peak-arrival times based on normal-mode (@) Q2

1
calculations for four Thetis-2 sections. %4 Q
7i (9 a7 19R (s/m) 7i (9 a7 19R (s/m)
Ry R,
H-W4 W5-W4
q) -
201.474 6.62610°* 157.361 6.61710°* 0 . o
201.053 6.61210°4 157.161 6.60210" 4 4 ¢2
200.995 6.6071074 157.078 6.59210™4 [ 1) — -
200.924 6.5871074 157.024 6.58610" 4 Q %
200.841 6.5761074 156.963 6.56610" 4
200.697 6.55210~* 156.851 6.55410"* R;
200.494 6.53410™4 156.665 6.52710" 4
200.186 6.49710"* 156.343 6.48310* Q3 Rq
S-W4 W3-W4
169.404 6.64610™4 235.091 6.63210 4 4
169.218 6.61610* 234.864 660410 Q
169.123 6.59110 4 234.717 6.58710 4
169.052 6.578107* 234.632 6.57610"* \
168.947 6.56310 % 234534 6.56810 * ® N2 ;
168.793 6.546104 234.375 6.54110 4 ™ R ;
168.544 6.50010* 234.136 6.52010"4 2 R, :."R,
168.124 6.46210 * 233.789 6.48510 4 R, ) i
"‘.::QI
small, from above 6.430 *s/m to less than 6.65 VAR .
10" *s/m for all sections; the variability in all cases is less Ry 4N\ & *
than 3%. Thus, a 10-m range increase will cause a time delay 2 '
of about 6.45 ms to the earliest arrivals and 6.65 ms to the ""'Ra
latest ones; i.e., the relative displacement of the arrivals will R4\
be as small as 0.2 ms. On the other hand, a 1000-m range
increase will cause a delay of about 645 ms to the early

arrivals and 665 ms to the late ones; i.e., the arrival pattern

will stretch by approximately 20 ms. These findings are infiG. 1. (a) The geometry of multiple conodal sections defined by a central

agreement with the results by Cornuéfiéor the range de- transceiver Q and a set of peripheral transceivers Q1, Q2(pteerturbed
rivatives of ray-arrival times geometry due to a horizontal displacement of the central transdeietzil).

aT; . COSlﬂr,i . COSlﬂS’i
JR c(z) oz’

wherey, ; and ¢ are the grazing angle of thi¢h eigenray In this section the matched-peak approach is applied to
at the source and at the receiver, respectively. Since ray graffavel-time data from multiple conodal tomographic sections,
ing angles are typically less than 12 deg, with larger angle§-9., from a moving source to a number of peripheral fixed
corresponding to earlier ray arrivals, using a typical soundeceivers, as shown in Fig(d. The same analysis also ap-
speed of 1500 m/s yields a range for the derivative valueglies to the case of a moving receiver listening to a number
similar to that obtained for the peak arrivals above. of fixed sources. The observed travel-time data in the simul-
In conclusion, a range variation causes a translation antneous transmissions along the various sections will be ex-
a relative deformation(stretching/shrinking to the arrival ~ Ploited in order to estimate the position of the central trans-
pattern. The translation effect is dominant while the defor-Ceiver, the ocean state, and the constant offset along each
mation is much weaker. If the range variation is small, of thesection. Clock-drift errors are not accounted for, i.e., it is
order of a few tens of meters, the deformation effect is very@ssumed that the observed arrival times have been corrected
small, of the order of 1 ms. As mentioned earlier, the magfor the differential clock drift.
nitude AR, accounting for the difference between actual and  Any deviation of the central mooring from the vertical
nominal (best estimated from GP$nooring distance, is ex- Wil induce a horizontal displacemert= (X, ,X) to the cen-
pected to reach a few meters at most. In this connection, thal transceiver which in turn will affect the horizontal range
stretching/shrinking effect ofR on the travel times can be Of each section. Assuming that the horizontal deviations of
neglected. Since the remaining translation effect dua®  the central transceiver are much smaller than the horizontal

is similar to the effect of the internal instrument dela§¥, ranges of the sections, the perturbed sections will be nearly

(12) Ill. MULTI-SECTION MATCHED-PEAK INVERSION

the two effects can be merged (), resulting in parallel to the nominal ones, as shown in Fi¢h)1and thus
the change in range for each section will be given by the
20 = 740 4+ GO)(J— 9O)) + ﬁ5r+u(5t+AT)+ v projection of the vectok on the original section direction
JR '
(12 Org(X)=—X4 COShs— X, SiNps, S=1,...5, (13
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where ¢ is the angle that sectiombuilds with the axis«q, states and corresponding displacements that maximize the
as shown in Fig. (), and érg the range perturbation of joint number of peak identifications over all sections
sections due tox. The subscripsis used in the following to s

denote section-specific quantities. Neglecting the clo_ck—drif\,(AT)z (51,___,53;)():2 A xAT)=max;, (18

term from(12), the observed travel times for tlsth section s=1

become where AT=(AT,,...,ATg) denotes the vector of offsets
X ) . a7s along all sections. The maximum value of the joint matching
20=7P+ G (9,— 9) + IR OO0+ UAT v index corresponding to the elements\(fAT) is denoted by
s (14 M(@AT)
S

For each set of simultaneous transmissions the unknowns are
the horizontal displacement of the central transceiver, the
background statbg, and the parameter vectd; (or, alter-

(D1,...9s:%) eV(AT)@Zl A xATY)

natively, the perturbationds—9{)), s=1,...S, along each =M(AT). (19
section. In addition, the constantsffsety ATs have to be  gince AT is valid for the entire experiment duration, from
estimated. deployment to recovery, it is estimated from the entire data

In the matched-peak approach the parameter domain regt, je., from the entirety of the sets of simultaneous trans-
ferring to each section is discretized into a regular grid, withmissions. Assuming that there ake sets of simultaneous
discretization step$ds,™ which is superposed on the grid {ransmissions along the sections considered, and denoting by
of background states for that section. Using the model relay, «(AT) the maximum of the joint matching index corre-
tions, arrival~—time predictions are made for each discret%ponding to thekth transmission set, the matched-peak esti-
model stateds (a tilde denotes quantities referring to the mate of AT is set to maximize the sumM(AT)
discretization grigi depending also on the displacement =3 M (AT) over all transmissions. It is shown in the

and the constamk T, following subsection, for the case of small motions, that this
estimate is not a unique one, but rather a class
=0T oy D)4 GO F— gy 4 0T
Ts( Vs X ATg) =75+ Gg'(Fs— g )+r7_RS§rS(X) D={AT:M(AT)=max (20)
+UAT,. (15  of estimates, based on the fact that the global matching index

M is invariant to translations of thex(,x,) coordinate sys-
Each discrete model state corresponds to a particular backem. The maximum of the global matching index, over all
ground state. An estimate for the upper bound of the predicsections and all transmissions, corresponding to the elements
tion error is given by the sum of the observation/modelingof D, will be denoted byM a4
error v and a discretization error, which depends on the
AT e D& M(AT)= Mpax- (21

background state and the discretization steps
In summary, the offset calibratiofdetermination ofAT) is
TN :

&(bs, 895 =2|G™| 695+ w5, (16 performed by maximizing the global matching index, over
where|G)| denotes the matrix whose elements are the aball sections and all transmissions. At the level of each single
solute values of the elements 6% . Each of the predicted Set of simultaneous transmissions the oceanographic inver-
arrival times(15) is allowed to associate with observed ar- Sion problem along the sections as well as the navigation
rival times if its time difference is smaller than the corre- Problem for the central transceiver is solved by maximizing
sponding travel-time errail6). A matching indexA can be  the joint matching index, over all sections. In other words,

thus calculated along each section, dependinggnx, and using probabilistic te_rm_in_ology, the o_ffset_cal_ibration prob-
AT, and denoting the number of identifiable peaks, i.e., théem is solved by maximizing the marginal likelihood over all

number of peaks in the measured arrival pattern that can b%ections and transmissions, the likelihood being represented
associated with the predicted arrival tined. x- AT by the matching index for each section and each transmis-
P Mgk ds ;AT sion, whereas the oceanographic inversion and navigation

A=A DX ATY). (17) problems are sqlvgd at the Ievel_of gach single sgt of s_imgl-
taneous transmissions, by maximizing the marginal likeli-
A can be calculated in a straightforward and simple way aiood over all sections.
explained in Ref. 10; the associated computational burden ii Small motions
much smaller than for building up the set of all possible trial” ™~
identifications(possible associations between predicted and If the horizontal displacement of the central trans-
observed peakswhich is necessary, e.g., for explicitly solv- ceiver is small, the range effects on the arrival pattern can be
ing the identification problem. considered limited to the translation only, since the time
According to the peak-matching principle, the sound-stretching/shrinking of the arrival pattern will be negligible,
speed parameterd; along the various sections and the hori- as discussed in Sec. Il A. In the matched-peak context, neg-
zontal displacement of the central transceiver can be esti- ligible means that it is small compared to the cumulative
mated from each set of simultaneous transmissions, for giveobservation, modeling, and discretization errors. For as-
offsets AT, by finding the population of discrete model sumed errors of the order of 10 ms, horizontal displacements
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up to about 50 m can be considered to be small, since the

) ’ ) ] ) o Marseille
induced relative deformation of the arrival pattern is less
than 1 ms. The horizontal displacements of the Thetis-2 {. w.
transceivers are of the above order and can thus be consid- 4 | Barcelona ~
ered as small motions. Neglecting the deformation effect of orsica
the horizontal displacement, the arrival-time predictions = "
are written in the form wl ’) ; A—
(B, AT = 20+ LT, o) Wt |
_ 20001
+Ug(C; 1T o(X) +ATY), (22 2000m , >
. ) 38 7’
wherec, is an arbitrary reference sound speed, e.g., 1500
m/s(a change irc, of 10 m/s will cause a travel-time error as - Tunis
small as 0.2 ms 26 Algiers ; :

It is shown in the following that ifAT belongs toD, 2 4 6 8 10 E

, . .
then any other delay vectarT” defined through the relation FIG. 2. The geometry of the Thetis-2 experiment in the western Mediterra-

AT.=AT¢+A cosps+A,sings, s=1,2,..5, (23  heansSea

whereA; andA, are constants, will also belong . Sub-
stituting (23) into (22) and taking into account the kinematic
condition(13), the predicted arrival times can be written

also true for rotations, which however do not affect the di-
mensionality of theAT-search.

~(Q .y b b)/ 9 b
(D AT =70+ G (I~ 9 IV. APPLICATION TO THETIS-2 EXPERIMENT
+Ug(C; 1N (X +CA) +ATY) In this section the proposed inversion approach is ap-
o~ ) plied to multi-section travel-time data from the Thetis-2 to-
=To(Fs; X+ C A ATY), (24) mography experiment conducted from January to October

whereA= (A, A,). The above equality of the predicted ar- 1994 in the western Mediterranean &% Figure 2 shows
rival times for AT and AT’, for the same discrete model the experimental site and geometry. The tomographic array

state?)s but different displacements and x-+¢,A, respec- contained seven moored transceivers, all deployed at a nomi-
tively, passes to the matching index for each section at th(ra]al depth of 150 m. An HLF-5 source, mark(_ad by H, of
level of a single transmission f:entrgl_ frequency 250 Hz and. effective bandW|dth_6_2.5 H;,
insonified the basin at 8-h intervals. The remaining six
Ag(Ds; X AT =Ay(Dg;x+CA;ATL), (25)  sources(W1-W5 and $ transmitting six times per day,
were of Webb type with central frequency 400 Hz and effec-
tive bandwidth 100 Hz. The receiver parts of H and S could

listen to 400-Hz signals only, whereas the receivers at

which in turn results in identical optimumaximum) values
for the joint matching indices

M(AT)=M(AT’). (26) W1-W5 were modified to listen to both 400-Hz and 250-Hz
. o signals.
In the case oK sets of simultaneous transmissions, E§) After completion of the experiment it was discovered

holds for each set of simultaneous transmissions, i.e., it behat the instrument W4 had very few good records. A leakage
comesM(AT)=M(AT"), k=1,...K. The global matching haq resulted in a short circuit at both the receiver and navi-

index corresponding tAT" will then read gation inputs, such that neither navigation nor receiver data
K K were available at this instrumefft. Fortunately, the W4
M(AT )= 2 M (AT")= 2 M (AT) transmitter continued to work properly and the W4 transmis-
k=1 k=1 sions were recorded at the other instruments, in particular at
= M(AT)= My, 27 W3, W5, H, and S. These receptions, however, cannot be

corrected for the motions of W4 due to missing navigation
sinceAT e D. Equation(27) implies thatAT’ also belongs data. Accordingly, absolute-time inversions cannot be per-
to D. Accordingly, for each offset vectakT in D there is a  formed along the corresponding sections. The multi-section
multiplicity of equivalent offset vector& T’ which corre-  matched-peak inversion method is applied in the following
spond to translations of thex{,x,)-coordinate system; the to the sections W3-W4, W5-W4, H-W4, and S—W4, with
transformation(23), in particular, corresponds to a transla- nominal ranges 354.7, 237.2, 303.5, and 255.4 km, respec-
tion by c,A. Consequently, any two components&T can tively, to simultaneously estimate the ocean state and navi-
be arbitrarily fixed, e.g.AT;=AT,=0; i.e., the dimension gate the source W4.
of the AT search can be reduced by 2. From the above it isA Data
clear that the global matching index((AT) and the asso- "~
ciated model states at the level of each section and each Figure 3 shows the observed peak arrival tinfkght
transmission are invariant to translations of thedotg and cutoff peakgheavier dots corresponding to the
(x1,X5)-coordinate system. The same can be shown to bdaily averaged transmissions along the four sections, after
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correlation processing and clock-drift correction. Mooring-in Fig. 5. A nonlinear character is evident for all sections and
motion correction has also been applied for all instrumentpeaks; in particular, transition intervals can be seen, different
except W4, i.e., the data of Fig. 3 contain the cumulativefor different peaks, where the nonlinearity is stronger. These
effects of ocean changes and W4 motions. The horizontdhtervals correspond to the passage from surface-reflected to
axes in Fig. 3 represent yeardays of 1994 and span thefracted propagation, which, in terms of rays, occurs when
9-month duration of the experiment, whereas the verticathe sound speed at the surface equals the sound speed at the
axes measure travel times. Low-SNR receptions have beaay up-turning depth. The latter is larger for deep rays—
omitted from this figure and are neglected in the subsequerorresponding to early arrivals—than for shallower rays—
analysis. It is seen, e.g., in Fig(d3 that there is a nearly corresponding to late arrivals. Accordingly, the transition
15-day interruption in the W3-W4 data, around yeardaywill take place at largety; values for early arrivals than for
100; during this period the simultaneous four-section inverdate ones; this behavior is seen in Fig. 5. It is remarkable that
sion cannot be applied. the cutoff peak-arrival time along the southmost section
Five to six arrival groups can be distinguished in theW3-W4, Fig. &d), is nearly insensitive ta@),; variations; in
early part of most receptions along the four sections. Thesthat case the source and receiver both lie on the channel axis
can be associated with particular ray groups corresponding td50 m). Neither the presence of the channel nor the sound
steep propagation angles. The remaining intermediate arspeed at the channel axis is affected by the first EOF, since
late arrivals are difficult to interpret in terms of ray arrivals the latter extends up to 100 m only. The particular cutoff
because ray groups overlap with each other in this interval.
To exploit some of the information contained in the interme-

diate and late part of the arrival patterns the peak-arrival ° LT
approacf'®is used, combined with normal-mode propaga-  190; 10r (®  f
tion modeling. 200} 200} f f

Figure 4 shows the basic reference sound-speed profile | 300L -
for each section and also the three most significant EOFs for . '
the western Mediterranean basin. The historical rms values ¢ 400 4001 |
of the EOF amplitudes ar@; ;< 18.48, %, ,m—2.88, and < 500 500t B
V3, ms=0.96. EOF-1 accounts for the bulk of the seasonal § 5001 5001 E ;
variability taking place close to the surface, and this explains )
the large rms value of the corresponding amplitude, whereas 700y 7007 ¥
higher-order EOFs extend to increasingly deeper layers. The  gool — H-wa4 800f \
first three EOFs explain 99.6% of the total variance. - Ws-wa — EOF!

) : X . 900(] -~ S-W4 9001 - - - EOF2

The behavior of peak-arrival times with respectde — W3-W4 - EOF3
variations, i.e., seasonal variations, is illustrated in Fig. 5. 19075570 1515 1520 9% 0 1
The KRAKEN?’ normal-mode code was used to calculate ar- (m/sec) (m/sec)

rlval.pattems for eacml. value; the emitted Slgnal was ap- FIG. 4. (a) The basic reference sound-speed profiles along the four sections
prox_lmated by a Gaussian pUIse-.Or_”.y the peaks that can b@ the upper 1000 m(b) The first three empirical orthogonal functions
continuously traced over th&;-variability range are plotted (EOFs for the western Mediterranean basin.
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peak is affected by the higher-order EOFs only. about 17 identifications per section and transmissidine

Using the model peaks shown in Fig. 5 the matched-contours shown in Fig. 6 are separated by 10, starting from
peak inversion approach is applied to the data of Fig. 3 tahe maximum value.
perform offset calibration and inversion along the four sec- It is seen from this figure that the time offsets close to
tions, as well as navigation of the central mooring W4. Forthe optimum, with respect to the total number of identified
the calculation of the observatiofinfluence matrix the peaks, are distributed about a straight line with positive in-
peak-arrival approach is used. To account for large-scalelination passing through the optimum poi@®,0.02. This
range-dependence effects, travel-time corrections are calcmeans that an increase/decrease in the offset along H-W4
lated from hydrographic data and applied to the cutoffmust be accompanied by an appropriate increase/decrease in
peaks® a cold bias is predicted along all sections, with anthe offset along S—W4 to ensure the best possible identifica-
estimated mean delay of 53, 46, 25, and 6 ms along W3—W4ijon results, i.e., the best possible matching. This can be ex-
W5-W4, H-W4, and S—W4, respectively. The search spacplained by looking at the geometry of the four sections in
for the EOF-1 amplitude along each section is sett®  Fig. 2: since the offset along the nearly coaxial sections
about the historical value for each day of the year, wherea®/3-W4 and W5-W4 is fixed to zero, there is only one
for the remaining EOFs it is set ta2.5 times the corre- degree of freedom left for the motion of W4, namely perpen-
sponding rms value. The discretization steps takenddre  dicular to these sections, i.e., along a direction close to the
=0.7,69,=0.5, andd¥;=0.25. The resulting discretization east—west axis. This means that the resulting optimum off-
errors range from about 2 ms for the early arrivals to 10 msets along H-W4 and S—W4 must be close to each other;
or higher for the late ones, depending on the backgrounthis is observed in Fig. 6. Thus, the possibility to arbitrarily
state. A 10-ms observation/modeling error is considered foselect any two of the time delays and the above behavior
all peaks except the cutoff, for which a larger value of 50 ms
is used to account for increased variabifify 0.08

The maximum horizontal deviations of the Thetis-2
transceivers are of the order of 50—10G%in this connec-
tion, the small-motion assumption is made for the horizontal
displacements of the instrument W4. The navigation results
for W4 support this assumption.

0.04¢

A Ts-w " (sec)
o

B. Results

Figure 6 shows the total number of identificatiang, -0.04f
over all sections and all transmissions, as a function of the
time offset along S—W4 and H-W4; the time offsets for the
W3-W4 and W5-W4 data have been arbitrarily set to zero, -0.08 ; . s
. . . ~0.08 -0.04 0 0.04 0.08
in accordance with the conclusion of Sec. Il A. The global AT, s (580)
matching indexM reaches its maximum value at a single . i e alobal A i as f .

; ; ; ; ; FIG. 6. Offset calibration: The global matching in as function of the
EOInt, denoted by _an asterisk n Fig. 6, WIm_TS‘W_“_ time offsets along H—W4 and S—W4, assuming zero offsets along W3-W4
=20ms andATH—W4__ 0, correspondlng t(_) 15077 identified ang w5_wa. The maximum o1 is denoted by an asterisk. The contours
peaks over all sections and transmissidas average of shown are separated by 10.

* : 15077 identifications
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FIG. 7. Inversion results along H—W4: Evolution of depth-averaged poten-  FIG. 8. Inversion results along W5—Wdescription as in Fig. )7
tial temperatures in the 0-150, 150-600, and 0—2000-m layers. The re-

trieved mean temperaturésolid line9 and inversion errorggray areasare l . he d . fob . | .
superimposed on the historical mean temperat(dashed lines Available Ines representing the duration ot observations. In comparing

hydrographic data are denoted through circles, with horizontal lines indicatthese observations with the inversion results, their temporal
ing the duration of observations. distance(more than 30 days in some cases well as the
temporal spread of the hydrographic déateaching, e.g., 14
render the offset calibration practically one-dimensional. days in the case of late H-W4 dataave to be taken into
The inversion results corresponding to the optimum timeaccount. The inversion results are in general agreement with
offsets along the four sections are shown in Figs. 7—10, inthe hydrographic data. Since the offset calibration in Fig. 6
the form of depth-averaged temperatures over three layers:l@s been based on the matched-peak approaatipn the
surface layer, from the surface down to 150 m, an intermehydrographic data, the inversion results and the hydrographic
diate layer from 150 to 600 m, and a deep layer from thedata are fully independent. The inversion results follow the
surface down to 2000 m, representing the total heat conteminticipated gross seasonal behavior in the near-surface and
of the water column. For converting the estimated soundhe deep layer. The variability in the intermediate layer, be-
speed to temperature a depth-dependent conversion relatibtmw 150 m, is mainly due to mesoscale activity. A compari-
has been used, of the fornd(z)=46, (z)+d, (2)[c(2) son of both the inversion results and the hydrographic data
—c,(2)] whered, , d,, andc, are depth functions esti- with the climatological data shows that there are significant
mated from historical data in the area of the experinient;deviations from the historical mean conditions in all three
conversion errors have also been estimated and account&yers.
for. The inversion resultémean values and rms errprare The horizontal displacement of the source W4 estimated
shown through the solid lines and the gray areas, respedrom the multi-section matched-peak approach is shown in
tively, in Figs. 7—10. These results are based on simultaneodsg. 11; for the time-to-distance conversion a reference
four-section inversions. In this connection, they cover onlysound speed,=1500 m/s was used. The upper two panels
periods where simultaneous acoustic data exist along all fousf Fig. 11 show the north—south and east—west mean devia-
sections; e.g., the 15-day gap about yearday 100 in th&on along with the corresponding rms errors as a function of
W3-W4 data reflects in the inversion results along all secyearday. It is seen that the retrieved displacements exhibit a
tions. certain degree of temporal coherence, i.e., subsequent esti-
The dashed lines in Figs. 7—10 represent the historicainates of the displacement of W4 are statistically dependent
mean temperatures for each day of the year. Finally, the hyan each other. This is particularly important considering the
drographic data, collected before the start and after the enf@ct that subsequent receptions have been analyzed indepen-
of the experiment, are marked through circles with horizontallently of each other.

794  J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 E. K. Skarsoulis: Multi-section matched-peak inversion



18} ' ' ] 18
(a) 0-150m (a) 0-150m
16 161
14} ~ k 1 14 T~ g
e~ s T \-p’-t L
o O
12 ' - -
%._,’ 0 100 200 300 Qé’ 120 100 200 300
3 3
£136 gl36
“é& (b) 150-600m “é (b) 150-600m
£13.4 8134 *-~L o ha- 5T
s s ‘\
b= € "4
g13.2 2132
o [}
o °
(4] (]
g 13 g 13}
(] [
5 ' : g ' -
L0 100 200 300 £ 0 100 200 300
513.4 8134
o ©
(c) 0-2000m 2
13.2f ™ N 1 13.2+
13} ¢ aam Tt 1 13}
12.8 : » : - -
0 100 200 300 128 100 200 300
yearday yearday
FIG. 9. Inversion results along S—Wdescription as in Fig. )7 FIG. 10. Inversion results along W3—Wdescription as in Fig. )7

The results shown are based on daily averages and aghe nominal W4 position is shifted by 16 m to the north; see
cordingly, existing mooring motions with time scales lessthe concluding remarks of Sec. Il A.
than 24 h are not resolved; moreover, such “fast” mooring  To assess the efficiency of the method for estimating the
motions may cause a certain degradation of the averaggsbsition of the central transceiver a synthetic test case is
data since their effects cannot be removed prior to averagingonsidered using simulated travel-time data: the measured
Nevertheless, despite these shortcomings, the estimatedrival pattens along the four Thetis-2 sections are first cor-
horizontal deviations of the transceiver W4 explain most ofrected for the estimated displacements of W4, shown in Fig.
the abrupt changes in the behavior of the observed traveltl, and then, assuming a harmonic motion of the central
time data in Fig. 3. For example, the southward drift of themooring, the travel-time data are modified accordingly. The
transceiver W4 between yeardays 170 and[Fi§. 11(@)]is  synthetic data are used as input to the multi-section matched-
seen in the observed travel times along the sections W5-Wgeak approach. The navigation results for this synthetic case
and W3-W4, close to the north—south axis. The arrivalsare shown in Fig. 12 along with the assumed harmonic mo-
along W5-W4 are delayed, whereas the ones along W3—-W#on (dashed ling the inversion results are nearly identical to
are advanced. Similarly, the drift of W4 to the south/those shown in Figs. 7—10 and are omitted. It is seen from
southwest observed in Figs. (8l and (b) over the yeardays Fig. 12 that the assumed mooring motion is reproduced with
50-75 causes a warm-bias effdeidvancement of arrival remarkable accuracy, with the dashed lines in most cases
times along S-W4 and at the same time a deflegid biag  lying within the estimated error bars. This means that the
in the arrival times along W5-W4, which can be seen inmethod can separate the travel-time changes due to oceano-
Fig. 3. graphic conditions from those induced from motions of the

The lower panel in Fig. 11 shows the estimated horizoncentral transceiver.
tal trajectory of W4. The overall mean position of the trans-
ceiver is denoted by a dot. It is seen that the estimated horij-
zontal deviations from the nominal position are less than 10
m, and in most cases less than 50 m. These values lie within ~ An extended matched-peak approach was presented al-
the expectation limits for the particular mooring, and theylowing the simultaneous analysis of travel-time data from
further justify the small-motion assumption. The deviation ofmultiple tomographic sections, from a moving source or re-
the overall mean position from the nominal position is aboutceiver to a number of peripheral fixed transceivers, to esti-
16 m. This difference can be eliminated by appropriatelymate the position of the moving instrument and the ocean
modifying the time offsets, according to E@®3), such that state along the various sections. This can be useful, e.g., in

. DISCUSSION—CONCLUSIONS
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of W4,

case of missing navigation data for a particular transceiveonly, i.e., it does not require additional hydrographic mea-
within a tomographic array. The proposed scheme uses thgrements. In the case of small motions, the global matching
simultaneous acoustic receptions along the sectiongdex and the associated model states are invariant to trans-
originating/ending at the particular instrument to provide alations of the §;,X,)-coordinate system, corresponding to
solution to the inversion problem as well as an estimate foshifts of the nominal transceiver position. As a result, any
the instrument position. The solution consists of the kinetwo of the time offsets can be arbitrarily specified, reducing
matically compatible model states and instrument positionshe dimension of the calibration problem by 2.
that maximize the joint matching index, i.e., the number of A main feature of the matched-peak approach is that it
peak identifications over all sections. provides inversion and navigation results directly from
A further problem addressed is the offset calibrationtravel-time data without requiring that identified peak tracks
along each section, which accounts for the difference beexist, thus enabling the automatic analysis of travel-time
tween the actual and the nomindest estimatedsource— data, even in the presence of long interruption intervals be-
receiver range, as well as for internal instrument delays. Thisveen transmissions. Furthermore, by using an appropriate
problem is usually solved by comparing measured acoustiset of background states the problem of nonlinear model re-
arrival patterns and acoustic predictions based on hydrdations can be treated. All model states, i.e., all points within
graphic measurements, provided that the latter have bedhe parameter domain, are considered equally probable for
conducted simultaneously with the acoustic measurementiescribing a particular reception. Thepriori rms values of
along each section. The solution proposed here is based ortlee sound-speed parametéesg., the EOF amplitudgsre
global matched-peak approach; the time offsets are estimateted to specify the extent of the parameter domain. The
such that the total number of identifications over all section®bservation/modeling travel-time errors, together with the
and acoustic transmissiofiglobal matching indexis maxi-  discretization errors, specify the maximum allowable toler-
mized. This calibration approach is based on acoustic datance for associating predicted and observed arrival times.
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Acoustic remote sensing of internal solitary waves and internal
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High-frequency underwater acoustic transmissions across the Strait of Gibraltar are used to examine
the feasibility of acoustically measuring several physical processes in the Strait, a difficult area to
sample with conventional instruments. Internal undular bores propagate along the interface between
an upper layer of Atlantic water and a lower layer of Mediterranean water. As they cross the acoustic
path they are recognized by their scattering effects in the acoustic record. The time between internal
bore crossings is influenced more by the tidal phase of the bore release at the Camarinal Sill than
by variability in the bore’s propagation time to the acoustic path. When internal bores were present,
the acoustic arrival patterns could be classified as one of three types with different internal bore and
internal tide amplitudes. The arrival types alternate during spring to neap tide transitions, suggesting
that internal bore amplitude is not linearly related to tidal height. The sensitivity of acoustic
observables to several physical parameters is investigated using a forward model, and a
demonstration of inverse techniques provides estimates of several physical parameters from spring
tidal cycles. ©2001 Acoustical Society of AmericaDOI: 10.1121/1.138261]7

PACS numbers: 43.30.Pc, 43.30.{IoL.B]

I. INTRODUCTION able in some situations, they all have limitations in the envi-
ronment of the Strait of Gibraltar. A technique that has
The Strait of Gibraltar is a challenging environment to received less attention in the Strait, yet offers some advan-
observe with conventional instruments. Its large variabilitytages over conventional methods, is that of acoustic remote
over small time and space scales makes it difficult to samplgensing. A key virtue of using acoustics is the ability to make
adequately, and the strong tidal currents and extensive shi@pidly repeated measurements which eliminates any prob-
and fishing traffic there are inhospitable to moored instruiems of aliasing in time. Acoustic transmissions across the
ments. CTD casts and moorings have provided most historiStrait of Gibraltar are practically instantaneous relative to the
cal information about internal tides in the Stréitrmi and  time scales of even the briefest physical processes. Acoustic
Farmer, 1988; Farmer and Armi, 1988; Boyce, 1975; Braymeasurements inherently integrate horizontally, which sup-
et al, 1990, 1995; Candelat al, 1990; Ziegenbein, 1970 presses small-scale variability, and they can even be used to
but CTD data can suffer from temporal aliasing problemsmeasure several parameters simultaneously, as this work will
because of the brevity of some important physical processeshow.
in the Strait. While moored instruments can sample quickly,  The Strait of Gibraltar Acoustic Monitoring Experiment
they are point measurements subject to spatial aliasing anglas conducted in April 1996 as a joint project between the
contamination from local, small-scale variability. Scripps Institution of Oceanography and the Institut fu
Packets of large internal solitary waves routinely propa-Meereskunde, University of Kiel. The Gibraltar experiment
gate west through the Strait and have received considerablgas already provided acoustically derived estimates of trans-
attention (Boyce, 1975; Watson, 1994; Watson and Robin-port through the StraitSendet al, 2001, but this paper
son, 1990; Ziegenbein, 19¥.0rhese solitary waves are dif- provides examples of additional information that can be
ficult to observe using CTD measurements because of theiensed acoustically and offers new insight into the interesting
short duration at any one point. Satellite and surface radgshysical processes in the Strait. The potential exists to learn
images have been successful in observing their speed amduch about the physical oceanography in the Strait without
horizontal wave-front shape but give no indication of theirdeploying extensive instrumentation in its interior.
vertical structure(Alpers and La Violette, 1993; Richez, Tiemannet al. (2001 investigated the scattering effects
1994; Watson, 1994; Watson and Robinson, 19%tho-  of internal solitary waves and internal tides on acoustic trans-
sounders have successfully observed the vertical displacenissions across the Strait of Gibraltar by using a multipa-
ment of internal solitary wave packetérmi and Farmer, rameter physical model of the Strait in the forward problem.
1988; Farmer and Armi, 1988; Watson, 1998ut the vari-  This model can qualitatively explain many important fea-
ability of their shape with range across the Strait has notures of the observed acoustic scattering by showing how
been directly observed. acoustic ray paths across the Strait evolve over a tidal cycle.
Although conventional measurement techniques are suitfthe same model was further used in this work to determine
how sensitive acoustic travel times are to changes in several
dNow at: Science Applications International Corporation, La Jolla, CA physical parameters such as internal solitary wave amplitude,
92037. internal solitary wave speed, and internal tide amplitude.
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This paper will demonstrate three different techniques
for extracting oceanographic information from an acoustic | ==
record. These analyses are independent of each other arf
will each appear in their own section, ordered in increasing
complexity. Section Il provides a general overview of the
environment of the Strait of Gibraltar, the experiment instru-
mentation, and the physical model used in the forward prob-
lem. Section Il shows an example of how acoustics can be
used to determine when internal solitary waves are presen
and, when used in conjunction with conventional measure-
ments, to time the travels of internal bores through the Strait.
In Sec. IV, three generalized acoustic travel time arrival pat-
terns are identified. These patterns are repeated frequently i
the acoustic record, and their sequence shows some interes At
ing long term trends. In Sec. V, the sensitivity of acoustic A RS o S (
propagation in the Strait to perturbations in the physical sesow 5040 " 5030 ' 5920
model parameters is examined, and in some cases a qualita-
tive explanation for the resulting travel time changes is pro_FIG. L Bathymetry of the Strait Qf Gibralta_r wi_th instrument positions and

. . .. L . . acoustic paths indicated. Due to inaccuracies in bathymetry, depth contours
vided. Following this is a description of the linear inverse 4. o exactly match instrument depths.
technique used to estimate several physical parameters from
the acoustic data.

L 36°00'

35°50'

were confined to the lower layer of Mediterranean water and
upper ray paths that acoustically sampled the interface
between Atlantic and Mediterranean waters and the internal
An understanding of the physical processes in the Straisolitary waves which propagate along that interface. Three
of Gibraltar is necessary for modeling acoustic propagatior?2 kHz transceiverglabeled T1, T2, and T3 in Fig.)were
in the region. Tiemanret al. (2001) describe in detail the installed just above the sea floor at about 200 m depth, at the
model previously developed to describe the oceanographiendpoints of two acoustic paths. Transmissions every 2 min
processes in the Strait and aid in acoustic propagation studrom T1 to T3 will be examined in this paper; the T1-T3
ies, but key features of the environment, experimentapath was perpendicular to the current flow to minimize any
approach, and model parameters are repeated briefly hereacoustic travel time variation due to currents. The tilts and
The basic circulation of the Strait is relatively simple, orientations of the instrument moorings were measured every
with an upper layer of relatively warm, fresh Atlantic water 5 min and used to correct acoustic travel times for instrument
about 100 m thick flowing east into the Mediterranean Seanotion, but close examination of the T1 instrument tilt data
and a lower layer of relatively salty, cold Mediterraneanshowed brief but violent tilts occurring roughly every 12 h.
water flowing back west through the Strait into the Atlantic. These “kicks” are due to the passing of an internal solitary
This mean flow is modulated by large semidiurnal tidalwave over the instrument and provide a hint as to where to
flows, and there are tidal fluctuations in the depth of thelook in the acoustic data for internal solitary wave effects.
interface between the upper Atlantic and lower Mediterra-  The observed acoustic scattering was quite complicated
nean water layers. Within the model, these fluctuations fronas ray paths were repeatedly created and destroyed with the
the internal tide are reproduced by sinusoidal vertical shiftpassing of internal solitary waves and the evolution of the
of the background sound-speed field of up to 25 m on thénternal tide. The background sound-speed field used in the
northern side of the Strait and 40 m on the southern side. model was constructed from environmental data taken during
Perhaps the most interesting feature, though, is théhe experiment and has double minimums in the sound-speed
propagation of internal bores which are released at therofiles at every range. Within the model, the sound-speed
Camarinal Sill on the west side of the Strait at the relaxatiorfield is shifted vertically and adiabatically in accord with a
of most high tides. As the bore propagates east through theode 1 internal tide. Furthermore, when an internal solitary
Strait it eventually disintegrates into a train of internal soli-wave crosses the acoustic path, it temporarily displaces
tary waves, with waves of larger amplitude and wavelengttwarm shallow water deeper, perturbing the sound-speed pro-
at the head of the packet. Within the model, the verticaffiles even further. The internal solitary wave is modeled as
amplitude of the internal solitary wave packets is based omnother mode 1 vertical displacement which sharpens sound-
an echosounder observation of a packet near the acousspeed gradients. The increased sound-speed gradients can
path but is scaled with position across the Strait, increasinthen refract acoustic rays away from their usual sound chan-
from north to south, with an average 100 m amplitude neanels. To illustrate this, Fig. 2 shows absolute acoustic travel
the center of the Strait. The modeled packet crosses thmes to the T3 instrument over two tidal cycles, and Fig. 3
experiment’s acoustic path with a speed of 2.5 m/s and witlshows the predicted ray paths and soundspeed field along the
a horizontal wave-front curvature based on one observed in @1-T3 acoustic path at several instances in a tidal cycle. The
satellite image. ray identifiers(“a” through “e” ) of Fig. 3 correspond to the
The geometry of the Gibraltar experiment was selectedsame labels on the travel times of Fig. 2. Ray path “a” will
to give both lower acoustic ray paths across the Strait thdbe referred to as the “lower ray” because it consistently

Il. OVERVIEW
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sampled the lower water layer. Its travel time of 9.655 s isdata.(The 10—15 ms travel time decrease for upper ray paths
nearly constant throughout the tidal cycle. Ray paths “b”is not the result of instrument motignHowever, not every
through “e” will collectively be called “upper rays,” and abrupt travel time decrease has a corresponding indicator in
they showed much more travel time variability, such as thehe instrument’'s motion data. The data from both semidiurnal
rapid 15 ms decrease in travel time near Hour 4 of Fig. 2tidal cycles of Fig. 2 show sharp decreases in travel time, at
Despite such complexity, the acoustic scattering is surprisyeardays 121.68 and 122.17, indicative of an internal solitary
ingly robust, and the repeatability of key acoustic featuresvave packet crossing the acoustic path, but the acoustic data
made the Gibraltar data set a good candidate for modelingsuggest that the earlier packet at day 121.68 has a bigger
amplitude because the travel time decrease of the upper rays
IIl. INTERNAL BORE TRAVEL TIME is larger (15 ms drop vs 10 ms dropThe T1 instrument
motion confirms a larger internal solitary wave at day 121.68

The internal undular bores in the Strait of Gibraltar . . .
- . : . as a violent tilt was recorded at the instrument, moored at a
originate at the Camarinal Sill to the west. A lee wave in the

form of an internal hydraulic jump appears behind the sillgfnptlr.'t (()jfe162 ;ns’ db_gt nr(l)(t)telrlrere dlztaer gsge \r/]vr;gnmsom:"tire
during strong westward tidal flows. When the tide relaxes, tpl u tW v ! X P U9 v
this wave is free to cross the sill and moves east as an intef">" YMent . . o

A sudden travel time decrease is the acoustic signature

nal bore along the interface between the Atlantic and Medi-

terranean waters. Using temperature and salinity recorddl @ Passing internal solitary wave, and for every tidal cycle
from several moorings along the main axis of the StraitV1€reé one occurred, the yearday at the maximum decrease

Armi and Farmer(1988 timed the passage of a mode 1 was noted as the time of the internal solitary wave crossing.

internal bore through the Strait; they predict the bore should\0t €very tidal cycle has an associated crossing, particularly

cross the Gibraltar experiment's T1-T3 acoustic path apguring neap tides when the internal bores are smaller in

proximately 5.5 h after its release from the Camarinal Sill.2MPplitude or nonexistent. Figurga shows the spacing in
Acoustic data can also be used to time the passing of a bofén€; as a function of yearday, between internal bores cross-
over the acoustic path because its scattering effects in tH89 the acoustic path; spacings between bores more than one

acoustic record are recognizable. Note that by that time, thtidal cycle apart are not considered here.. The tidal height
bore will have evolved into a packet of internal solitary record from Ceuta is shown beneath to illustrate days of

waves. spring and neap tides and the tidal daily inequality. The mean
As an internal solitary wave train crosses the T1-T3time between bore occurrences is 12.56 h, but their spacing

acoustic path the travel times for both upper and loweoscillates shorter or longer than the mean on consecutive
eigenray paths should decrease sharply as they are refracté@des. The bore spacing also seems to vary more with the size
down deep due to large sound-speed gradients at the sourd¥.the tidal daily inequality than with overall tidal amplitude;
This ray path refraction is illustrated in Fig. 3, Hour 4. The Figure 5 suggests a roughly linear relationship between the
horizontal wave-front curvature of the solitary wave packettime separating two internal bore occurrences and the differ-
prevents discrete oscillations for each solitary wave fromence in low tide heights from their tidal cycles. For the tidal
appearing in the acoustic recoffiemannet al, 2001). The  record shown in Fig. @), the time between consecutive high
severity of the travel time drop varies with the vertical tides varies up tot.7 h, usually alternating above and below
amplitude of the passing internal solitary waves; largerthe mean period of 12.46 h. This variation in tidal period
waves cause larger sound-speed gradients and steeper tlps account for part of thee3.5 h maximum variation in
path refractions. Such rapid drops in travel time are ofterbore spacings. The remaining variation could be due to
seen in the acoustic data, once per tidal cycle, and they ca@hanges in a bore’s release time from the Camarinal Sill,
incide with the violent kicks seen in the T1 instrument’s tilt relative to high tide, or to differences in some physical prop-
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erties such as the bore’s phase speed or currents in the Strait.

Daily Inequality [cm]

Determining a bore’s release time from the Camarinal

Sill is necessary in calculating its travel time to the acousti

d:IG. 5. Time between internal bore crossings vs the tidal daily inequality at
_Ceuta for yeardays 114 to 135. The daily inequality is the difference in tidal

path and its phase i_n the tidal cycle. To do S0 in this EXPEllneight between adjacent low tides. Dotted line indicates the mean internal
ment, conventional instruments were essential. It is difficultoore spacing of 12.56 h.
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FIG. 6. Temperature and salinity
records from 118 m depth at mooring
“S” on Camarinal Sill, plus the tidal
height record from Ceuta, for six tidal
cycles. Vertical lines indicate times of
1 internal bore crossings at the acoustic
path and arrival structure typg@ype |
solid, Type Il long dash, Type Ill short
dash. The bore’s travel timegg, is
dimensioned six times in the tempera-
ture series. The complete time series

\/ for 75 is shown in Fig. 4c).
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to estimate the time of a bore’s release using current metehe time between internal bore arrivals is influenced more by
data from the sill because of uncertainties in how strong aariability in the tidal phase of the bore release than by vari-
current is necessary to hold a bore in place. Instead, abrupbility in the bore’s travel time.
changes in the temperature and salinity record from the sill
are a better indicator of an internal bore release. Figure 6
shows the temperature and salinity record at 118 m depty; ARRIVAL PATTERN IDENTIFICATION
from the sill mooring(labeled “S’ in Fig. 1). Data from six
consecutive tidal cycles are shown, with the tidal height at The repeatability of key features in the acoustic data
Ceuta provided for reference. The vertical bars on the figureluring spring tidal cycles is what made the Gibraltar data set
indicate times of internal bore crossings at the acoustic patBuch a good candidate for modeling attempts, and the model
as determined from the acoustic data. Approximately 5 tdeveloped previouslyTiemann et al, 2001 successfully
before each bore crossing, there is a rapid drop in temperaeproduced many properties of the acoustic arrival pattern for
ture at the sill of about 3°C and a simultaneous rise inspring tides. The data set shows robustness outside of the
salinity of about 2 psu; this event designates the time of thepring tides as well. Examination of acoustic data during the
bore release. The clearest examples of bore releases aransitions between spring and neap tides reveals that there
shown in Fig. 6, however, the temperature and salinityare two more broad categories of arrival structures, repeated
records were not consistently good markers. In ambiguousften and usually on alternating tidal cycles.
cases where there was no sharp temperature or salinity The acoustic data from the three consecutive tidal cycles
change, no attempt was made to time the bore release. shown in Fig. Ta) were used as archetypes for classifying
The time from all bore releases to their nearest high tiderrival structures according to their distinguishing character-
in the tidal record is shown in Fig.(d). The bore was istics. The three arrival structures will be identified simply as
released an average of 34 min before the high tide, butype I, Il, and lll, and their key features are listed in Table |
release can occur over 2 h before or after the high tide, ofteand labeled on the dot plot of Fig(&. The times of an
alternating above and below the mean on successive tidaternal bore crossing the acoustic path are indicated by ver-
cycles. This series is another example where the bore’s chatical lines where the line typésolid, long dash, short dash
acteristics are steadiest during days of small daily inequalieorresponds to the classification of the arrival patt@iype

ties. Armi and Farme(1988 observe a 1 hvariation in the 1, Il, or Ill') for that tidal cycle. The analysis to follow takes
tidal phase of the bore release and also attributed this to thedvantage of the qualitative differences among arrival pat-
diurnal inequality in the tide. terns as listed in Table I. A later section will quantitatively

The travel time for an internal bore to propagate fromexamine the features of Type | arrivals.
the Camarinal Sill to the acoustic path is the difference  Note that after yearday 128.0, the acoustic travel times
between a bore’s release time and the time of its crossing agill appear shifted 15 ms earli¢compare Figs. 2 and(@]
determined from the acoustic data. This quantity is labeled ifbecause the T1 instrument autonomously redeployed itself
Fig. 6 astg and its time series is shown in Fig(ch The about 23 m closer to the T3 receiver. As mentioned earlier,
mean bore travel time is 5.4 h, and this is in agreement witlihe Strait of Gibraltar is a difficult environment for moored
Armi and Farmer’s measurement of 5.5 h along the sam@struments! That shift will not adversely affect this work as
path(1988. The time series for bore travel time is consider-only relative travel time changes are of interest, and the
ably less variable than that of the bore’s tidal phasing, witheigenray paths predicted by the model are essentially the
rms values of 0.76 and 1.31 h, respectively. The variation irsame for the new, slightly shorter acoustic path.
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The three tidal cycles of Fig.(@) are from a transition ing an understanding of the relative changes in physical pro-

period from spring to neap tides. The Type | arrival structurecesses between the different arrival types. Figubg $hows

shows the last of spring tides; reproducing this structure wagredicted travel times for three tidal cycles as output by the
the goal of the first modeling attempts. By changing somemodel in attempts to match the three types of arrival struc-
model input parameters, key features of the Type Il andures. Although the key features listed in Table | were quali-
Type lIl arrival structures can be reproduced as well, provid+atively reproduced by the models, other details of the mea-

TABLE |. Features of travel time arrival patterns.

sured data are not reproduced. This is mainly due to errors in
the background sound-speed field as environmental data
were limited during sound-speed profile construction.

Attempts to more closely match the travel time separation

Sudden upper ray travel time decrease of about hetyyeen lower and upper ray arrivéta” and “b” of Fig. 2 )

by “speeding up” the lower water layer and “slowing down”
the upper water layer complicated other ray paths beyond
what is seen in the data. Although the model for Type |
arrivals does not exactly reproduce the observed travel times,

Sudden upper ray travel time decrease of about itS model parameters are suitable for use as a reference state

Feature Description
Type | la
15 ms.
Ib Isolated cloud of upper ray arrivals shortly after
bore crossing.
Ic Absence of late-arriving upper rays for several
hours.
Type Il lla
10 ms.
IIb Upper ray travel times continue to decrease
following bore crossing.
lic Absence of late-arriving upper rays for several
hours.
Type I Ila Sudden upper ray travel time decrease of
10-15 ms.
Illb Lower and upper ray arrivals separated through

llic

most of tidal cycle.
Late-arriving upper rays present through entire
tidal cycle.
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in the sensitivity studies to follow.

The model parameters used to match the Type | case are
described in Sec. Il and in detail in Tiemaehal. (2007).
When matching the Type Il case, the internal bore amplitude
was reduced to 20% of the reference case; this prevents the
initial upper ray travel time decrease from being so severe
(feature “lla” from Table |) and allows the late-arriving
upper rays to persist longer before disappeafftig” ). The
continued drop in upper ray travel times, reaching a mini-
mum in the middle of the tidal cycl€llb” ), is more likely
the result of internal tides vertically shifting the background

Tiemann et al.: Acoustic remote sensing in the Strait of Gibraltar 803
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FIG. 8. Absolute travel times for five tidal cycles as a function of yearday 1996 for transmissions from T1 to T3. Vertical lines indicate timesblbartern
crossings and arrival structure typEype Il long dash, Type Il short daghArrows indicate times of a large tilt of the T1 instrument.

sound-speed field rather than internal solitary wave effects. Because the variation in upper ray travel times for the
Thus internal tide amplitude was increased slightly by 10 mType 1l case is smaller and the lower/upper ray travel time
and the background sound-speed profiles were uniformlgeparation larger, the opposite model parameter change was
shifted deeper by 10 m in order to minimize the lower/uppemade: internal tide amplitude was decreased by 12 m and the
ray travel time separation at the bottom of the tidal cycle.background sound-speed field was shifted shallower by
Offsetting the background sound-speed profiles from theil0 m. Shifting the background sound-speed field shallower
reference state is equivalent to changing the depth of thenaintains late-arriving upper rays throughout the entire tidal
Atlantic/Mediterranean interface, which could reasonably becycle (“llic” ). The internal solitary wave amplitude in the
varying from one tidal cycle to the next. Furthermore, shift-Type Ill case is decreased to 30% of the reference state in
ing the sound-speed field slightly is not unreasonable givewrder to provide an initial upper ray travel time decrease of a
the uncertainties in the range-dependent sound-speed fiesize between the Type | and Type Il cagéé$la” ) but yet
construction. not be so large that the late-arriving upper ray paths disap-
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FIG. 9. Tidal height at Ceuta as a function of yearday 1996 overlaid with vertical lines indicating times of internal bore crossings and arrivaltgfreict
(Type | solid, Type Il long dash, Type Il short dgsirrows indicate times of a large tilt of the T1 instrument.
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pear. In summary, the Type | arrivals assume the largestABLE Il. Acoustic observables and uncertainties.
internal solitary wave amplitude. The Type Il arrivals use the

. . : Observable Description Uncertainty
smallest internal solitary wave amplitude but the largest
internal tide amplitude. The Type Il arrivals assume a Upper/lower ray travel time 1ms
middle-sized solitary wave, but the smallest internal tide. separation at 1 h _
E idal | h . b . d, Upper/lower ray travel time 0.2 ms
very tidal cycle where an internal bore crossing was separation at hore crossing
seen was catalogued as one of the three types of arrival struc- 4, Upper/lower ray travel time 1ms
tures shown in Fig. (&). Although this was done by a visual separation at 7 h
pattern matching, there was usually little doubt as to which ~ da Time of bore crossing 0.2h
archetype most closely resembled each tidal cycle’s arrival % Time of upper ray disappearance L5h
= | h h £l . dg Time of upper ray reappearance 2h
_structure. or example, note ow the presence o at_e arriv- - Buration of cloud of upper ray 1h
ing upper rays in a Type |l arrivaffeature Ill9 distinguish arrivals following bore crossing
it from Types | and Il where those rays are absent. Addition- dg Travel time separation in cloud of 1ms
ally, in a Type Il arrival, the convergence of upper and lower upper ray arrivals

ray travel times happens hours after the initial upper ray
travel time decreaséfeature IID, distinguishing it from

Types | and lll. Figure 8 shows acoustic data from five more i ) )
tidal cycles where alternating Type Il and Type Il arrival often be influenced by several physical processes simulta-

structures are relatively obvious. Again, the vertical bars if1€0Usly, inverse methods are used to determine how much
this figure indicate times of an internal bore crossing, andgach model parameter contributes to the total travel time per-

arrows indicate an accompanying severe tilt in the T1 instrufurbation. . _ o
ment. As additional examples, the travel times of Fig. 2  After observing how the real acoustic record varies with

would be classified as a Type | and Type Il arriveig. 10is  time, estimates can be made of how the physical processes of
a Type | arriva). the Strait varied with time as well. Unfortunately, there are

After classifying all of the tidal cycles with bore occur- few simultaneous, independent environmental measurements
rences by arrival type, an interesting pattern emerged whel® compare to the estimates calculated here, but comparisons
plotting arrival type on a tidal height record from Ceuta. to historical data are attempted when no direct observations
Figure 9 shows times of internal bore crossings as verticare available. These estimates do provide examples of the
lines where line type distinguishes arrival type. The tidalvariability in physical processes in the Strait, but because of
record identifies days of spring and neap tides and the dailihe limited duration of the acoustic record, they are too short
inequality. Note how Type | arrivals, modeled with the larg- to serve as other than examples.
est internal bore amplitude,. occur during the spring t.idesA. Sensitivity analysis
while Type Il and Type Il arrivals are seen on days to either
side of the Type | arrivals during the transition to neap tides. ~ The model can help determine to which physical pro-
Outside of the spring tides, the tidal cycles alternate betweegesses in the Strait of Gibraltar the acoustic transmissions are
the small and medium bore amplitudes of Type Il and Typemost sensitive, and learning how the predicted acoustic
[l arrivals, just as the tidal height record alternates with thetravel times vary with changing model parameters is a nec-
highs and lows of the daily inequality. Lastly, evidence of essary step in the inverse calculation. In order to objectively
internal bore crossings are absent only on days of neap tidesjeasure travel time variability, acoustic features that could
as expected. Note that even if a few arrival pattern typese measured on all spring tidal cycles were identified and
have been misidentified by visual inspection, the basic patwill be called “observables.” The eight observables that

terns presented here would still exist. were measured for each of 12 spring tidal cycles are
described in Table Il and identified in Fig. 10. Observables
V. LINEAR INVERSE METHODS d4, ds, anddg are dependent upon placement of a 12 h

Section IV demonstrated how the acoustic record can b¥indow defining the start and end of a tidal cycle; they refer
used to determine the presence or absence of internal borf times relative to a tidal cycle window, not an absolute
and make general estimates of internal bore and internal tidéme. For consistency, the times of the internal solitary wave
amplitude from different tidal cycle types. However, acousticCrossings @,), seen in the acoustic data as the bottom of the
data can also be used to estimate the subtle variations kPper ray travel time drop, were designateel hh mark for
several physical parameters among tidal cycles of the sanfvery tidal cycle window.
type through the use of linear inverse methods. This section ~Figure 11 shows time series for seven of the eight acous-
offers a demonstration of that technique using cases of sprindgc observables listed in Table Il in an effort to identify any
tide (Type |) arrival structures. By varying the model’s input trends over the seven days of spring tidé3bservabled,,
parameters, one can calculate how a small perturbation to rzot shown, equal4 h for all tidal cycles by definition, and in
modeled physical process, such as an increased tidal swirige inverse calculation to follow, it serves as a constraint on
or internal bore amplitude, leads in the real acoustic data tthe time of the bore crossingOver this short time series, no
small changes in acoustic travel times. Perturbing mode$trong trends are seen. Some of the variability is due in part
parameters also helps quantify model stability and sensitivto the difficulty in making the measurements.
ity. Because any single datum from the acoustic data can It would be simplest if the sensitivity studies indicate
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that a travel time observable is affected by only a single
model parameter, and thus the physical process that model

rameter represents would be a good candidate for acoustic

remote sensing. However, the inverse method is still able to
provide model parameter estimates even when an observable

8
6 o o
g 4 -5 is influenced by many parameters simultaneously, as is often
5 2f 24 g the case here.
0 * 2% Eight model parameters were perturbed slightly, one at a
6 - time, in both a positive and negative direction from the ref-
g 4 %-8‘_& erence state. The model was rerun after each perturbation
R e | 8~ . .
© 2 = gg and changes in the eight observables from the reference
° ol 2 travel times were recorded. The result was a matrix of
6 derivatives describing how each observable responds to per-
turbations in each model parameter. Table Il lists all the
model parameters along with the size of their perturbations.
) ) Perturbation sizes were chosen with the goal of being large
11 enough to make a noticeable difference in travel time observ-
101 = ables(about 0.5 ms or 0.5)hbut small enough so that the
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rturbations remained linear. If perturbed too far, eigenray

paths change and some observables would no longer be
measurable.

Because the internal bore amplitude is scaled with range

across the Strait, perturbations to its associated model param-
eter, my, will be by a percentage of the reference state
instead of an absolute number of meters. Model parameters
m; and m,, internal tide amplitude at the source and
receiver, define the maximum and minimum for the range-

. . . ‘ dependent internal tide amplitude. Linearly interpolated be-
122 124 126 128 tween the endpoints, the internal tide amplitude is larger on
Yearday 1996 the southern side of the Strait, near the source. The back-

ground sound-speed profiles can be offset vertically from
their reference state, with the amount of offset interpolated
linearly in range across the Strait between the valuasgn

FIG. 11. Time series for seven observables from Type | arrivals. Data points
from adjacent tidal cycles are connected by a line. Observables are definéy’
in Table II. eq
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dmg, profile offsets at the source and receiver. This is
uivalent to changing the depth and slope of the Atlantic/
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TABLE IIl. Model parameter uncertainties and perturbations used in sensitivity studies.

Parameter Description Uncertainty Perturbatian
my Internal bore amplitude 12% 20%
m, Internal bore phase speed 0.5 m/s 0.3 m/s
ms Internal tide amplitude at source 12 m 10 m
m, Internal tide amplitude at receiver 10 m 10 m
ms Sound-speed profile vertical offset at source 8m 10 m
mg Sound-speed profile vertical offset at receiver 8m 10 m
m; Internal tide phase at source 0.12 rad 0.4 rad
mg Internal tide phase at receiver 0.12 rad 0.4 rad

Mediterranean interface. The tidal phase is also interpolateteceiver phases are unequal, this makes the Atlantic/
linearly in range across the Strait between the phase at tHdediterranean interface “rock” as the tide will at times be

source and receiver, parametarsandmg. If the source and

tide amplitude
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rising on one side of the acoustic path and falling on the
other side.

When displayed graphically, linearity of the observables’
derivatives with respect to model parametesd;( 5m;) can
quickly be verified and sensitivities to model parameters
compared. Figure 12 shows a selected subset from the
8% 8 matrix of derivatives. The changes to seven travel time
observables, from both positive and negative perturbations to
four model parameters, are shown. If the model reacts lin-
early to a perturbation, the changes to a travel time observ-
able will be equal and opposite for the positive and negative
perturbations. If a model parameter has no influence on an
observable, its positive and negative derivatives will both be
zero. For example, internal bore amplituden;j has no
effect on upper/lower ray travel time separation at the 1 h
mark (d,), but it does have an effect on upper/lower ray
separation during the bore crossingl,. The relative
strength with which a model parameter affects different
observables can be compared by looking along any column
of Fig. 12. For example, internal tide amplitude at the source
(mg) has a larger influence on observalle than on any
other observable.

While the impact of model parameter perturbations can
be described numerically by the derivatives calculated
above, enough was previously learned of the acoustic scat-
tering to provide a qualitative explanation of why the acous-
tic observables change as they do. Figure 3 shows the mod-
eled evolution of sound-speed profiles along the acoustic
path, and the eigenray paths that result, at several times dur-
ing a tidal cycle. Figure 3 will be referred to in the descrip-
tions to follow, and the qualitative descriptions can be con-
firmed with the values shown in Fig. 12.

1. Internal bore amplitude

In Fig. 3, Hour 4, the presence of the internal bore over
the sourcgT1) and receiver(T3) causes large sound-speed
gradients which refract all upper rays” ) down deep, par-
alleling the lower ray(“a” ). If m;, the internal bore ampli-
tude, is increased, sound-speed gradients increase and all
upper rays will be refracted even deeper, more closely fol-
lowing the lower ray. Because upper rays follow almost the

FIG. 12. Change in observable'd;] reference state in response to a model same path as the lower ray, their travel times are nearly iden-

parameterify;) perturbation. For each observable/parameter combination,
indicates the change due to a positive model parameter perturbatioi¥, and

tical, and the observabld,, upper/lower ray travel time

indicates a negative perturbation. Observables and model parameters asgParation at the bore crossing, decreases. Internal bore

defined in Tables Il and III.

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001

amplitude affects the fewest number of observables because
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the internal bores are over the acoustic path for only a shoghift to be added to the sinusoidal shifting defined by the
time. internal tide parameters. Interestingly, parametey, the
profile offset at the source, has a large effect on observable
) , dg, the reappearance time of the late-arriving upper rays,

_Changing the modeled phase speed of the internal borGhile parametems has no effect. The reappearance of the
mainly affects the timing of the upper ray travel time ,,ner ray arrivals indicates that the shallowest sound channel
decrease and the disappearance of the late-arriving UpPR! gnce again being used. Rays refract up into the shallow
rays. Increasingn, causes the internal bore to pass over thegy nd channel immediately after leaving the source only
acoustic path earligr and quicker, resulting in a deprease iWhen the source is below the deeper sound-speed minimum.
the observabled,, time of the bore crossing. An internal This happens sooner when profiles at the source are offset
bore over the source also deflects the shallowest ray awayhallower, and thus observaldg decreases.

from the shallowest sound channel, as seen in Fig. 3, |5 most cases the observables respond linearly to pertur-
Hour 2.58. This effect happens sooner with a faster bore, agations of a single model parameter; some may show a

effect measured by the observablg the time of upper ray  gjightly unequal response to the positive and negative pertur-
disappearance. The isolated clouds of upper ray arrivals @f6ion for a given parameter. Their successful use in an
Hour 4.75("d" ) are due to an internal bore over the receivernyerse calculation also requires that their responses be linear
causing sound-speed gradients which refract shallow rayghen several model parameters are perturbed simulta-
down on to the receiver from above. A slower moving inter-neqysly. Fortunately, the derivatives of the observables did

nal bore will remain over the receiver for a longer time, thus, linearly when tested with several combinations of per-
increasing the duration of this effect. This increase is seen by, pations to internal tide amplitude, profile offset, tidal

2. Internal bore phase speed

observabled; . phase, and bore amplitude. However, testing the linearity for
) ) every combination of eight model parameters before pro-
3. Internal tide amplitude ceeding with the inverse calculation was not feasible. It was

The model parametersn; and m, for internal tide assumed that the observables would behave linearly provided
amplitude dictate the maximum extent the backgroundhat model perturbations were small, and this was tested and
sound-speed profile will be shifted vertically over a tidal confirmed in calculations using the new model parameter
cycle. Comparing the soundspeed profiles of Fig. 3, Hour Zstimates provided by the inverse.
and Hour 7 most clearly illustrates this shiftitafter scaling
by a vertical mode 1 functign Outside of Hours 2 to 5,
changes in upper ray travel times are due to the internaB. Linear inverse calculation
tide’s changes to the sound-speed field instead of from inter-
nal bore activity. As an upper ray will stay within the same d
sound channel over much of the tidal cycle, its path Iengtr}:i

changes as the sound channels shift vertically, thus changi hen many observables change from their reference state

g;r::fws\:i ttr']mtf]'el‘i?]\;\g;;?){ié?vbe;éggz 2gunno(;_ghggge ler;tﬂlrft: simultaneously, inverse techniques can estimate what combi-
-anty . 1d-sp PErUrbac,tion of model parameter perturbations will provide output
tions are small in deep water due to scaling by the vertic

mode 1 function. An increased internal tide amplitude cause hat most closely _match_es the observables. The following
' X . Matrices are used in the inverse calculatidfunsch, 1998

(at Hour 1 a larger upward vertical excursion by shallow

sound channels, longer path lengths for that channel's eigefl Data vector. For each of 12 spring tidal cycles, the differ-

rays, and longer ray travel times. This is seen as in increase €nce between observables predicted for the reference

in observabled,, upper/lower ray travel time separation at  State and measured observables.

1 h, since the upper ray takes longer to arrive but the lowefs Derivatives d;/ém;) as measured in the sensitivity

ray travel time remains constant. During times of downward studies.

internal tide displacementéHour 7, the sound channels R Data uncertainty covariance matrix. The diagonal of this

carry rays into slightly faster water, thus decreasing a shal- Matrix is the expected uncertainty for each observable,

low ray’s travel time and decreasing observatle In all shown in Table II.

cases, observables seem more sensitive to internal tide afl- Model parameter uncertainty covariance matrix. The

plitude changes on the sourtsouthern end of the acoustic ~ diagonal of this matrix guides how far the inverse is

path than at the receiver end. This may be because the sourceallowed to perturb each model parameter. Values are

is shallower than the receiver and often within the double Shown in Table III.

minimums of the sound-speed profiles where sound-speed Once the above matrices are defined, they can be used in

The sensitivity studies confirm that most observables are
ependent upon more than one model parameter; observable
, time of shallow ray disappearance, is the only exception.

gradients are stronger. the inverse equatioril) to calculatern, estimates of the
amount to perturb each model parameter in order to match
4. Sound-speed profile offset the data from each tidal cycle:
The model parameters for adding a constant vertical off- M=(G'R™!G+P~1)"!GTR d. (]

set to the background sound-speed fiehd,and mg, affect
observables similarly to parameters of internal tide ampli- A
tude. The profile offset parameter defines a constant vertical P=(G'R™!G+P 1)1, 2

Uncertainties for theéh estimates are calculated as follows:

808  J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Tiemann et al.: Acoustic remote sensing in the Strait of Gibraltar



Source/South  Receiver/North observables with small expected uncertainties. The inverse
g 150 solution (M) was optimized to have a low data misfit penalty
2 Ty At | TP (Receiven) hile also minimizing the weighted magnitudes of the model
= 3 ,«/\//\/ while also g g g
g £ 100 . parameter perturbations. The estimated model parameter per-
2 50| M1 (Source) 3 W«/\/ turbations were added to the referenge modgl parameters to
@ make corrected model parameters. Time series for the cor-
3.0 rected model parameters, and thus the physical processes
3 M7 (Receiver) they represent, are shown in Fig. 13. Paramatgrand m,
uga“% 2504 TN T are not specific to the source or receiver side of the acoustic
§ - 2ol m I\‘j\/\ _ path as the other parameters are. Ho'wever, they have been
[ 2 (Source) scaled per the range-dependent functions used in the model
3 (detailed in Tiemanret al, 2001) before being presented in
2 60 I my Fig. 13. Error bars showing the standard deviations of the
EE 4 "W‘\/ model parameter estimates are independent of yearday and
f - { reertei® o are shown on the first data point only.
= 0ms Despite the short time series available, some conclusions
40 can be drawn. There is more variability in physical processes
2 m; mg on the sourcésouthern side of the acoustic path than on the
§ z 20 \/\/\/\ receiver(northern) side, but in most cases, perturbations at
= I . I '\"\/\/\ the source and receiver are in the same direction for a given
& L s - parameter. The estimated internal bore amplitutle, is
usually smaller than the reference case, and as predicted
g 02 from the sensitivity studies, it moves exactly opposite the
—é 5 0 I R ERREEYY SRR I AR time series for observabl#,, upper/lower ray separation at
F S92 the time of the bore crossing. Observallewould be the
o4l My mg best choice to use in quickly estimating internal bore
strength. The estimates of internal tide amplitude are consis-
100 A . . :
= tent with historic observations that internal tides are larger on
¥ the southern side of the Strait, but it is unfortunate that the
% 5 OWVWW\/WWVW\ MNVVWWVWWV\ error bars for the tidal amplitude at the receiver are so rela-
E tively large. The tidal phase estimates suggest that the inter-

-100
122 124 126 128

FIG. 13. Time series for eight corrected model parametet3,(plus the
tidal height record from Ceuta. The uncertainty for each parameter is inde-
pendent of yearday and shown only on the first data point. Data points frorh

Yearday 1996

122 124 126 128
Yearday 1996

nal tides at the source and receiver should not be exactly in
phase. As the Atlantic/Mediterranean interface depth rises
and falls with the internal tide, the northern side is slightly

ahead of the southern side, causing the interface to rock. This
ocking was also seen in environmental data from three

adjacent tidal cycles are connected by a solid line. Dotted lines indicate thenoorings, parallel to the acoustic path, measured concur-
model parameter value for the reference state. Model parameters are defingdntly with the Gibraltar experiment’s acoustic data

in Table III.

(B. Baschek, personal communicatiorThe estimates of
sound-speed profile offsets are equivalent to a change in the

The precision with which the observations were requireoreferenc'a interface depth, and they might be used to measure

to match the model output depended on both the precision §
the data(observation errgrand the ability of the model to

pe changing thickness of the Atlantic and Mediterranean
water layers.
While the time series of Fig. 13 show no obvious trends

reproduce the observablespresentation errpr The uncer- ) i k ! ' :
tainty assigned to a given observable has variance that is tfith the tidal height record, their fluctuations and uncertain-

sum of the variance of the observational and representation4fS 9ive insight into how variable the physical processes in
error. While observational error was similar for most obsery-the Strait are, even over such a short time period. More
ables, representational error varied greatly, and dominate@PVvious trends might be seen in longer series through both
the uncertainties in matrbR Observables that could be SPring and neap tides or when compared to other processes
reproduced well in spite of the limited parameterization ofsuch as the size of the hydraulic jump at the Camarinal Sill
the inverse model were given smaller uncertainties, thu®r the current flow through the narrows. This demonstration
requiring the inverse to match them more closely. In assignof the linear inverse calculation also confirms the model’s
ing values for the data error uncertainty matrix, the smallesstability and hopefully the usefulness of acoustic remote
uncertainties were given t, andd,, the observables from sensing. In recalculations of the forward problem using
the time of the bore crossing. newly estimated model parameters, the model responds well

The difference between the measured and modeled vato changes of multiple parameters simultaneously, providing
ues for an observable is the residual, and the least squareasonable matches to many spring tide arrivals and not just
inverse procedure more strongly penalizes residuals fothe one pattern to which it was originally fit.

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Tiemann et al.: Acoustic remote sensing in the Strait of Gibraltar 809



VI. DISCUSSION from the Camarinal Sill to the T1-T3 acoustic path agrees
with Armi and Farmer’s estimaté€4988. This work has also

The Gibraltar experiment was designed to test the feasi-

bility of using acoustic methods to measure physical oceancZonfirmed that an intermal bore passes through the narrows

graphic processes in an environment difficult for conven 0N average every 12.56 h with the semidiumal tide. How-

tional instruments. The opportunity for rapid sampling in ever, this brief acoustic record suggests that successive bore
time, inherent integration in space, and ability to measuyrdceurrences typically alternate longer and shorter than the

several physical parameters simultaneously and nonintry!'€a" Iipa_f_'gg’ lnclrfa:jsmgf n .V?”ab':ltg Wlt.h the tdii”{
sively are key advantages of using acoustic techniques in thgequality. 1he amplitude ot an internal bore 1S reported 1o
Strait of Gibraltar. This paper has offered demonstrations o ary with tidal height, being largest during the spring tides.

a few techniques used to extract information from the acous- his work conflrme_d that is g_enerally true vyhen cIaSS|f.y|ng
tic record. More thorough environmental measurement idal cycles according to their acoustic arrival pattern; the

would have been helpful in improving the model used in ype | patterns occur during the spring tides and are modeled

forward problem calculations and for verifying the acousti_with largest internal bore amplitudes of the three arrival

cally derived estimates presented here. Long-term trends iypes. However, this work suggests that internal bore ampli-

the physical processes still need to be identified with a Ionge‘iude does not always scale linearly with tidal height. Rather,

time series of data. The distribution of physical parameters iQU”TIg sp(;mg tg. heap t'dde .tr?nsmlorés, It alternaégs beg\/\{%eT
of interest as well; a longer time series of estimates coulpMall and medium sized Internal bores on adjacent tida

determine if the parameters behave as purely random var?yoles' as seen in the ordering of Type Il and Type |l arrival
ables. pattern occurrences.

As shown in Sec. IV, there were at least three different
types of travel time arrival patterns observed during the few\CKNOWLEDGMENTS
weeks of the experiment. Reproduction of those travel times  U. Send was the principal investigator for the Gibraltar
assumed a mode 1 internal bore in every case, but with varyAcoustic Monitoring Experiment at the University of Kiel.
ing amplitudes. Armi and Farme(1988 reported seeing B. Baschek provided analysis of the environmental data
some mode 2 internal bores in the narrows of the Strait inaken during the experiment. T. Birdsall and K. Metzger
addition to numerous observations of mode 1 bores, and sdesigned the 2 kHz signals and signal processing. M. Dzieci-
the use of acoustic methods to determine the modal contenich assisted with the data analysis. D. Farmer and L. Armi
of a passing bore was briefly investigated as well. The modegparticipated in many helpful discussions during the design
was modified to scale the internal bore amplitude with aand analysis of the experiment. The first phase of the field
vertical mode 2 function, instead of the usual mode 1 funcwork was conducted with the able assistance of the crew of
tion, and predicted acoustic travel times over a spring tidathe German research vessel F/S POSEIDON. The Camarinal
cycle were recalculated. According to the model, a mode Z5ill mooring (S) was installed and data provided by J. Can-
bore would have caused acoustic rays to refract sharplgela and D. Limeburner. The 2 kHz instruments were recov-
down as they left the source, reflecting first off the sea flooered by the Spanish Naval research vessel MALASPINA,
and then the sea surface, but missing the receive? foout  which was generously made available to us by the Spanish
of the tidal cycle. As there is a continuous record of travelNavy, with J. Rico (Instituto Hidrografico de la Marina,
times recorded at the T3 receiver, it is possible that ther€adiz, Spain as Chief Scientist. The acoustic instrumenta-
were no instances of a mode 2 bore, especially since thgon was designed, fabricated, tested, and fielded by L. Day,
three different types of arrival patterns can be explained usk. Hardy, D. Horwitt, D. Peckham, and A. Rivera. B. Betts
ing mode 1 bores of varying amplitude. However, the modebprepared the illustrations. This work was supported by the
may be tuned to work only with mode 1 bores as there is n@ffice of Naval ResearcfONR Grant No. N00014-95-1-
other environmental data showing occurrences of mode R072 and the European Community MAST progra(iaC
internal bores. MAST-3 Contract No. MAS3-CT96-0060C. Tiemann was

It has been suggested from studies of satellite images afupported by an ONR AASERT graifONR Grant No.
the Strait that most internal solitary wave packets enteringdN00014-95-1-0796
the Mediterranean Sea can be identified as either Northeast
or Southeast Modes, named for their tendency to propagai@pers, W., and La Violette, R1993. “Tide-generated nonlinear internal
in the directions indicatedApel, 2000. Furthermore, there  wave packets in the Strait of Gibraltar observed by the synthetic aperture
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; ; ; ates, Silver Spring, Maryland.
alternating Type Il and Type Il arrival structures seen in theArmi’ L and Farmer, D. M(1988. “The flow of Mediterranean water

acoustic data_- _ through the Strait of Gibraltar,” Prog. Oceanogt, 1-105.
Lastly, this work has offered examples where acousti®oyce, F(1975. “Internal waves in the Straits of Gibraltar,” Deep-Sea Res.
remote sensing has not only confirmed previous observations?2 597-610.

- : : ay, N., Winant, C., Kinder, T., and Candela,(1990. “Generation and
of physical processes in the Strait but also offered some neWkinematics of the internal tide in the Strait of Gibraltar,” The Physical

insight and questioned historic UnderSta_nding- For example, oceanography of Sea Straitedited by L. PrattKluwer Academic, Dor-
the average 5.4 h measured here for an internal bore to travebrechy, pp. 477-491.
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Target strength measurements of Hawaiian mesopelagic
boundary community animals

Kelly J. Benoit-Bird® and Whitlow W. L. Au
Hawaii Institute of Marine Biology, P. O. Box 1106, Kailua, Hawaii 96734

(Received 18 December 2000; revised 12 March 2001; accepted 27 April 2001

A 200-kHz echosounder modified to digitize the envelope of the received echoes directly into a
computer was used to measure thesitutarget strengtiiTS) of live animals from the Hawaiian
mesopelagic boundary community as a function of animal size, tilt and roll angle, and biological
classification. Dorsal aspect T& dB//1 m) at 200 kHz was related to the animal’s length:
myctophid fish TS=20log (standard length in cim-58.8,r2=0.91, squid TS 18.8 log (mantle

length in cm—61.7,r2=0.81, shrimp TS 19.4 log(length in cm—74.1,r2=0.83. Tilting the fish

5° and 10° changed the measured TS by up to 3.0 dB, decreasing TS as the fish was tilted forward
and increasing TS as the fish was tilted backwards. In shrimp, forward tilt increased TS while
backward tilt decreased TS by up to 3.3 dB. No consistent trend in squid TS change was observed
with tilt angle. Roll angles of 5° and 10° increased the TS of all groups by up to 3.0 dB. Myctophid
lateral aspect TS was consistently about 6 dB higher than the dorsal TS. Physiological analysis of
the fishes’ swimbladders revealed that the swimbladder is not the dominant scattering mechanism in
the myctophid fishes studied. ®001 Acoustical Society of America.

[DOI: 10.1121/1.1382620

PACS numbers: 43.30.Sf, 43.30.Ft, 43.20[BhB]

I. INTRODUCTION probably most importantly, there is the inherent bias associ-
ated with “net avoidance({Holliday and Pieper, 1995; Med-
The mesopelagic boundary community found in the wawin and Clay, 1998 In one study a comparison of trawl
ters over the slopes of the Hawaiian Islands is a distinctsampling and acoustic methods found that acoustic sampling
land-associated community of micronektonic fish, shrimpestimated biomass seven times greater than trawl estimates
and squidReidet aI'., 199])..The species composition of the (Koslow, 1997. Sampling with nets yields a highly biased
boundary community is different from that of the sound- jssessment of overall biomass and relative composition of

scattering layer found in the open ocean surrour_1ding the isrharine pelagic communitigdenchington, 1989 Moreover,
lands(Reid, 1994. Gut-content analyses of a variety of fish trawling cannot assess small-scale spatial and temporal het-

including snapperéEtelis coruscangindEtelis carbunculus erogeneity effectively. The combined difficulties of trawling

(Haight et al,, 1993, tunas(He et al, 1997, billfish (Skill- . .
. X . . used alone severely hinder any attempt to assess the biomass,
man, 1998 as well as spinner dolphir{Stenella longirostris ) . . . -
diversity, community structure, and trophic organization of

Norri d Dohl, 198Din H i h tablished that . "
(Norris an 0 Din Hawail have establishe a marine communitiesKoslow, 1997.

much of their prey is taken from the boundary community. h ¢ ; hod . imal ab
Clearly, the mesopelagic boundary community is an impor- € use of acoustic methods to estimate animal abun-

tant component of the coastal ecosystem in Hawai, an&iance in the wild requires infqrmation on thg acou§tig ;ize,
other Pacific islands. This layer, however, has not been Weﬂarget.strength, or backscattermg cross section, of individual
studied. Only one study has concentrated specifically on thi€fganismsMacLennan, 1990; Thiebatet al, 199) as well
important zondReid, 1994; Reict al, 1997, with two oth- @S knowledge about other reflective characteristics of indi-
ers looking at it incidentall(Amesbury, 1975; Struhsaker, Vidual animals in the communit{L.ove, 1969. Both echo-
1973. All of these studies used trawling as their primary €nergy integration and echo-counting techniques require an
method of sample collection. estimate of the target strength of individual targéteclLen-
Midwater trawling researchAmesbury, 1975; Reid, nan, 1990. No target strength measurements are available
1994; Riedet al, 1991; Struhsaker, 19Y%as been very for myctophid fishes, which comprise more than 50% of the
valuable in identifying specific species and obtaining somespecies and individuals of the Hawaiian mesopelagic bound-
general information about the spatial structure of this boundary community(Reid et al,, 1991). To understand the depen-
ary community of micronekton. However, trawling tech- dence of target strength on length and tilt or roll angle, live
niques alone have severe disadvantages. Trawling studies argesopelagic organisms were tethered in a shipboard seawa-
relatively localized. Reid’s work, for example, consisted of 3ter tank and ensonified with a 200-kHz signal. The validity
stations around Oahu and another 11 stations around thed field applicability of tethered single-fish measurements
Maui area. Trawls must be launched from a large ship anghave been establishéBoote, 1983 The goal of this work
are therefore expensive and time consuming. In addition, anflas to obtain reliable estimates of target strength and its
variability for use in acoustic surveys of the Hawaiian me-
dElectronic mail: benoit@hawaii.edu sopelagic boundary community.
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TABLE I. Summary of mesopelagic boundary animals measured.

Number Size range Mean size

Family Species measured  (cm) (cm)
Fishes
Myctophidae
Benthosema fibulatum 2 2.4-7.9 5.2

9
Diaphus adenomus 8 3.7-6.4 5.3
Diaphus chrysorhynchus 7 3.2-6.4 4.7
Diaphus trachops 3 3.3-3.9 3.7
Idiolychnus urolampus 2 3.6-4.7
Myctophum brachygnathos 5 4.4-8.2 6.1

Astronesthidae

Astronesthes lucifer 1 5.9
Bregmacerotidae

Bregmacerosp. 1 5.0

Squids

Endoploteuthidae

Abralia trigonura 5 1.2-4.2 25
Chiroteuthidae

Chrioteuthis imperator 2 1.8-2.2
Cranchiidae

Liocranchia reinhardti 1 3.6

FIG. 1. lllustration of a representative fish, squid, and shrimp showing how

Shrimps _ they were mounted with six monofilament lines.
Gnathophausidae

Gnathophausia longispina 2 45-7.4
Pasiphaeidae raising one side of the frame with a wooden block and re-

s PaSiF_’(:‘aea truncata 1 6.8 centering the target animal.
ersge“.' ae One hundred echoes were obtained from the dorsal as-
ergia fulgens 11 2.6-8.3 5.8 . .
pect of each animal using a Computrol, Tournament Master
Echosounder NCC 5300 modified to read directly into a lap-
m r. The envel f th ho w igitiz
Il. METHODS top compute e envelope of the echo was digitized at a

sampling rate of 10 kHz with a Rapid System R1200. The

Trawling for micronektonic organisms was conducted€chosounder used a 200-kHz outgoing signal with a pulse
using a 2-m-opening Isaacs-Kidd Midwater Tra@KMT) length of 130us. The acoustic reflection of 20 individuals
during two cruises in May and Ju|y of 2000 aboard thewas also measured 5- and 10-deg from dorsal in both the tilt
NOAA ship TOwNSEND CROMWELL. The trawl was towed @and roll planes, and 8 individuals were measured from the
obliquely for 20 to 30 min, reaching a maximum depth of lateral aspect.

200 m. The ship was traveling between 3 and 4 kn with wire ~ Target strengths of individual animals were calculated
sent out at 25 m per min. The various live animals from theusing an indirect calibration procedure incorporating refer-
mesope|agic boundary Community that target Strength mednce targets. Calibration of the experimental setup was ac-
surements were obtained from are shown in Table I.

Live organisms from the mesopelagic boundary commu-
nity and other organisms in the same size range were trans-
ferred into an aerated seawater container on deck to await
study. Within one-half hour of initial retrieval, a single, ro-
bust individual was transferred into a container filled with 1
liter of water. To tranquilize the animal for study, bubbling
CO, was administered via Alka-Seltzer tablets. Tablets were
added one-quarter at a time until the animal was subdued. 1.0m
The anesthetized individual was then mounted upside down
over an upward-looking transducer on the bottom of the i
tank. Animals were mounted with monofilament lines as
shown in Fig. 1, to a wooden frame that kept the animal
motionless. The frame rested on the top of a 2000-L free-
standing shipboard tank filled with seawater. Animals were L2,
held 0.3 m from the surface of the water, 1 m above the
transducefFig. 2). Air bubbles were removed from the sur- FIG. 2. Experimental setup. A wooden frame that held the subject upside
face of the animal and the monofilament tethers with strearndownd0-3 m ffom(:he Surfgggoofl_ the waterdah mkabgve eén r]pwar:d-logﬁinﬁ:fl
ing seawater. To observe the effectof angle on the measurdfPEee et o7 & 20001 seauate s e b Toe e
target strengths, the wooden frame could be rotated 5- and la(ﬁimal by raising one side of the frame with a wooden block and recentering
deg about the dorso-ventral and lateral axes of the animal bge target.

0.3m
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TABLE Il. Gelatinous mesopelagic organisms caught in the IKMT along Variation among the 100 echoes measured for each in-
with mesopelagic boundary animals. These animals were also measured b(’:lfvidual fish shrimp or squid at each aspect was limited to
none returned an echo above the threshold of the echosouné@rdB. +26 dB an(’j was di’stributed norma”y about the mean. The

Order Number Size range dorsal aspect target strength at 200 kHz of mesopelagic fish
Species measured (cm)  Inclusions  (n=56) was a function of the log of the fish’s standard
Salps length[Fig. 3(A)]. All measurements are within the range of
Salpida geometric scattering. This relationship can be expressed as
Salpa spp. 4 3.8-6.5 gas .

Pyrosomes TS=20log standard length in cjm-58.8. 2
Py;zfggs;i Spp. 3 11.0-16.4  none in dB re 1 m. Ther? of this relationship was 0.83. Aﬁ tg_st
Heteropods revealed that the slope of the regression was significantly
Mesogastropoda different from zero P<<0.05). If only myctophid fish are
~ Family Heteropoda, sp. unknown 2 31-42  shell considered by removing the bregmaceroid and astronesthid,
S'ph%”?phorf]s the relationship remains the same; however, rthdor this

?rﬁgvfr:a 5 6.2-171 gas relationship was 0.91 and was significantR#:0.01. One

myctophid fish species was abundant enough to be consid-
ered independently. The regression Banthosema fibulatum

lished b bstituti 0.79 di i lid-st j:an be represented by the same equation; however;?the
complished by Substituting a ©.75-cm-tiameter Sold-Ste€, .., saq 10 0.94. AR test revealed the slope of the regres-

s_phere for the fish and comparing the echo level of the targestion was significantly different from zero ®<0.01. Myc-
fish to that of the reference target. A 0.64-cm and 1'11'Cn?ophid fish from the genuBiaphus represented by three

sphere were also measured to confirm the calibration. T:é%ecies,D. adenomus, D chrysorhynchusnd D. trachops

target strength of each sphere was measured from the lev d the same relationship as well. Tefor Diaphuswas

of_ the incident and r_eflected signal from the sphere measur 91 and the slope was significant at e 0.05 level,

W'th a separate, calibrated hydrophone. _The target strength of The dorsal aspect target strength of eight individuals
an individual animal from the mesopelagic layer (i was from three squid speciedpralia trigonura, Chrioteuthis im-

determined from the equation perator, andLiocranchia reinhardtj was correlated with the
TSmbi=2010g(VenvelopdV calibrated + T Ssphere (1)  log of the squid’s mantle lengtfFig. 3(B)]. The best-fit re-

where Vieopels the voltage received by the echosoundergression for these measurements, which are within the range
V/

) ; . of geometric scattering, can be expressed as
from the animal, Viprateq IS the voltage received from a 9 9 P

sphere at the same range, andy[S.is the known target TS=18.8log mantle length in ch—61.7, (©)]
strength of the sphere. .

The standard length of fishéthe distance between the N dB re 1 m. The data had ar’=0.81 and arF test re-
snout to the end of the caudal pedunctae mantle length of vealed that the slope of the regression was significéht (
the dorsal side of the squids, and the total length of the~0.05). .
shrimp species was measured with vernier calipers to the '€ dorsal aspect target strength of 12 individuals of
nearest 1 mm. Boundary community organisms were thef{I"€€ SPecies of mesopelagic shrim@sathophausia long-
identified to species and frozen for later analysis. Dorsal agSPina, Pasiphaea truncajaand Sergia fulgenswas corre-
pect target strengths of individuals as a function of the log of&t€d with the log of the shrimp’s total lengfirig. 3C)].
their length for practically definable biological classes were! N€ best-fit regression line can be expressed by the equation
analyzed using regressioristests were used to test the sig- TS=19.4loglength in cm—74.1, (4)
nificance of each regression’s slope.

Frozen fish were thawed and dissected under a dissedf2 dB re 1 m. The data were within the range of geometric
ing microscope to look at the characteristics of their swim-Scattering and had arf=0.83 and the slope was significant
bladders. An ocular micrometer was used to measure that theP<0.05 level. The echoes from two shrimps, 2.6- and
maximum length of the major and minor axes of the swim-3.2-cm long, were not detectable.
bladder. The state of the swimbladder, inflated or not, was The effect of tilt angle and roll angle on the target
noted and the swimbladder was completely removed. Thigtrength of 13 myctophids is shown in Fig(A4. Target

sections were made of the extracted swimbladder to analyz&rengths of fish tilted 5° head down were, on average, 1.6
its contents. dB lower than the dorsal aspect target strength of the same

individual. Tilting the fish head down by 10° decreased the

target strength by an average of 2.3 dB relative to dorsal
. RESULTS aspect target strengths. Tilting the fish’s head up 5° increased
the target strength relative to the dorsal target strength by an

Echoes from 14 gelatinous animals, shown in Table Il,average of 0.9 dB. Tilting the fish head up by 10° increased
from four major groups were not detectable with the echothe target strength relative to the dorsal aspect target strength
sounder system. Eleven of the organisms had gas inclusiortyy an average of 1.7 dB. When the fish was angled 5° to one
or shells. The threshold level of the echosounder system waside, the target strength increased an average of 1.0 dB. A
measured to be-63 dB. roll angle of 10° caused an increase of an average of 1.8 dB.
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-604 FIG. 3. (A) Dorsal aspect target strengths at 200 kHz of
56 individuals of various mesopelagic fish species plot-
704 ted against the log of the fish’'s standard length in cm.
The predictions of Lové1970 for dorsal aspect target
-804 —O— Al fish spp. strength values for fish equal in size to the measured
B All myctophid spp. individuals are represented by the dashed line. All me-
ol e Predicted (Love 1970) sopelagic fish are represented by empty circles, the
1 2 3 4 5 10 best-fit logarithmic curve for all fish, 520 log (stan-
LOG OF STANDARD LENGTH (cm) dard length—58.8, had arr? of 0.83. Only myctophid
30 species are represented by a square $4), including
B. SQUIDS only this data, the curve had aA of 0.91.(B) Dorsal
_40] aspect target strengths at 200 kHz of eight individuals
representing three mesopelagic squid species plotted
against the log of the squid’s mantle length in cm. The
measured dorsal target strengths are represented by the
filed diamonds. The best-fit logarithmic curve, TS
=18.8 log (mantle length—61.7, had am?=0.81 and
L. edulis a significant slopeR<0.05). The predictions of dorsal
aspect target strength at 200 kHz for individuals of the
T pacificus . same size as the measured individuals are represented
—o— All squid spp. by the dashed lines: flying squi@mmastrephes bar-

TARGET STRENGTH (dB)

-504

-604

270

-804

TARGET STRENGTH (dB)

T pones Predicted trami (Arnayaet al, 1989; Kajiwaraet al., 1990, Lo-
) = 5 3 1 s 10 ligo edulis (Lee et al, 1997, and Todarodes pacificus
LOG OF MANTLE LENGTH (cm) (Arnayaet al, 1989. (C) Dorsal aspect target strengths
at 200 kHz of 12 individuals representing three meso-
-30 pelagic shrimp species plotted against the log of the
C. SHRIMPS shrimp’s length in cm. The best-fit logarithmic curve,
-404 TS=19.%4 log (length—74.1, had an?=0.83 and had
a significant slope R<0.05). The dashed line repre-
-504 sents the dorsal target strength at 200 kHzSefgia
lucens(Imazekiet al, 1989, a species closely related
to Sergia fulgensthe most abundant species in this
sample.

-90.
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TARGET STRENGTH (dB)

-80- —&— All shrimp spp.
""""" Predicted (Imazeki et al. 1989)

-90 Sergia lucens
1 2 3 4 5 10 g

LOG OF TOTAL LENGTH (cm)

The lateral(side aspegttarget strength at 200 kHz of of three shrimps are shown in Fig(@. Tilting the shrimps
eight mesopelagic fishes, one astronesthid, and seven mywrward, head down, by 5° increased their target strength
tophids is given in Table IIl. The lateral target strength of therelative to their dorsal target strength by an average of 1.6
astronesthid was 0.8 dB lower than its dorsal target strengthiB. Tilting the shrimps forward by 10° increased their target
The lateral target strengths of the myctophids were an avesstrength relative to their dorsal target strength by an average
age of 6.0 dB higher than their dorsal target strengths. of 2.6 dB. Tilting the shrimps backward by 5° and 10° de-

The effect of tilt and roll angle on the target strength of creased their target strengths relative to dorsal by an average
four squids showed that tilting the squid head down 5° in-of 2.0- and 3.3-dB, respectively. Rolling the shrimp 5° to one
creased the target strength relative to the dorsal aspect targatle increased its target strength relative to dorsal by an av-
strength an average of 0.6 dBig. 4(B)]. Tilting the squid’s  erage of 0.7 dB. The target strengths of shrimps rolled 10° to
head down 10° increased its target strength by an average ofie side also increased their target strength by an average of
0.7 dB, while tilting the squid head back 5° increased itsO.7 dB.
target strength relative to its dorsal target strength by an av- The relationship between the standard length of fish and
erage of 0.6 dB. Tilting the squid back 10° increased itsthe maximum length of the major and minor axes of the
target strength by 0.9 dB, on average. Changing the squidBsh’s swimbladder was not regressi€ig. 5. The r? for
angle by rolling it 5° to one side increased its target strengtliish standard length against the length of the swimbladder’s
by an average of 0.7 dB relative to its dorsal aspect targanajor axis was 0.02. For the swimbladder’s minor axis, the
strength, while rolling the squid 10° to one side increased the? was 0.01.F tests show that neither line has a significant
target strength by 0.6 dB. slope (P>0.05). There is also no relationship between the

The effects of tilt and roll angle on the target strengthslog length of the major or minor axes of the swimbladder and
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B. SQUIDS

FIG. 4. (A) The effect of tilt anglgleft) and roll angle

2 - . b (right) on the 200-kHz target strength of 13 myctophid

fish. They axis shows the difference of the measured

1 ! : ° s target strength from the dorsal aspect target strength of
: the same individual(B) The effect of tilt angle(left)

0 e . and roll angle(right) on the target strengths of four

squids. They axis shows the difference of the measured

target strength from the dorsal aspect target strength of

2 the same individual(C) The effect of tilt angle(left)

and roll angle(right) on the target strengths of three

-3 shrimps. They axis shows the difference of the mea-

sured target strength from the dorsal aspect target

-4 strength of the same individual.

C. SH.RIMPS

DIFFERENCE FROM DORSAL
TARGET STRENGTH (dB)
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p
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TARGET STRENGTH (dB)
S
L ]
[ ]

]
10° 5° 0° 5° 10° 0° 5° 10°
HEAD DOWN HEAD UP
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target strength. The? for each comparison was less than 0.1swimbladders looked like two thin layers of tissue com-
with P>0.05. Of the 38 swimbladders examined, 11 werepletely adhered to each other; there appeared to be no gas
completely empty, 1 was filled only with gas, 16 were filled content in these swimbladders. Only one spediiaphus
only with a solid wax, and 10 had a solid wax core sur-adenomuswas observed with all swimbladders in the same
rounded by a thin layefl mm or less of gas. The empty state(empty). All other species had at least one individual
with an empty swimbladder and at least one with solid wax
TABLE lll. Lateral target strengths at 200 kHz for 8 mesopelagic fishes, 1jn its swimbladder. The lack of re|a[ionships between fish
astronesthid and 7 myctophids. The lateral target strength of the astronesthj

was 0.81 dB lower than its dorsal target strength. The lateral target strengtﬁgngth or target strength and swimbladder length did not

of the myctophids were an average of 6.0 dB higher than their dorsal targeqhange if animals were broken down by species or by swim-
strengths. bladder content. The lengths of the two axes of the same

swimbladder were significantly correlated with ehof 0.49
andP<0.01. It is important to note that, unlike many other

Dorsal TS Lateral TS TS diff

Species (dB) (dB) (dB) . . . -

' species of fish whose swimbladder’s length is often more
Astronesthes lucifer —416 —424 —08 than 70% of the length of the figisaenger, 1989the maxi-
Benthosema fibulatum -51.2 —44.6 6.6 . . e
Benthosema fibulatum _433 _354 79 mum length of the swimbladder in thesg myctophid f|shes
Benthosema fibulatum —-41.8 —34.9 6.9 was, on average, 5% of the length of the fish. The small sizes
Benthosema fibulatum —41.4 —-353 6.1 of these swimbladders, represented by the filled oval within
Diaphus adenomus —44.2 —39.1 52 the fish in Fig. 1, all less than 12 mm in maximum length,
Diaphus chrysorhynchus —43.2 —38.6 4.6 luded f th .. f th imbladd
Myctophum brachygnathos 422 _373 49 precluded any measures of the position of the swimbladder

relative to the fish.

816  J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 K. J. Benoit-Bird and W. W. L. Au: Target strengths of mesopelagic animals



FISH SWIMBLADDERS

—®—MAIJOR AXIS o
- & -MINOR AXIS i b

by Love (1970 corrected to be referenced to 1 m. It is un-
clear why the observed target strengths of the myctophids in
this study were consistently so high. The pulse length used
was not short enough to resolve parts of an individual fish
except perhaps of our largest specimens. The use of only the
envelope of the echo limits the possibility that highlights
from the echo could be resolved even on the largest speci-
mens because of their relatively small size, further eliminat-
ing the possibility that target strength based on a highlight
could be obtained. If target strength based on a highlight was
measured, we would expect the largest individuals to be out-
liers on the graph, which is not the case. The values mea-
sured for the myctophids in this study are within the range of
values presented by Lovd970 for fish in the same size
range. It is probable that morphological differences between

SWIMBLADDER MAXIMUM LENGTH (mm)

" the species used in previous work and the myctophids used
here, as well as differences between individual fish, the rela-
tively small sample sizes, and the different methodologies
used, could explain the variation.

FIG. 5. The standard length of myctophid fish against the maximum length Other researchers have found that the swimbladders of
of the major and minor axes of their swimbladders. No regressive relationf. h f th tophid i that ted in thi
ship was found for either measurement. Tifefor fish length against the ISh rom the myctophid geni that are represented in this

major axis was 0.02 with B>0.05. Ther? for fish length against the minor ~ Study are often uninflated, wax invested, or apparently non-
axis was 0.01 with #>0.05. functional (Brooks, 1977; Neighbors, 1992; Neighbors and

Nafpaktitis, 1982; Saenger, 1989The fish of the species
investigated here also were rarely filled with only gas. Most
were empty or wax invested. Depth of capture was appar-

The gelatinous animals captured in the same trawls agntly not the cause of the observation of empty swimblad-
the mesopelagic boundary community animals did not returilers, as two of the fish with empty swimbladders, two with a
echoes high enough to be detected by the echosounder syBixture of solid wax and gas in their swimbladders, and one
tem. Many of these animals had intact gas inclusions oWith only solid wax in its swimbladder were caught at the
shells that might have been predicted to serve as strong tagurface with a dipnet. This reduction or loss of a gas-filled
gets. However, Stanton and his colleag(e898 found that  bladder, shown to be the largest component of backscattering
siphonophores with gas enclosures had a target strength ndg®m swimbladdered fisliFoote, 198f raises the question:
—70 dB, at 200 kHz. They also found that shelled pe|agicwhat is the dominant scattering mechanism of these fish?
gastropods, morphologically similar to the heteropods examOur data show no relationship between a fish’s length or
ined here, had target strengths less thatd dB at 200 kHz. target strength and the size of its swimbladder or its content.
The target strength of a gelatinous animal lacking either &learly, the swimbladder is not causing the echoes observed
shell or gas inclusionAurelius aurelia equivalent in size to here. Perhaps as in other fish observed, the head region, pri-
the animals observed in this study would have a targemarily the skull, is an important source of scatteriRgeder
strength of about-75 dB (Mutlu, 1996. The lowest target et al, Sunet al, 1985.
strength the echosounder system can measure was measured The target strength of mesopelagic squids was positively
to be —63 dB, well above the various target strength mea-correlated with their mantle length. The target strengths of
sures for gelatinous animals. Wiebkal. (1990 found thatit  the squids in this study were similar to the 200-kHz target
took more than a thousand pelagic gastropods per cubigtrengths of the flying squiddmmastrephes bartramof the
meter to create a scattering strength-of3 dB, in the range same size. The target strengths measured in this study were
of the target strength of one mesopelagic boundary commu3.9 dB less than those measured by Kajiwatal. (1990
nity animal. While densities of gelatinous animals with in- for flying squid and 3.1 dB higher than those of Arnataal.
clusions might occur in Hawaii, the change in echo-energy1989 for the flying squid. The target strengths for the me-
estimates of density in the field would be very small relativesopelagic squids in this study were also only 4 dB higher
to the high densities of the boundary community that havehan the target strengths measured by Arnayal. (1989
been observe{Benoit-Bird et al,, 2007). for equally sizedLoligo edulis Target strengths have been

The dorsal aspect target strength of myctophid fish waseported forTodarodes pacificusvhich were about 30 dB
strongly dependent on the log of their standard length. Théess than those observed for the mesopelagic squids in this
slope andy intercept of the regression were not affected bystudy(Leeet al, 1991). The slope of the regression of length
including only the most abundant species or genus. Thereersus target strength for mesopelagic squids was somewhat
appears to be little effect of taxonomy on target strengtHess than those of the other squids, suggesting that target
within the myctophids represented in this sample. JhB-  strength is less dependent on mantle length in this sample.
tercept of the regression line for myctophids was 5.2relB  This difference might be attributable to differences in mor-
m higher than the generalized regression for fish presentgehology and scattering characteristics between the three spe-

FISH STANDARD LENGTH (cm)

IV. DISCUSSION
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cies of squids in this sample, as well as the relatively smalmaximum effect of roll angle on shrimp target strength was
sample size. 1.7 dB. Again, no pattern was evident for squids where the
The dorsal target strength at 200 kHz of the three mesomaximum change in target strength due to roll angle for an
pelagic shrimp species was significantly correlated with theéndividual was 1.3 dB. There was large variability in the
total length of the shrimp. Eleven of the 14 shrimps in thiseffect of tilt or roll on target strength changes and not every
sample wereSergia fulgens The target strengths of the individual conformed to these generalities.
shrimps in this sample were 4.1 dB higher than those found Tilt and roll angles have been shown to have a profound
for Sergia lucens(Imazeki et al, 1989, a species closely impact on acoustic field measures of animal abundance
related toSergia fulgensThe difference in target strength (Huse and Ona, 1996; Mukai and lida, 199%hese obser-
between the two samples is likely a result of the multispecieyations, however, were made on single species aggregations.
composition of this sample, differences betweknfulgens The use of information on the effect of tilt and roll angle on
and S. lucens and differences in methodology and equip- target strength in the field is most effective when studying
ment. not only single species aggregations, but also animals from
Tilting myctophid fish by 5° and 10° changed the mea-the same size class. The mesopelagic boundary community is
sured target strengths by up to 3 dB. The target strengtdiverse and is found in assemblages composed of many size
decreased as the fish was tilted forward, head down. Thelasses and not only a variety of species, but also species
farther the fish was tilted forward, the more the targetfrom more than one biological group. The differences in tar-
strength decreased relative to dorsal target strength. Targgt strength as a function of tilt angle observed in animals
strength increased as the fish was tilted backward, increasirfgem the Hawaiian mesopelagic boundary community were
more with increased tilt angle. This agrees with the patterrfelatively small, less than 3.5 dB. In the field, these differ-
observed for target strength changes as a function of tilences would be overshadowed by the differences caused by
angle in many species of fisikubecka, 1994; MacLennan SpPecies and size class variability. Consequently, these mea-
and Simmonds, 1992 The opposite pattern has been ob-surements of tilt angle provide valuable information for error
served in other fish speciéBo and Surti, 1990 Maximum estimation in the field, particularly on this vertically migrat-
target strength is generally observed when the primarynd community. As the community rises early in the evening,
source of scattering is oriented perpendicular to the acousti@e target strength of fish will be lower than their target
beam(Kubecka, 199% Thus, the orientation of the primary Strength as they swim downwards later in the evening. The
source of scattering relative to the axis of the fish determine§PpPosite will be true for the shrimps. These differences may
the tilt angle that will produce the maximum scattering Cause the echo-energy integration estimates of density or bio-
strength. The source of scattering in myctophid fish appear@ass to appear different between two times at the opposite
to be tilted forward(about 10° dowhrelative to the axis of ~€nds of the migration when the real densities are equivalent.
the fish. They could also cause field estimates of the size of individu-
The pattern of target strength changes observed for my@!S creatin_g echoes to bg under- or overestimatt_ad, depending
tophids was reversed for shrimps; forward tilt increased tar®" the animal group belng measured and the time observed
get strength while backward tilt decreased it. The magnitud&@S €ven at rest, myctophids, for example, are often observed
of the change could reach 3.3 dB. This fits the direction oftt @ significant tilt(Barham, 1971 However, tilt angle data
change predicted by the bent cylinder model of Qla992 _cann_o_t be_ directly qpphed to apundgnce estlmat_es or usgd for
when defining dorsal aspect the way we have here, as pardgentlflcatlon.of animal pghawor without more mformatlon
lel to the carapace. on community compo§|t|on than can be obtained from
No consistent pattern in target strength was observedngle-frequency acoustics alone. .
with changing tilt angle for squids. The greatest change was 1he information obtained in this study will support
2 2 dB. This is consistent with the observations of keal.  duantitative estimates of abundance in future acoustic field
(1999 and Armaya and San@1990, who found that the studies of the. Hawaiian mesqpela}gic boundary commupity.
species of squids they measured were omnidirectional witt] "€S€ data will also allow estimation of the levels of varia-
respect to acoustic scattering strength. The scattering proceli@n @nd uncertainty in field data and may permit major com-
associated with squid is still poorly understood and, unfortyP0Sitional differences in the boundary community to be ob-

nately, these data are not helpful at obtaining a deeper undesl,garved with acoustics, particularly since the fishes and squids
standing of the process have such different target strength—length relationship than

Roll angles of 5° and 10° increased the target strength otlhe shrimps.
myctophid fish relative to their dorsal aspect target strength
The greater angle had a greater effect on the target strengt ,CKNOWLEDGMENTS
causing a maximum change in target strength of 3 dB. Lat- The National Marine Fisheries Service’'s Honolulu
eral target strength of myctophids was consistently approxitaboratory generously provided ship time aboard the
mately 6 dB higher than the dorsal target strength for theTowNSEND CROMWELL and Chief Scientist Robert Hum-
same individual. The single astronesthid measured had a lgphreys kindly worked with us to maximize accomplishment
eral target strength lower than its dorsal target strength, bgf both his and our cruise objectives. The officers and crew
less than 1 dB. Rolling shrimps 5- and 10-deg showed a&f the TOwNSEND CROMWELL provided excellent scientific
similar pattern in target strength change as myctophids, asupport, especially Phil White. NMFS also supplied the free-
increase in target strength with increasing roll angle. Thestanding tank. Bruce Mundy provided assistance in the field
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Spatial resolution of time-reversal arrays in shallow water
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A series of time-reversal experiments was performed in shallow water including a range-dependent
slope environment. Time-reversal arrays implemented with center frequencies of 445 and 3500 Hz
achieved sharp focal regions up to ranges of 30 and 13 km, respectively in 110-130-m shallow
water. In this paper, resolution expressions are derived using an image method to describe the focal
sizes achieved with time-reversal arrays in various ocean environments. Analysis for the measured
data indicates that the focal size approaches the diffraction limit of an array for given waveguide
conditions, i.e., waveguide geometry and attenuation. The measured focal size has implications for
the maximum achievable resolution of linear matched-field processing which is a computational
implementation of the time-reversal process. 2001 Acoustical Society of America.

[DOI: 10.1121/1.138261]9
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I. INTRODUCTION of approximately the waveguide depth divided by the num-

ber of modes, i.e., the shortest vertical wavelength which

Recently, acoustic time-reversal mirrof§RMs) have  resylts from the highest order effective mode. In this paper
been demonstrated in the laboratohand in the oceal.® o present foci achieved with low445 H2 and high-

Time reversal, also referred to as the process of phasge, ency(3500 Ha TRMs in various ocean environments.
conjugatiofi in the frequency domain, refocuses the |nC|dentResolution expressions using an image method are derived

acoustic field back to the origin of a probe signal regardles?Or a Pekeris waveguide and a wedge ocean to describe the

of the complexity of the medium. The focusing or the reso- d focal si This d inti i hvsical and
lution of a TRM can be described by wave diffraction limits; measured focal sizes. 1his description provides physical an

Rayleigh and Fresnel limits for the transverse and the |Ongiguantitative insight intq how waveguidg pgrameters such as
tudinal resolutior!. In free space, the resolution is described980Metry and attenuation affect resolution in MFP as well as
with the physical extent of an aperture, but in an ocean wavel the time-reversal process.
guide, the spatial complexity of the sound field resulting  In this study, we do not consider dynamic ocean
from multipath propagation increases the resolution over fre€ffects®** under the assumption that the ocean is static dur-
space. The purpose of this paper is to describe the resolutiong the time between the forward propagation and the time-
accomplished with time-reversal arrays in various ocean ernreversal backpropagation. The measured data presented here
vironments. were selected from the signals which were backpropagated
The resolution issue for TRMs is the same as the resowithin 2 min of reception. The possible components of time-
lution of matched-field processiryIFP).° While a propaga-  dependent ocean variations on this time scale are surface and
tion model is used to match the source-generated sounflternal waves. Since the observed sound-speed profiles dur-
fields in MFP, the time-reversed signal is physically back-jg the experiments were strongly downward refracting and
prop_agated to_the original source Pposition using a sourceg, periods of internal waves are much longer than this time
receiver array in a TRM. MFP requirespriori environmen- le the effect of these dvnamic feature is assumed to be
tal information along the propagation path for accurateSca e y
simulation of wave fields, but such measurements often argeghglble. . . . .
not practical. On the other hand, time reversal is an environ- In the next section, time-reversal experiments are briefly

mental self-adaptive process. Hence, the focal size realizédScribed and the measured foci in various ocean environ-
with a TRM can be considered as the maximum achievabl8€nts are presented. In Sec. Ill, we formulate the equations
resolution of MFP for given waveguide conditions. describing time-reversal focusing in free space and ocean

Greater performance of an array in a waveguide over th&vaveguides. The equation describing the focused acoustic
free-space diffraction limit already has been mentioned in thdield is interpreted as the near-field beam pattern of an array.
context of MFP using Cramer—Rao bourfds ultrasonic  In Sec. IV, the transvers&loped and longitudinal(rangé
experiments, and in ocean experimertsA simple way to  resolution expressions are derived from the beam-pattern
look at resolution is to recognize that a water-column-equations. The bottom attenuation serves as an aperture
spanning array can produce a focal spot with vertical extenhading and reduces the effective aperture of TRM. In Sec. V
the measured time-reversal foci are compared with the
3Electronic mail: seongil@mpl.ucsd.edu theory.
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44°00
C = 1470m/s o = 1.5g/cm?
43°30% 4-8m
W \ a = 0.054dB/A
ENCRY C = 1500m/s
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FIG. 1. Locations of the time-reversal experiments. In April 1996 and May C = 1600m/s
1997, low-frequency445-H2 experiments were performed near the For- =t Byl
miche di Grosseto. In July 1999, a high-frequeri®300-H2 experiment a=0.15dB/A
was carried out both north of Elba and in the Formiche area. (b) ’

FIG. 2. Two-layer geoacoustic models for the experimental di@aFor-
Il. TIME-REVERSAL EXPERIMENTS miche (slow bottom and (b) North Elba(fast bottom.

A. Experimental setup
sisting of a 77-m SRA with 20 hydrophones and 20 contigu-

Here, we briefly describe the experimental equipmentygly |ocated slotted cylinder sources with a frequency of
and the environmental conditions of the sites where the timez45 Hz. Each element of the SRA was operated at a nominal
reversal experiments were perfornted.Refer to the cited  gorce level of 160 dB/LPa with 50-ms pure-tone pulses.
references for the detailed descriptions of hardware an§ne SRA was hardwired to the island for time-reversal pro-
ocean environments. The important point is the difference irbessing. A PS was located in the vicinity of a 48-element
geoacoustic properties between the Formiche and Elba areqgyical receive arrag/RA) which radio telemetered all data
which resulted in different attenuation and focal sizes. back to the R/V ALIANCE. The July 1999 experiment was

We performed a series of time-reversal experiments itherformed with a center frequency of 3500 Hz both north of
two areagnear Formiche and Elba islandsf the west coast  gpa and in the Formiche area. The experimental setup was
of ltaly (see the boxes in Fig)1The two experimental Sites - gimijar to the previous ones but the SRA had 29 transducers
have very different seabed propertés.°The area near For- spanning a 78-m aperture. The source level of the SRA was
miche is a relatively flat environment with water depth of 17g dB/1uPa and the nominal pulse lengths were 2 and 10
about 120-130 m. The sediment contains @ homogeneoyss at 3500 Hz. The VRA covered 93 m of the water column
clay layer with thickness varying between 4 to 8 m. Since theyi, 32 hydrophones. This time, both the VRA and SRA
sound speed in the sediment layer is less than the water cQfjere radio linked to the R/V ALIANCE .
umn (slow bottom), most of the acoustic energy penetrates  oceanographic measurements included a wave rider,
into the sediment layer and interacts with the silt sub-bottom.;rent meters, and conductivity-temperature chains. Sound-
resulting in large attenuation. The area north of Elba has 2§peed profiles (SSP were measured frequently by
to 3-m_-th|ck sand sediments where sound speed in the Sedébnductivity—temperature—dep(ICTD) casts. The SSPs col-
ment is known to be greater than that of the water columnected over the experiment period indicate the variability of
(fast bottom. The water depth in the flat Elba area is aboutine ypper water column, especially in the thermocline region
110-120 m. Experiments were performed both in the flajrig 4). The downward-refracting sound-speed structure re-

area and the slope environment close to the island. In the jieq in substantial interaction of the sound field with the
slope environment, the water depth decreases from 115 10 Qaan pottom.

m in about a 10-km range. The slope is steeper near the
island(~2°). Figure 2 shows the two-layer geoacoustic mod-
els for these aredé:'®

Figure 3 shows the experimental setup for acoustic and In this section, we describe the measured focal structure.
oceanographic measurements. A TRM was implemente®f interest are focal size variationgt) with frequency;(2)
with a vertical source—receiver arrd$RA). The SRA re- with waveguide conditions; an8) with range. The results
ceives an incident signal from a probe soufB® and re- presented in this paper are limited to the vertical focal struc-
transmits the time-reversed signal to the receiving arrayure. Although the horizontal focal structure also was inves-
which is collocated with the PS. In April 1996 and May tigated in the experiments, we do not include the results in
1997, a TRM was deployed near Formiche di Grosseto corthis study since the measured data did not cover the whole

B. Measured time-reversal foci
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R/ Alliance Lighthouse

FIG. 3. Experimental setup for the
July 1999 high-frequency3500-H2
time-reversal experiment near For-
miche di Grosseto. The time-reversal
array (vertical source—receiver arrpy
consisted of 29 transducers with inter-
element spacing 2.786 m spanning 78

) m of the water column. Oceanographic
Vertical

Receive Array Vertical measurements included regular CTDs,
Probe (VRA) :ourye/ a wave rider buoy, conductivity-
Source eceive temperature recorders, current meters
132m (PS) Array (SRA) p ) ,

Conductivity/ etc. The setups were similar for the
Temperature low-frequency (445-H2 experiments
Recorders except that the source—receiver array
had 20 elements spanning an aperture
of 77 m. The VRA covered 93 m of
the water column with 32 hydro-
phones in the high-frequency experi-
ment and 96-m of one water column

Yy with 48 hydrophones in the low-

frequency experiments.
|~ 14 km J q y exp

scale of the horizontal resolution and the elapsed time ovethe peak level with integrations for the pulse length.
which the measurements were made does not guarantee static In free space, the transverse focal sizes are directly pro-
ocean conditions. portional to the wavelengths or inversely to the frequencies.
The focused acoustic fields were measured by the VRAIn a waveguide, the different loss mechanisms at the bound-
The received signals were bandpass filtered and envelopes afies between low- and high-frequency propagation some-
each signal was extracted using a discrete Hilbertimes prevent the focal sizes from being proportional to the
transform'” A spline interpolation scheme was applied in wavelengths. Figure 5 shows the results for two different
depth direction for the intensity data of time vs depth. Thefrequencies measured in the Formiche a(®80-m water
depth focal size was defined at the 3-dB down points fronmdepth. The foci were observed at a range of 15 km with a
50-ms pure-tone pulse with a center frequency of 445 Hz
. [Fig. 5@] and at a range of 12.73 km with a 10-ms pure-
o tone pulse with a center frequency of 3500 Hig. 5(b)].
] The probe source depths were 80 m for both cases. The
vertical focal sizes are 20 and 7.5 m, respectively, with a size
ratio of 2.7 between the low-frequency and the high-
frequency focus. In this case the ratio of wavelengths is 7.8,
which is substantially different from the ratio of focal sizes.
The waveguide attenuation and geometry play important
T roles for determining the focal size. Figure 6 represents the
1 foci obtained in three different environments) Formiche
i area(slow botton); (b) flat Elba aredafast bottom; and (c)
; . ; : sloping Elba area. The water depths were 130 m in the For-
(a) 1508 ' sound Speed (mis) o e miche area and 120 m in the flat Elba area. In the slope
experiment, the SRA was located in 120-m-deep water and
the probe source in 33-m-deep water. The bathymetry sloped
upwards about 1°-2° from shallow water to the island. The
focus was realized with 2-ms rectangular pulses at a center
frequency of 3500 Hz. The ranges were 7.9, 7.4, and 9.6 km,
and the probe sources were 70, 60, and 22 m deep, respec-
tively. The vertical focal sizes at the 3-dB down points are
6.3, 3.8, and 1.7 m. The main reason for the different focal
sizes is the difference in bottom attenuation between the For-
miche and Elba areas and additional geometric effects in the
sloping environment. The slow bottom in the Formiche area
causes greater attenuation than the fast bottom in the Elba

Depth (m)
4

201

»
L=
v

Depth (m)
3

@®©
o
T

120+

L

(b) 1500 1510 1520 1530 1540 1550 area. The geometric effects in the slope environment are dis-

Sound Speed (mvs) .
cussed in Sec. IV.

FIG. 4. Sound-speed profiles measured with CTD casts from the RV The ASthial focus broadens With range d_ue t_o mode
ALLIANCE: (a) in the 1997 experiment an@) in the 1999 experiment. stripping:’ Figure 7 shows the foci achieved with different
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FIG. 5. Measured time reversal fo€a) for 445 Hz with a 50-ms pulse at 15
km and(b) for 3500 Hz with a 10-ms pulse at 12.73 km. The source depths

were both 80 m. The focal size is proportional to the wavelength but the
relationship is not linear due to the differential effect of attenuation with
frequency in the ocean bottom.

(b)

FIG. 7. Measured focal sizes at different ranges from S@Afor 445 Hz

and (b) for 3500 Hz. As expected, the spatial focus in depth broadens with
ranges in the Formiche area. The focus was observed out tange due to mode stripping. Note the different scales in pulse length, range,
30 km at 445 Hz with a 50-ms pulse and 13 km at 3500 Hznd depth.
with a 2-ms pulse. The focal size changes from 12 m at 4.5
km to 28 m at 30 km for 445 Hz and from 3.8 m at 2.2 km IIl. TIME-REVERSAL FOCUSING WITH A LINE ARRAY
to 7.3 m at 12.8 km for 3500 Hz, which shows that the focal
size is somewhat proportional to the square root of range. /- Frée space

Here, we briefly review the time-reversal focusing with

a line array in free spacé.Figure 8 shows a line array of an

apertureL associated with a spherical coordinate. The pres-

g sure field received at a field point,g) from an elementlz
0 of the array is

g5l ' S(z)

= S dp=|—exp(jkl)dz, (1)

3

g

b~

3 : 4

- ® ©
15 : T >
0 5 10 15 20 25
Time (ms) I
(2}

FIG. 6. Measured foci for 3500 Hz with a 2-ms pulse in three different L [ ¢ > R
environments(a) Formiche area at 7.9 km range with PS at 70-m deith; P
flat Elba area at 7.4 km with PS at 60-m depth; érjdsloping Elba area at (,, ¢ )
9.6 km range with PS at 22-m depth in 33-m water depth. The main reasons ’
for the different focal sizes are due to the difference in bottom attenuation
between the Formiche and flat Elba areas and additional geometrical effects
in a sloping environment. FIG. 8. Aline array of aperture associated with spherical coordinate.
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whereS(z) is either a source amplitude or an aperture shad-

ing along the arrayj=/—1, k is the wave number, arlds
the path length from a source point to a receiver point.
serting a phase-conjugated probe sigha&xp(—jklg)/ly into
S(z), the pressure field observed at a field pointy) from
the time-reversal array is

L2 A .
p(|)=f T—expjk(l—lg)dz, 2
~rllg

whereA is the amplitude of the probe source andis the

distance from a probe source to an element of the array. The

path length is given by

[2=r2+2%+2rz sine, ©)

and using a binomial expansiongcan be represented as
z z

|=r+zsing+ Ecos2 o— ?Simp coSo+--. (4

In the near field (1.386<r <kL?/2),'° only the first term of

In-

(b)

the expansion is necessary for approximating the amplitudg!G. 9. Schematic of image array@) for a Pekeris waveguide arit) for
term in Eq (2), but we need to consider to the second-orderR sloping environment. The image apertlreis determined by the critical

term for the phase term since a small path-length differenc

causes a large phase difference.
approximatiof® and the probe source position af,(0), Eq.

(2) becomes
JL/Z F{ zz(coszgo 1”
exp jk = - —
—L2 2\ r lo

Xexpjkzsing)dz

expjk(r—rgp)

p(r,e)=A o

©)

angle @) of the bottom. The effective apertukg is smaller due to attenu-
&tion in the ocean bottom which causes shading of the image sources. In a

With this Fresnelioping environment, the grazing angle changes d@ya2 each bounce with

the bottom which results in a difference in the effective apertiyye The
labels at the image sources indicate the number of interaction with the
bottom.

be a perfect reflector, while the bottom is an interface which
reduces the pressure amplitude by a reflection coefficient
which can be determined by the geoacoustic properties of the

This is a one-dimensional spatial Fourier transform exprespottom. As a consequence of mu|tip|e reflection from the
sion which can be interpreted as a near-field directional funcsyrface and bottom boundaries, the field at the receiver is

tion (beam patternof a line array lying along the axis. The
exponential terms associated withbecome unity withr

represented as the summation of contributions from image
sourcegFig. 9. Each image source represents the image of a

—To and¢—0, i.e., to the probe source position, indicating time-reversal array which spans the whole water column of
that the time-reversal propagation compensates for the quéne waveguide. The higher angle image has more interactions
dratic phase differences caused by the path-length diffefwith the bottom and contributes less to the total field.

ences. Along the locus of points=r,co ¢ the field be-

If we label the images with the number of interactions

comes exactly that of a uniform line array at infinity they have with the bottontFig. 9), the distance; for each

(Fraunhofer zonk i.e., the far-field beam pattern. Although
the focal surface bows slightly with tredirection, it is not
enough to be of concern for a small Ignoring the ampli-
tude spreading term\/rr, the far-field beam pattern near
the focal region is
L2
D(x)=f exp(jxz)dz, (6)
—L/2
where y=k sing. Notice that the beam pattern along the
direction is determined by the angle in other words, the

set of two images whose contributions makiteractions
with bottom can be approximated as

li~r?+(2Di)?+2r(2Di)sin¢. (7

This is same as Ed3) exceptz is replaced with Di. Al-
though the exact path length is important to describe one-
way acoustic propagations, the exact locations of the array
elements are not important for the calculation of the time-
reversed field since the time-reversal process compensates
for the phase delays caused by the path differences to each

relative position difference between the probe source and thighage® The pressure field received by an image source from

observation field point, and by the wave numker

B. Ocean waveguide

a point source located in a waveguide is

S()V(6)'"

Pi I exp(jkly), 8

Similarly, we can define a time-reversal focusing in awhereS(#6,) is the source amplitudd/( ;) is the reflection

ocean waveguide using an image metRddlthough the

coefficient of the bottomé; is the grazing angle of the image

image method is only applicable to the waveguide with asource which has interactions with bottom, and is the
homogeneous water column, the method well describes mostave numberV(64,)'" is the accumulated attenuation with
shallow-water propagations. The ocean surface is assumed itdime bottom interactions. The pressure field observed at a
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field point after a time-reversal process with a probe signapropagation isV(#— ai)?. Using the relation of Ri=z,
AV(6,)""exp(klg)/lo can be represented as the summatiorthe corresponding far-field beam-pattern expression for a

of contributions from each image source as wedge ocean is
S, » R
p()=A X ———expik(li~la, (9 D<x>=f Vio-agg]l  exixpdz. (13
=—00 i i — 0

wherel? is the distance from a probe source to itteimage  where y=k sin¢. Notice that the far-field beam pattern is
source. Negative values inmean the contribution from the modified by the waveguide geometry, which is realized
image sources corresponding to negatieln the above through the change of the reflection coefficient.

equation we use¥(6;)V(6q) " =|V(6))]?, wheredy is the
grazing angle corresponding to the probe source[dndis
complex conjugation. AlthougW(6;) is normally a complex
value, we assumed that the phase difference caused by t
difference in grazing angles betweép and 6, is negligible  A. Free space
and the phase changes caused by the bottom reflection are
recovered by the two-way propagation of time-reversal Proy,tio
cesses.

Ilw\é SPATIAL RESOLUTION OF AN ARRAY

In this section, we derive formulas describing the reso-
n of time-reversal arrays in free space. The transverse

. A,) resolution(breadth of focuscan be defined from the
Assume the array element spacing to be dense enough

X . ainlobe width of the far-field beam pattern of E§). The
be considered as a continuous array and the range from ﬂ%%lution of the beam-pattern function is
array to the receiver to be much greater than the channel

depth, D<R; then, the summation can be replaced by an ~ (Lsing
integratiorf* D(¢)=Lsin : (14
" /D , . .
o(1)~ if V()| expjk(l—1o)dz (10 Where is the wavelength andl is the aperture. Following
2D J - g the conventional definition of the 3-dB beamwidth of the

where z replaced the index with z=2Di, 6, and Iy are mainlobe (3 45=~0.886\/L), the transverse resolution is

changed to # and |y, respectively. The Fresnel R
approximatioft® for the path length in Eq(10) becomes A,=0.886\ -, (15
p(r’w):Aw fw [V( 9)|IZ\/D where sinp is approximated ag andR is the range from the
2Drrg J—e array.
P Although the transverse focal structure is symmetric
Z2[coge 1 o . oo ; :
XEXF{JkE( — _) exp(jkzsing)dz, along theR axis, the longitudinal structure is not symmetric
r Fo due to ther dependence in the near-field beam pattern. One

(1)  method to define the longitudinal resolution is to examine the

maximum range f(;,o,) and the minimum ranger ¢,;,) along

the R axis within which there is a good focus with phase
[~ 12//D , difference from the focal centeR(,0) less than 3/4. Since

D)= JlJV( 0)[*" expljx2)dz, (12} the maximum phase difference is caused by the end of the

) ) ] aperture (-L/2), ther . andr ., can be defined from Eq.
where y=ksing. Comparing Eq(12) with the free-space (5) a5

beam pattern of Eq6), the factor from the bottom attenua-
tion |V(67)||Z|’D serves as an aperture shading which eventu- _
ally determines the effective aperture of the image array. Fmax™Ro
This image approach can be further extended to a range-
dependent geometry, a wedge-shaped ocean. The slope of the
bottom interfacex is associated with the range to the apex
R, and the water deptlD as R,a=~D (Fig. 9. A time-
reversal mirror is located at the mouth of the wedge an
probe source at a range The probe signal propagates down
slope to the array and the time-reversed signal is backpropa- 2
gated up slope to the receiver. The main difference from the A,=6)\(E) : (18
flat waveguide is that sound waves experience successive
bottom reflections at incident angleg &teepersmalley for ~ The ranges off 4 and r i, roughly correspond to 3-dB
up-slope(down-slope propagation. Noting that the grazing down points in amplitude from the focal center. Although the
angles for the first bounce and the last bouncetarea and  proportionality constants needed in the above equations de-
0,—(2i—1)«, respectively, the mean bottom reflection co- pend on the specific resolution criteria, for a given ratige
efficient for theith image source i¥(6;,— ai). The accumu- and wavelengthi\) the focal sizes in free space are directly
lated attenuation of thigh image source during the two-way proportional to the physical extent of the apert(reand the

and the corresponding far-field beam-pattern expression is

3\
1+ FRO), (16)

3\
). (17)

I min™ RO( 1- 12 Ro

d ;’hen, the longitudinal resolutionA¢(=r . min) €XPres-
sion becomes
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square of the aperturé.f) for the transverse and longitudi- From Egs.(18) and (24), the range resolution in a lossy

nal directions, respectively. Pekeris waveguide would be
. YR
B. Ocean waveguide A,=1.07\ o (25)

The resolution expression derived for free space can be ] o )
used to define the resolution in an ocean waveguide. In thi & l0ssy waveguide, the resolution is a function of water
ocean, the effective aperture increases due to the multipa#ePthD, medium attenuatiory, and rangeR. With the ap-
propagation caused by boundary reflections. Hence, the resBroximation ofV(6)~exp(—yf), the depth resolutionX;)
lution increases over a free-space environment. The effectiy found to be proportional to the square root of the attenu-
aperture is limited by the waveguide nature of acousticlion factoryand the rang®, and the inverse square root of
propagation and attenuation in the bottom. For a losslesh€ waveguide dept, while the range resolutionA() is
Pekeris waveguide of depi, there exists a critical angle of Proportional to the attenuation and the range and inversely
reflection given byd,=cos (c,/c,) wherec,, andc, are the ~ Proportional to the waveguide depth. _ _
sound speeds in the water column and in the bottom, respec- USing & similar approximation for the reflection coeffi-
tively. Sound propagating within the critical angle suffers noCient in a wedge ocean, the far-field beam pattern of(Eg).
bottom loss and hence propagates to long distances. THgcomessee the Appendix for detajls

length of the image array can be roughly written as ;{ yR( R ) -
D(z)~exg — o =|1— 55 |k“z7|. 26
L.~2Rtané., (19 @) 4D 2R, (26)
and the corresponding resolution expressions are The corresponding depth and range resolution expressions
A N 0 are
27 2tand,’ _ Wi R
: A,=0.374\ 1/ 5|1 2R, (27)
A~ . (21 R
(2 tand,) _ AT
A, =1.0MN ) 1 R, (28

For a lossy waveguide, we can use the far-field beam-
pattern expression of E412) to derive resolution formulas. A uniform array having the same 3-dB focal width would
Although the integration in Eq(12) can be evaluated nu- have an effective aperture
merically with any arbitrary reflection coefficient function
V(6), here we use a simple functional approximation of L.=2.3681 /i_ (29)
V(#)~exp(—y#) to analytically solve the beam-pattern Y(1-RI2R,)
equatior’* Although a more complicated functional form |n 4 wedge ocean, an additional fac®y is included for
would give a more accurafé(6), exp(~0) is a good ap-  determining the image aperture which represents the geom-
proximation for low grazing angle incidences and leads tQetry of the wedge ocean with deplth This geometric factor
closed-form expressions for resolution which are sufficientesyits from the fact that each bounce of sound propagating
for the purpose of this paper for giving physical insight into from a probe source to a time-reversal array reduces the re-
how waveguide attenuation affects resolution or focal sizegjection angle by 2. It is apparent from Fig. 9 that for an
associated with waveguide geometyyis an attenuation fac- jmage interacting with the bottom in two-way transmission,
tor which can be determined by least-squares curve fitting fofhe accumulated attenuation is smaller in a wedge ocean than
the known reflection coefficient curves with angles whichin 3 flat ocean of constant depfh which results in a larger
would be obtained either from a geoacoustic métel mea-  image aperture in a wedge geometry. From the perspective of
sured data. adiabatic modal propagatidf,modes are compressed with

With V(6)~exp(-y0), the solution of the far-field p-siope propagation, which results in higher resolution for
beam pattern of Eq(12) is (see the Appendix for deta)ls  the time-reversal process in sloping environments.

R 2
D(2z) ex;{ 2D k-z ) (22
The depth resolution for the 3-dB beamwidth can be define& - Numerical example
as Here, we present a numerical example of resolution cal-
R culation illustrating the depth and range resolution changes
A,=0.374 A [ (23  Wwith range in a Pekeris waveguide and in a wedge ocean. In
. o

order to validate the accuracy of the results, we compare

array having the same 3-dB depth resolution would have aft!ll wave modef:? The model ocean consists of the pressure
effective aperture release surface, 100-m water column, and infinite bottom

half space. The sound speeds are 1500 and 1600 m/s for the

L —2368 /DR (24) water and bottom, respectively, and the corresponding densi-
e v ties are 1.0 and 1.8 g/GinThe bottom attenuation is 0.7
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1 30
o8 N TTT™
:g TN FIG. 10. An example of resolution
0.6 calculation in a Pekeris waveguide and
S in a wedge ocean. The waveguide ge-
,§04 V(G)RO/D ometries are withD=100m, R,
2 N\ =50km. The sound speeds are 1500
2 R\ m/s and 1600 for water and bottom,
0.2 * respectively, and the corresponding
D densities are 1.0 and 1.8 g/&nirhe
0 : - 1';\ = - - o - = = - bottom attenuation is 0.7 dB/(a) The
. calculated reflection coefficieny (6
(a) Grazing Angle (degree) (b) Range tham) and the accumulated atten(ugtion
1000 8000 V(9)R?P at 10-km range(solid line)
and the approximation with exp(y6)
g 800 — 000l (dot-dashed lings (b) The depth reso-
g & lution in a Pekeris waveguidésolid
% 600+ “é line) and in a wedge oceafdashed
g 54000 line). The solid circles and squares are
3 a0l ¢ from simulation results with a para-
=] g bolic equation model(c) The range
Eo g 2000 resolution.(d) The calculated effective
3 2001 apertures I( ).
0 : 0 : ‘
0 10 20 30 40 0 10 20 30 40
(C) Range (km) (d) Range (km)

dB/\. In a wedge ocean the water depth decreases from 1Qfepth, range, and attenuation which are parametrized in the
to 0 m in adistance of 50 km having slope of 0.114°, resolution formulation. The foci were realized with probe
The resolution calculations are at 500-Hz and the corresource depths at 60—80 m. For these depths, the focal struc-
sponding wavelength is 3 m in the water column. Since theures of the high-frequendy500-H2 signals were stable for
bottom is homogeneous, the reflection coefficient is indepentens of minutes. The focal structures of the low-frequency
dent of frequency. The solid line in Fig. (& shows the (445-H2 signals were stable for longer periods of tisev-
reflection coefficient curve as a function of angle calculatederal hourg®# Since the data collected for this comparison
with the geoacoustic properties. The dot-dashed line repreyere from cases where the received probe-source pulse was
sents the approximation with exp¢/¢) where y=0.75. Al-  retransmitted within a few minutes, we can assume that the
though there are some discrepancies between those twgci were realized under relatively static ocean conditions.
curves inV(#6) after the critical angl€20.49, the difference  The resolution is defined as the focal size at the 3-dB down
turns out to be very small in the accumulated attenuation Oboints from the peak signal level.
V(6)R?P due to the multiple interactions for the higher angle Figure 11a) shows the comparison at 445-Hz in the For-
images. The overall effect on the pressure field from theniche area. The resolution curve is calculated wjith1.55

difference would be negligible. andD=110m. The attenuation factoy is obtained by ap-
As shown in Figs. 1(b) and (c), the depth and range proximating the reflection  coefficient  as V()
focal sizes increase with range due to the bottom attenuatlo&exp(_w) which is calculated from the two-layer geoa-

As expected, the focal sizes are smaller in the wedge oceafystic model for this area in Fig(&. Since the effective
(dashed linesthan those in the flat ocedsolid lineg due to  yq4es contributing to the focal field are trapped below the
the geometric effect under the same geoacoustic conditiong,ormocline. the effective waveguide defttD is deter-
The simulation results with a parabolic equation métiehe mined by rémoving the upper mixed lay&r5 m) from the

solid circles and squares for the flat ocean and the wedggyi| water depth. The calculated resolution curve based on

ocean, respectivelymatch well with the resolution curves known . -
: ) o geoacoustic parameters approximates closely the
obtained with the Eqs(23), (25), (27), and (28), verifying measured focal sizes. A numerical simulafionsing a

the resolution equations derived in this paper for flat oceans .- mode method also showed similar focal sizes for
as well as wedge oceans. The effective aperturgsif Fig. hese 445-Hz data.

2(d) show that the aperture of the image array becomes muc Figure 11b) is at 3500-Hz in three different environ-
bigger than the physical extent of the arfa0 m, resulting ments: the Formiche, flat Elba, and sloping Elba areas. The

in finer resolution in a waveguide over the resolution in free . : . . :

measured focal sizes are easily differentiated into three
space. . 7 )

groups, with the largest focal size in the Formiche area and
the smallest in the sloping Elba area for a given range. The
calculated resolution curves match the measured data well

Here, we compare the resolution formulas with mea-with y=16 andD=115m for the Formiche area, witl

sured data. The main purpose is to describe the measured5 andD =90 m for the flat Elba area, and with=1.6 and
focal sizes along with their waveguide conditions: waterD=90m for the sloping Elba area. The main difference in

V. COMPARISON WITH MEASURED DATA
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from rough boundary scatteriffjcan be important in high-

® Measured (S0ms) : frequency propagation. Transmission loss measurements per-
— Calculated formed during the experiment also showed higher attenua-

' tion for 3500-Hz sound than attenuation values based on

lower-frequency experiments in the area.

3o 13 (9]
w [=] v
T T T

Resolution (m)
8

VI. SUMMARY

—
L
T

107 Acoustic foci realized with vertical time-reversal arrays

st T o in various shallow-water environments were presented and

o : analyzed using an image aperture method. For a given fre-

0 5 10 15 20 25 30 35 quency and range, the resolution is determined by waveguide
(a) Range (km)

attenuation and water depth in the ocean waveguide while
the resolution is determined by the physical extent of the

— Formiche ® 2ms array in free space. With the approximation &f(6)
10f - =-- Elba~flat B 10ms . _ .
~exp(— yd) for the bottom reflection coefficient, the vertical

== Elba-slope . | .
. . focal size is found to be proportional to the square root of

attenuation and inversely proportional to the square root of
waveguide depth, while the horizontal focal size is found to

be proportional to the attenuation and range and inversely
proportional to the waveguide depth. In a sloping ocean, an
additional geometric effect results in higher resolution for

up-slope focusing.

Resolution (m)
(=3

A é é ll() 1I2 1‘4 16
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bottom attenuation(a) for 445 Hz in the Formiche area with=1.55 and

(b) for 3500 Hz in three different environments with=16, 5, 1.6 for the

Formiche, flat Elba, and sloping Elba area, respectively. APPENDIX: SOLUTIONS OF THE FAR-EIELD BEAM-

PATTERN EQUATIONS

effective depth t_)etween the Fprmlche a(_éa‘r’ m and the_ The accumulated attenuation for the two-way propaga-
Elba area90 m) is due to the differences in the thermocline tion between the probe source afth image source are
depth and the total water depth. The largen the Formiche V(6)? andV(6— «i)? for a flat ocean and a wedge ocean,
area indicates higher attenuation for waveguide prOpagatiOFéspectively. Using the approximatiaf{ 6) ~exp(— y6) with

and larger focal sizes. The focal size is smaller in the slopingg|ations of Di —7, RO~2z, andR,a~D, the attenuation
Elba area than that in the flat Elba area for the sardee to expressions become expyZ/RD) for a flat ocean and

the geometric effect in a sloping environment, but an addi'exp(—yzz(l—RIZR )/RD) for a wedge ocean. Then, Egs.
tional adjustment ofy from 5 to 1.6 was needed to explain (12) and(13) can EE)e written as ’

the measured data in the sloping area.

The attenuation factoréy=16 for the Formiche area [ .
and y=5 for the flat Elba argaused for the resolution cal- D(X)_f o exp(—az’)ex(] x2)dz
culation in Fig. 11b) are larger than the valugy=7 and
y=1.5, respectivelyobtained from the geoacoustic models 1 X
in Fig. 2. There can be several reasons for this mismatch. - Eex " da
One of them is measurement error caused by range mismatch
between the PS and the VRA. From the calculation with EqWherea= /DR for a flat ocean ana= y(1-R/2R;)/DR
(25), the longitudinal focal sizes were about 300 and 100 nfor @ wedge ocean, respectively, aye=ksing. Noticing
at 5-km range for the Formiche and Elba areas, respectivelfhat ¢~Rz Eqg. (A1) becomes

During the experiment the PS was located within 50 m from \/ﬁ YR
— - _ 252
D(z) 2yex;{ 4Dk z )

, (A1)

the VRA in the Formiche area and 20 m in the Elba area.
Although the focal size was affected by this range mismatch,
the VRA was inside the focal zone. The other possible factoand

is the uncertainty in geoacoustic parameters. Since these DR R R
geoacoustic models are based on low-frequerc§00 H2 D(z)= 1 /—exr{ _ 7_( 1— )kzzz
experiments;+1® high-frequency sound propagation appears 2y(1-RIZR,) 4D 2R,

to experience different loss mechanisms. The frequency- (A3)
dependent attenuation in layered sediment or additional log®r a flat ocean and a wedge ocean, respectively.

(A2)
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The pressure derivatives of elastic moduli of a steel sphere were measured by the cavity resonance
method, a modified resonant sphere technique under gas pressure using a spherical three-layered
structure(3LS) consisting of a sample-thin gas layer—cavity container system. The pressure-induced
shifts of resonance peaks of both toroidal and spheroidal modes were observed up to 1QD MPa
kbar under gas pressure with helium gas. The resultant pressure derivatives of frequencies of
toroidal modes yielded a pressure derivative of shear modula&bfP=2.01+0.08. The pressure
derivative of the bulk modulus was determined from the data of spheroidal médésP=5.0

+0.4, by analyzing these data as free oscillations of the 3LS superimposed on the static
compression. The results demonstrate the efficiency of the cavity resonance method for measuring
pressure derivatives of elastic moduli of solids. 2001 Acoustical Society of America.
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PACS numbers: 43.35.Cg, 43.35.YBGK]

I. INTRODUCTION fore been applied to measure temperature variations in the
elasticity of various materials across a wide range of tem-
The rectangular parallelepiped resonafRER method  perature(e.g., Isaaket al, 1998a; Suzuket al,, 2000.
that uses a rectangular parallelepiped specimen to measure Attempts have been made to apply the resonance
elastic and anelastic properties of isotropic and anisotropimethod under a high-pressure condition in order to measure
solids has been developed based on the work of Demaretfie pressure dependency of elastic constants. For this pur-
(197) and Ohno(1976. The resonant sphere technique pose Ohnoet al. (1994 proposed the “cavity resonance”
(RST), a resonance method using a spherical specimen, wasethod (see Sec. )l and demonstrated a pressure-induced
originated by Fraser and LeCrawl964 and Soga and shift of resonance peaks of a steel sphere under gas pressure,
Anderson(1967. RST has been extended to anisotropic ma-and gave preliminary results on the pressure derivatives of
terials through the contributions of Mochizuki988, Viss-  shear and bulk moduli. Isaadt al. (1998h) measured silica
cher et al. (1991, Suzuki et al. (1992, and Odaetal. glass spheres under gas pressure, and determined the pres-
(1994). Odaet al. (1993 gave the analytical expressions of sure derivative of the shear modulus. Ohebal. (2000
partial derivatives of eigenfrequencies with respect to elastidlemonstrated on a silica glass sphere that the cavity reso-
constants for both RPR and RST, which are very importanhance method yields pressure derivatives of shear and bulk
in the inversion procedure from eigenfrequencies to elastitnoduli that are in good agreement compared with those de-
constants. Reviews of the resonance method have been puitixed previously. In this paper we show the results of mea-
lished by Maynard(1996, Leisure and Willis(1997, and  surement and analysis of a steel sphere using the cavity reso-
Migliori and Sarrao(1997; in these reviews, the method is nance method.
called resonant ultrasound spectroscoRYS).
In the resonance methods, elgenfrequ_enmes of a samp“e_ METHODS
shaped into a cube, rectangular parallelepiped, or sphere aré
measured, and elastic constants are determined by the inver- In the present study we apply the cavity resonance
sion of the frequency data. Since frequencies of a redundamhethod to a spherical sample of steel. There exist two types
number of modes can be acquired at a time, the complete sef normal modes, toroidaftorsiona) and spheroidal, in the
of elastic constants can be determined without repeating fumscillation of an isotropic sphere. The notatigfi$ and .S
ther measurements. This point constitutes a major advantagee used to denote the toroidal and spheroidal modes of an-
of the resonance method, especially when we want to meaular orderl and radial ordem, respectively. The toroidal
sure anisotropic materials while changing temperature omode has only displacement tangential to the surface, and
other physical conditions. The resonance method has theréius does not couple with the surrounding gas when the vis-
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FIG. 1. Schematic drawing of the sample—cavity container assembly for th&IG. 2. Spectrum of the steel-sphere sample obtained at the atmospheric
cavity resonance method under gas pressure. The sample is placed at thi@ssure.
center of the spherical cavity. The spheroidal modes of the sample are ana-
lyzed as the free vibration of the three-layered struct(8eS) of the
sample-thin gas layer—cavity container. The cavity container has a cylindriThe cavity container was made of tungsten carbide alloy, and
cal outer shape shown by thick lines. The large circle shown by thin linegiyided into two parts for placement of the sample, as shown
indicates the imaginary spherical outer shape assumed in the theoretical . . . .
calculation Sy horizontal lines in Fig. 1.

A pair of lead zirconate—titanate transducers of shear
type was used in this study. The transducers were placed in

cosity of gas is ignored. We can therefore obtain the pressurgOntact with the sample by the weight of the jig holding the

derivative Of_ thg shear modulus by simply measuring th,etop transducer. Continuous sinusoidal voltage was input to

pressure derivative of the frequency of a toroidal mode. Th'%ne of the transducers. The output amplitude was measured

i§ th_e reason we adopt a spherical sample of isotropic mates e scanning the frequency of the input voltagew

rial in this study. . . method. Measurements were made at several points up to
On the other hand, the spheroidal mode has a displacgy,, MPa(1 kbap. Each measurement at a pressure was be-

ment component perpendicular to the surface, and COUplegQUn 20 min after the pressure was increased or decreased to

with the surrounding gas. Accordingly, to accomplish theavoid the influence of adiabatic compression or expansion of

datalr((ajductlor} of spheroidal rgodes, \r’]"e mlust_ analyze Lhﬁelium gas. Pressure was measured with a Bourdon’s tube.
coupled sample—gas system. For such analysis we need 10 e monjtored the temperature at the outer surface of the

specify suitable boundary conditions of the system. To realbressure vessel. During the 2-day measurement period the

12€ th_|s we use the “cavity conta|_ner" shown in Fig. 1. room temperature fluctuated within a few degrees, and it was
Figure 1 shows a schematic of the assembly of thenecessary to correct this effect in order to obtain an accurate

S‘.”‘mp'ev cawty_ container, and transducers used to measy Fessure dependence of the frequencies. For this purpose we

eigenfrequencies under gas pressure. At the center of thgq, oasired the temperature dependence of the frequency

cavity coqtainer s a spherical cayity in which the S.a”.‘p'e iSof the measured modes at atmospheric pressure, indepen-
located with spacers of suitable thickness. The cavity is OPeHently of the measurement under pressure. An example of
to the outside of the container and filled with helium gas as g, temperature correction is shown in Figa)4

pressure medium. We analyze the measured spheroida Three toroidal modes,T,, 1T, andyTs and two sphe-

modes as the'fr.ee oscillation of a spherical three-layered ., modes; S, and,S,, were detected under gas pressure
stru_cture co_nS|st|ng of the sample, the gas Iayer,_ and thﬁp to 100 MPa. Figure 3 shows some examples of spectra
cawty_ Cor;taflnerh ev(;iluva\l/tmg ﬁreh_effect ﬁf dhygrostau_c COM-recorded at various pressures. We can see in this figure that
pression ﬁ%re and. We call this method the cavity resog,q regonance peaks shift to higher frequency as the pressure
hance method. increases. The frequencies of four modes are plotted as a
function of pressure in Fig. 4. The multiple peaks and lines
IIl. EXPERIMENTAL PROCEDURE AND RESULTS in Figs. 3 and 4 occur due' to the splitting of th? degenerate
modes. The pressure gradients of the frequencies were deter-

A steel sphergball bearing with radius of 2.384 mm  mined by least-squares fitting, and are listed in Tables | and
and density of 7.798 g/chwas used as a sample. Figure 2.

shows a spectrum obtained at atmospheric pressure. The

shear and bulk moduli were determined toG®g=79.5 GPa

and Ky,=165 GPa, respectively, from frequencies of thelv. DATA REDUCTION
lower 14 modes.

The assembly mentioned above was placed in the pres- The frequency of toroidal modes of a homogeneous
sure vessel of the high-pressure gas apparatus. The highphere is expressed as follow®&ato and Usami, 1962
pressure vessel was 19 mm in diameter and 200 mm in f— (2 1
height. Details of the gas apparatus are described in Kimura 7Vdl(2ma), @
et al. (1987. The outer shape was cylindrical, with a diam- wheref is the modal frequency, is the shear wave velocity,
eter of 17 mm and a height of 19 mm. In the theoreticala is the radius, and; is the numerical factor or dimension-
calculation, the outer shape was assumed to be spherical witbss frequency, which depends only on the radial and angular
a diameter of 17 mm, as indicated by a large circle in Fig. 1ordersn and |, as,#, . Since the toroidal mode does not
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couple with the surrounding gas, differentiatify with re- 19f 1/10G 1 14dny dv

spect to pressurB, we have TP 21Gap 3Ky av P’ (©)
10f 1/14G 1 wherev is Poisson'’s ratio. In the case of spheroidal modges,
TP E( Gap 3_K) 2 depends not only on the orders mfand| but also on Pois-

son’s ratio. For the isotropic elastic bo#y=(2(1+ v)/3(1

—2v))G, we have
where G and K are the shear modulus and bulk modulus,

respectively. Using Eq2) along with the values oK andG oK  2(1+v) G 2G v
determined at 1 atm, we have the pressure derivative of the 5p = 3(1-2,) T (1—21)2 gP" )
shear modulus at zero pressu&/JdP =G . The results are
listed in Table I. The data of five peaks of three modes give-rom Eqs(3) and(4), together with the measured/JP and
G(=2.01 with oneo of 0.08. Gy=2.01 from Table I, we haveK/dP=K. The values of
In the above discussion we neglected the effect of thé, obtained in this manner are listed in column HS in Table
viscosity of helium gas upon toroidal mode frequencies. Soril.
bello et al. (2000 theoretically evaluated the gas-loading ef- The spheroidal mode, however, has a displacement com-
fect for isotropic spheres. Whefy is the frequency of a ponent perpendicular to the spherical surface and does
toroidal mode without gas loading arfa-fo+ Af is that of  couple with the surrounding fluid, more or less. In this study
such a mode with gas loading, the order of magnitude of theve treat the problem by solving the normal modes of the
differenceAf is given byAf/fow(pgngfolpG)l’Z. Here,pq,  hydrostatically compressed spherical three-layered structure
and 74 are the density and viscosity coefficient of the gas,(3LS) of the sample—gas—cavity container. The calculation
andp andG are the density and shear modulus of the solidwas made using the subroutine package developed by Saito
sample, respectively. The wscos% of hellum gas at1atm (1988 for the earth’s free oscillation. This means that the
and 80 MPa is 1.86010 ° and 2.07X 10 ° Pas, respec- problem is regarded as a problem of the free oscillation of
tively (Vargaftik, 1983, and ispy~0.1 g/cnt at 100 MPa. the 3LS superimposed on the static compression. Although
Then, the frequency difference becomg$~6 Hz for f, the cavity container is cylindrical in its external shape, we
~2 MHz. This is negligible compared with the experimental regarded it as spherical for the first approximation, as shown
error, and the gas-loading effect on toroidal modes can b Fig. 1.
ignored. In order to determine the static compression of 3LS, we
If the spheroidal mode does not couple with the sur-must first obtain the elastic properties of the helium gas, the
rounding gas, or the coupling is so small as to be negligiblecavity container, and the sample under high pressure. For
we have helium gas we used the data of Kimwertal. (1995. For the
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cavity container made of tungsten carbide alloy, we used thpressure, and the suffix O denotes the value at zero pressure.
data of Hanayamat al. (1995. For the sample we used the Since the pressure range measured in this study is as low as
following Birch—Murnaghan’s formulas based on the finiteup to 100 MPa, it may not be necessary to use the finite

strain theory(Birch, 1938: strain formulas. But, we do so in order to allow for future
_1 23 measurement at higher pressure.
o=2{(plpo)™"~ 1} Assuming values of 4.0, 5.0, and 6.0 1§}, we calcu-
P=3Ko(1+2¢)%%{1+(3/2)(K{—4)e} lated the elastic properties of the sample at high pressure
o , (5) With Ko=165 GPa,Gy=79.5 GPa, angp,=7.798 glcm
K=Ko(1+28)"41+(3Ko—5)e} from the measurement at ambient pressure, @ge-2.01

from Table I. In this way, we evaluated the elastic properties
of 3LS compressed statically, and calculated the frequencies
where p is the density,e is the Eulerian strainP is the  as a function of pressure. An example is shown in Fig. 5 for
pressure, the prime denotes the derivative with respect to

G=Gy(1+2¢)"41+(3G(Ko/Gy—5)el,

TABLE Il. Measured frequencies and their pressure derivatives of spheroi-
TABLE |. Measured frequencies and their pressure derivatives of toroidatal modes, and the resulting pressure derivative of bulk modulus.
modes, and the resulting pressure derivative of shear modulus.

Mode Frequency at 1 atm Jf/dP  K{=0K/dP

Frequency at 1 atm ofloP HS? 3LS (kHz) (kHz/GPa HS? 3LS

Mode (kHz) (kHz/GPa Gy=3dGlaP
1S 1S105-0S 1063.1 13.04) 528 545
ol4 1087.0 13.47) 2.12 1S 1064.1 12.8%) 4.88 5.18
T 1227.1 13.%) 1.91 1Sy 158512515 1404.8 16.99) 439 461
oTs 1335.9 15.19) 1.96 1S5 1406.2 16.47) 4.49 4.73
ols 1336.4 15.7) 2.03 Average 4.84)  5.04)

oTs 1337.0 15.86) 2.01
Average 2.018) #Analyzed as homogeneous sphere of sample only.

PAnalyzed as spherical three-layered structure.
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FIG. 5. Theoretical frequencies of the spherical three-layered structure of .
the sample-gas-layer—cavity container system as a function of pressure333—1253—1_133 _mOdeS as a function of pressure. Th(_e results
Only modes ofl =2 (solid lineg and|=3 (broken lines are shown, and are shown in Figs. @) and(d), and are compared with the

JdK/JP is assumed to be 5.0. Solid circles denote the frequencies of thgneasured data. The pressure gradient of the calculated fre-
corresponding modes of the HS indicated at right. quency is plotted against the assumég in Fig. 6. The
pressure gradient in 3LS, shown with solid lines, is a little
the case 0K,=5.0. For the purpose of simplicity, only the smaller than that in HS, shown with dashed link.is de-
modes of =2 andl =3 are shown in Fig. 5. There appear to termined such that the calculated gradient meets the mea-
be many more modes in 3LS than in the corresponding hosured one. The measured data represented by horizontal lines
mogeneous spher@glS) of the sample only(see the solid give K{ around 5.0 as shown in Fig. 6 and Table II.
circles in Fig. 3. Figure 6 also shows that the differences caused by the
In 3LS the vibrational energy is localized to one of threeHS and 3LS calculations are smaller than the differences
layers due to the existence of the intermediate gas layer witbaused by the ambiguity in the measur@ddP listed in

extremely low impedance. Thus, the normal modes of therable II. This means the analysis in 3LS is not necessarily
three-layered structure can be classified as either “samplgssential, at least on the two modes.

mode,” “gas mode,” or “container mode{Oda and Suzuki,

1999. The frequencies of gas modes hfa\((_a a large Pressute 5 s cusSIoN

gradient because of the large compressibility of gas, and of-

ten come close to the sample mode or container mode when The resulting pressure derivative of the shear modulus,
pressure increases. In such situations the two traces of fr&(=2.01, is consistent with the values of 2ughes and
qguency cross each other without interaction if they have difMaurette, 195§ 1.7 (Bridgman, 1958 and 2.6(Nishitake
ferent angular ordef. However, when the two modes have et al, 1967 reported for steel. The result of the pressure
the samd, they do not cross but interact or couple with eachderivative of the bulk moduluk;=5.0, is also comparable
other, changing their pressure gradients gradually, then pawtith the value of 6.0(Hughes and Maurette, 1956and of
again after the interaction or coupling. Figure 5 provides6.5 (Nishitake et al, 1967, except for 11.9(Bridgman,
numerous examples of such mode coupling: e.g., the cout958.

pling betweengS; and ;S; near 15 MPa, and that between We next compared the measurements obtained for the
10>, and 11S, near 20 MPa. After such mode coupling the spheroidal modes using a 3LS approach with those obtained
properties of the two modes are exchan¢@da and Suzuki, using a simple HS analysis. The difference in the resulting
1999; for example4,S; is in gas mode angS, is in sample K was about 0.24%), as seen in Fig. 6 and Table II. Since
mode before the coupling around 20 MPa, ki, is in  the ambiguity due to the experimental errordifi /P (Table
sample mode after the mode coupling. Thus, with the pres) was larger than this, the simple HS analysis with £).

sure increase the mod&, of HS corresponds t¢,S,, 10S,, is a convenient method for analyzing data in such a pressure
and then,S, in 3LS, which is represented a5,—105,—9S,. range.
Similarly, 1S3 in HS corresponds t@:S;—1,5;—11S; in 3LS. As mentioned above, a sample mode in 3LS sometimes

AssumingK to be 4.0, 5.0, and 6.0, we calculated the couples with gas modes of the same angular drdéren the
frequencies of the 1S,—105,—9S, modes and frequencies are close to each other in value. Figure 7 shows
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FIG. 7. (a) Measured pressure-induced shifts of resonance peak$,of
(HS). Three peaks were recorded split from the degenerated niodéhe

frequency of thgS, (HS) mode as a function of pressure. The broken line is
the theoretical frequency calculated for the HS, and the thick solid line is

that for the 3LS. Measured datsolid circles show a trend to agree with the
3LS curve rather than the HS line.

an example measured @, in 3LS, which corresponds to

0S, in HS. The frequencies of triplet peaks increase very
rapidly and nonlinearly with pressure. This phenomenon can¢3)

not be explained by the calculated tracg 8f of HS (dashed
line), but can be adequately explained by thoseSfof 3LS

(thick solid line. This means we have actually observed the

J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001

modes of 3LS. It seems that the magi could be observed
because this mode couples wijiB, over a particularly wide
pressure range, as shown in Fig. 5.

When the mode coupling takes place over a wide pres-
sure range, as seen betwegd and ,S,, this prevents us
from accurately determining<, with frequency data in a
narrow pressure range. It is thus best to reduce the number of
gas modes to as few as possible. For this purpose we should
make the thickness of the gas layer as thin as posétle
zuki et al, 1998. In the present study the gas layer was as
thick as 2.6 mm, and there were many gas modes, as shown
in Fig. 5. Ohneet al. (2000 made the same kind of measure-
ment on a silica glass sphere, but with a thinner gas layer of
0.36 mm, where only one gas mode was seen for ¢ach
the frequency range concerned.

Although the cavity container had a cylindrical outer
shape and was divided into upper and lower pdfig. 1), in
the present calculation it was regarded as a closed spherical
shell. For this reason, the calculated frequencies of container
modes are rather meaningless. More important, however, are
the frequencies of the sample modes and the interacting gas
modes, which are hardly affected by the outer shape and size
of the container.

VI. SUMMARY

(1) We measured eigenfrequencies of a steel-sphere sample
under gas pressure with a spherical three-layered struc-
ture (3LS) composed of a sample-gas—container system
(cavity resonance methpdThe pressure-induced shifts
of frequencies were observed up to 100 MRl kbap
for both toroidal and spheroidal modes, and the pressure
derivatives of frequencygf/dP, were obtained. The
dfl9dP data of the toroidal modes were reduced to the
pressure derivative of shear modulugG/dP =Gy
=2.01+0.08. This result is within the range of the pre-
vious values reported for steel, 2(Blughes and Mau-
rette, 1956, 1.7 (Bridgman, 1958 and 2.6(Nishitake
et al, 1967.

(2) The gf/9P data of spheroidal modes were reduced to

the pressure derivative of the bulk modulug/dP

=Kg, in two ways: first, as the homogeneous sphere

(HS) of the sample alone, in which the coupling between

the sample and the surrounding gas was ignored, and

second, as a 3LS, in which the coupling was taken into
account. The former analysis yield&g=4.8+0.4, and

the latterK(=5.0+0.4. The difference of 0.2 between

these two methods of analysis is smaller than the stan-

dard deviation of the present measurements. The result
of K(=5.0+0.4 is comparable with the previous value
of 6.0 (Hughes and Maurette, 195@nd 6.5(Nishitake

etal, 1967 within 30% difference, except for 11.9

(Bridgman, 1958

In summary, we demonstrated that the cavity resonance

method, an application of resonant sphere technique un-

der high pressure using a gas medium, is effective to
measure the pressure dependence of elastic moduli.

Ohno et al.: Pressure dependence of the elasticity = 835
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The secular equation for surface acoustic waves propagating on an orthotropic incompressible
half-space is derived in a direct manner, using the method of first integral200@ Acoustical
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I. INTRODUCTION equations for the components of timactions on surfaces
. . arallel to the free surface, rather than for the components of
The problem of elastic waves propagating on the fre

A . : he mechanical displacemefds in Ref. 11 In the latter
surface of a semi-infinite elastic body is a well-covered e~ .ase. the pressure appears in the svstem of differential equa-
search topic, initiated by Rayleidtin his study of seismic ’ P PP Y q

A . . . tions, whereas in the former case, it does not, and hence the
waves within the context of classical linear elasticity. Fornumber of unknowns is reduced from fo@ihe pressure and
anisotropic crystals, Barnett and Lothleave drawn on the P

. the components of the mechanical displaceméentthree
works of Strof to build a complete theory of surface waves .
. the components of the traction on surfaces parallel to the
based on an analogy between surface wave propagation a

d . "
) . ) ; i . ree surfacg Also, the mechanical boundary conditions are
straight line dislocation motion. Extensive coverage and sur-
veys of that topic can be found, for instance, in a textbook b

easily written, because they correspond to the nullity of these
77y Mraction components on the free surface of the half-space,
Ting.
Recently, there has been some interdsh the study of

and at an infinite distance from this surface. A third advan-
wave propagation in anisotropic materials subjected to théage of th|s apprpaph is that the assumption of plane Stiin

. . . ; not requireda priori.
constraint ofincompressibility Our purpose in the present

: ) . The paper is organized as follows. In Sec. I, the basic
paper is to establish the secular equation for surféagy- : : . ) :

. . equations governing the propagation of elastic waves in an
leigh) waves propagating on the free plane surface of an .S . .
. ; . L orthotropic incompressible material are recalled. In Sec. I,
incompressible _orthotropic half-space. A similar IOrOblemthese equations are written for the case of surface acoustic
was solved by Chadwiékwithin the context of finite elastic- q

o . . . waves. Then a system of six first order differential equations
ity: he considered the propagation of small-amplitude surfac?or the displacement and the traction components is derived.

waves in a finitely deformed incompressible material; the . .
. . Eventually a system of three second order differential equa-
deformation was static and purely homogeneous, and thg ~ .
. : : . . tions is found for the traction components. One of these three
strain energy function for the incompressible nonlinearly

elastic material was such that the deformed body presenteeaquat'onS is trivially solved when the boundary conditions

orthotropic anisotropy. Following Nair and Sotiropoulo dre applied. In Sec. 1V, the method of first integfafS is
P Py- 9 poulias, applied to the two remaining equations, and the secular equa-

the present article we focus on an orthotropic linearly eIastigE. . o : .
. . . . fion for surface waves in orthotropic incompressible materi-
material for which the usual stress—strain relations are modi-

. . - L als is quickly derived. As a check, the isotropic case is
fied to take the incompressibility constraint into account, bytrgated and Rayleigh's original equatlda recovered. Also

adding an isotropiq pressure term. The_sg_authors have argugcs correspondence between this paper’s result and Chad-
that “the assumptions of incompressibility and OrthOtrOpyWick's resulf is shown. Finally in Sec. V, possible develop-

are applicable to several materials as, for example, polymer :
. ! ments for this work are presented.
Kratons, thermoplastic elastomers, rubber composites when
low frequency waves are considered to justify the assump-
tion of material homogeneity, etc.” Other studies use thesd'- PRELIMINARIES
assumptions for the modeling of laminated composites made  First, the governing equations for an incompressible
alternatively with reinforcing (filler) layers and matrix orthotropic elastic material are recalled. The material axes of
(bindep layers? or with stiff fibers and incompressible epoxy the body are denoted by, x,, andx;. The equations may
matrices:’ be derived from the classical linearized equations of aniso-
Our primary purpose in this paper is to show that thetropic elasticity® by adding an isotropic pressure temd
method of first integrals used by Mozhadéwo derive, in a (say to the nominal stress (say. Hence, for orthotropic
rapid and elegant manner, the secular equation for surfadacompressible elastic bodiés,
waves in(compressible orthotropic materials, can also be
employed in the case of incompressible orthotropic materi-
als. This can be achieved by applying the method of first  5,,= —p+Cy,e11+ Copernt Cogeas,

integrals to a system of second order ordinary differential (1)
033= — P+ Cyz€11+ Cozennt Cazeas,

011= — P+ Cyi€11+ Coo€xp+ Coz€as,

dElectronic mail: michel.destrade@math.tamu.edu 030=2Cy4€35, 013=2Cg5€31, 010=2Cg4€12,
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wheree’s denote the strain components, a0 the elastic ity tt,=—pv2Uy, itypytth=—pv2U,,

constants. The strain components are related to the displace- 10
H ro__ 2 H r_ ( )
ment components;, U,, Us through itigttz=—pv°Us, 1U;+U,=0.
&i=(uj+u; D2 (i,j=1,2,3. ) Note that a glassical approach would pe to sub;titute in
) _ - ) these last equations, the expressions obtained earlier for the
Finally, the incompressibility constraint reads as stress tensor components, which would lead to a system of

3) four second order differential equations for the unknown
_ o functionsU,, U,, Uz, P. Instead, the Stroh formalism is
and the equations of motion, in the absence of body forcesiow used to derive a system of six first order differential

Uy 1+ Up ot Uz 3=0,

are written as equations for the components of the displacement and the
. tractions on the surface,= const. Thus, introducing the no-
giji=pUiy (1=1,273), (4) tation R 9

wherep is the mass density of the material, and the comma t=t, (i=12.3) (1)
denotes differentiation. These are the equations established ' 2 (i=129),

by Nair and Sotiropoulo§.These authors also note that for and using Eqs(7)—(10), the system is found as

plane strain, the strain—energy function density is positive , . b ;L

definite when the following inequalities are satisfied: Ui=—iUp+(1Cety, Uj=—iU;, Ui=(1ICyots,

r__ _ _ 2 s
Cee=0, Cy;+Cy—2C1,=0. (5) t1=(C111t Cpp—=2C15—pv)U —ity, (12
ty=—pvU,—ity, t3=(Css—pv*)Us.

Now a system of three second order differential equa-
ll. SURFACE WAVES tions forty, t,, tsis derived as follows. First, the differen-

. . . _tiation of (12),_g yields relations between th§ and the
Here the equations of motion for a surface wave ina , - . "
A S .U, ti, or equivalently, using12),_; between the; and
semi-infinite body made of an orthotropic incompressible ) L :
. . . L . theu;, t{, t;. Then, substitution for tha; by their expres-
elastic material are established. Attention is restricted to. " ; . )
L . ion in terms of thet{, t; obtained from(12),_¢ is per-
propagating inhomogeneous surface waves which are Su?érmed Eventually it is found that tha, t', t, (i
sonic with respect to homogeneous body waves. The mode;1 5 3' ¢ sati y the followi " oot
ization of the surface wave follows that of Mozhddwhe — 1+2:3) Must satisfy the following equations,
plane wave propagates with speedwave numbek, and  (pv?)t]—i(Cyy+ Cpo—2C1,— 2pv )t}

corresponding displacement and pressure of the form
[Uj(xl,xz,xs)yp(xl,Xz,X3)]:[Uj(Xz),kp(xz)]eik(xlivt)

(1=1.2,3), (6)

+(Cy3+Cp—2C1p— pv?)(1—pv?/Cee)t, =0,
(C11+Cpp—2C1p— pv?)th+i(Cyqt+ Cpp— 2C1p— 2pvo)t]

. +pvzt2: 0! (13)
where theU’s and P are unknowns functions of, alone.
For these waves, the planes of constant phase are orthogor§adats — (Css— pv¥)t3=0,
to the x;-axis, and the planes of constant amplitude are or

: . . and are subject to the following boundary conditions:
thogonal to thex,-axis. The stress—strain relatiofis reduce : g y

to t(0)=tj(»)=0 (i=123). (14
tyy= — P+iCqyU;+ CyU}, The third differential equation in the syste(3) is de-
coupled from the two others, and can be solved exactly. Tak-
too=—P+iC,U;+CyU5, ing the boundary conditiond4); into account, it is seen that
7 -
tag= — P+iCqaUq+ CpaU}, () ta(x2)=0, for all x,, (15

_ , . B . and hence the motion is a pure m&téor the tractions on
t32=Cadls,  113=1CslUs,  11p=Cog(Uy +iU>), the surfacex,=const. Now the coupled system of the two
where the prime denotes differentiation with respedttg, ~ femaining equations may be solved.
and thet’s are defined by

i (X1, X2, X3) =kt (x)ekCa™v)  (§j=123). (8)  IV. SECULAR EQUATION

The surfacex, =0 is assumed to be free of tractions, and  For surface waves in compressible orthotropic materials,
the mechanical displacement and pressure are assumed toMezhaev* applied the method of first integrals to a system
vanishing a, tends to infinity. These conditions lead to the of two differential equations for the two nonzero components
following boundary conditions: of the mechanical displacement. Here a similar procedure for

_ _ . _ the two nonzero components, t, of the tractions on the
t2(0)=0, Ui(=)=0 (i=123, P(*)=0. (9 surfacex,=const is followed, and the secular equation for

Finally, the equations of motio#) and the incompress- surface waves in incompressible orthotropic materials is ob-
ibility constraint(3) reduce to tained in a direct manner.
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The differential equationg13),, for t;, t, are ex- proved that with respect to surface waves, results established

pressed as for the orthotropic case may be applied to 16 different con-
Wi , B _ _ figurations, including cubic, tetragonal, and hexagonal an-

G —i(5-28)tp+ (8- §)(1- Oty =0, isotropy.
(6—E)ty+i(6—28)t)+ £t,=0, (16) In order to justify the existence of a real wave speed, the

secular equatiofi23) is expressed as
f(§)=0, where f(§)=&—(6-6%(1-§). (24

As noted earlier, for traveling subsonic surface waves, this
secular equation is subject to

whereé and 6 are defined by
£=(pv?)ICq5, 6=(Cy1+Cp—2C1))/Cs. (17

The speed given bg=1 (that ispv2= Cgg) corresponds
to the speed of a bodihomogeneoyswave propagating in
the x,-direction, and gives therefore an upper bound for the  0=s¢<1. (25
speed of subsonic waves. Throughout the rest of the , o i
paper, it is assumed that the surface wave travels with /Ithin this range, it is easy to prove thais a monotonic
speed distinct from that given byé=é (that is ncreasing function of, and that
pv?# (C11+Cpr—2Cy1,)/Ceg). f0)=—&% f(1)=L1. (26)

Now multiplication of(16); by t; and(16), by t;, and
integration betweerx,=0 and x,=%, yields, using the It follows that the secular equation has a unique positive root

boundary condition$14), in the interval(25).
For consistency purposes, the main result established in
§t’(0)2—2i(5—2§)J tit}=0 this paper is related to previous studies. First, attention is
! ! given to the isotropic limit, wherC,;;=C,,=N+2u, Cq»
and (18) =\, Cge=pu, wherex andp are the classical Lammoduli
of elasticity. In this case, the secular equation, writtené&or
— 2
(5—g)t§(0)2+2i(5—2g)f tt)=0, =pvu, reduces to
h (4—91-§)=¢, or £-8£2+246-16=0,
so that (27
£t3(0)%+ (56— §)t5(0)?=0. (19  which is the well-known equation derived by Lord

Rayleigh! by considering the incompressible limik 