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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellow of the Acoustical Society
of America

Results of the ASA Election

The following candidates were elected Officers and Members of the
Executive Council in the 2001 Society election:

Richard Stern,President-Elect
William A. Yost, Vice President-Elect
Whitlow W. L. Au, Member of the Executive Council
Winifred Strange,Member of the Executive Council

CHARLES E. SCHMID
Executive Director

Regional Chapter News
North Carolina Regional Chapter
Celebrates 35 Years—Tours New
Concert Hall with Larry Kirkegaard,
and Honors Larry Royster

The North Carolina Regional Chapter celebrated its 35th Anniversary
20 April at the Raleigh Convention and Conference Center. About 85 mem-
bers and guests attended. The technical highlight was a tour and discussions
of the new Meymandi Concert Hall and Fletcher Opera Theater. Our special
guests were project acousticians Larry Kirkegaard and Ed Dugger of
Kirkegaard Associates, and the project architect Irv Pearce. Meymandi is a
1650-seat shoebox design with variable reverberation for both symphonic
and pops music. It has received high praise, especially considering the tight
budget.

The technical program also featured demonstrations of animal vocal-
izations by Elizabeth von Muggenthaler of Fauna Communications Institute,
and discussions of instrumentation developments by Rich Peppin of
Scantek, Will Kinard of Bruel & Kjaer, and Bill Wright of Endevco. Nine
commercial vendors and consultants supported the meeting with exhibits
and displays. Several members brought instruments from the 1960’s to dis-
play the technology available when the chapter was founded.

The meeting concluded with a social following a review of chapter
history and recognition of chapter founders and leaders. Three of the ten
original organizers were present: Larry Royster, Mack Preslar, and Guy
Rudisill. The meeting was especially memorable for the attendance of many
past chapter leaders. This included some who had left acoustics and moved
away, but who came back for a special reunion. Former members came from
as far as Alabama, Florida, and even Oregon. Attendees included six of the
eight Honorary Life Members of the chapter, 21 of the 29 people who have
served as chapter chair, and 6 of the 14 others who have held officer posi-
tions ~see Fig. 1!.

Chapter founder Larry Royster was recognized for his 35 years
of service, including contributions to over half the chapter meetings, and
more than 30 years service on the chapter board. Noting his impending
retirement, the chapter made Dr. Royster an Honorary Life Member of the
chapter.

Emily A. Tobey—For contributions to
understanding speech and language
development in cochlear implant users.

FIG. 1. Twenty-one of the 29 past chapter chairs pictured above attended the meeting.
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USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future.

2001
15–19 August ClarinetFest 2001, New Orleans, LA@Dr. Keith Koons,

ICA Research Presentation Committee Chair, Music
Dept., Univ. of Central Florida, P.O. Box 161354, Or-
lando, FL 32816-1354; Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

19–24 August Asilomar Conference on Implantable Auditory Prosthe-
ses, Pacific Grove, CA@Michael Dorman, Dept. of
Speech and Hearing Science, Arizona State Univ.,
Tempe, AZ 85287-0102; Tel.: 480-965-3345; Fax: 480-
965-0965; E-mail: mdorman@asu.edu#.

4–6 October Ninth Annual Conference on the Management of the
Tinnitus Patient, Iowa City, IA@Rich Tyler, Tel.: 319-
356-2471; E-mail: rich-tyler@uiowa.edu; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

7–10 October 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ. of
Illinois, 405 N. Mathews, Urbana, IL 61801; Fax: 217-
244-0105; WWW: www.ieee-uffc.org/2001#.

29–31 October NOISE-CON 01, The 2001 National Conference and
Exposition on Noise Control Engineering, Portland, ME
@Institute of Noise Control Engineering, P.O. Box 3206
Arlington Branch, Poughkeepsie, NY 12603; Tel.: 914-
462-4006; Fax: 914-462-4006; E-mail: omd@ince.org;
WWW: users.aol.com/inceusa/ince.html#.

15–18 November American Speech Language Hearing Association Con-
vention, New Orleans, LA @American Speech-
Language-Hearing Association, 10801 Rockville Pike,
Rockville, MD 20852; Tel.: 888-321-ASHA; E-mail:
convention@asha.org; WWW: professional.asha.org/
convention/abstracts/welcome.asp#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#. Deadline for
submission of abstracts: 3 August 2001.

2002
21–23 February National Hearing Conservation Association Annual

Conference, Dallas, TX@NHCA, 9101 E. Kenyon Ave.,
Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax:
303-770-1812; E-mail: nhca@gwami.com; WWW:
www.hearingconservation.org/index.html#.

10–13 March Annual Meeting of American Institute of Ultrasound in
Medicine, Nashville, TN@American Institute of Ultra-
sound in Medicine, 14750 Sweitzer Lane, Suite 100,
Laurel, MD 20707-5906; Tel.: 301-498-4100 or 800-
638-5352; Fax: 301-498-4450; E-mail:
conv_edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.

Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.

Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.

Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.

Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.

Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.

Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.

Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~pa-
perbound!; Nonmembers $75~clothbound!.

Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~pa-
perbound!; Nonmembers $80~clothbound!.

Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~pa-
perbound!; Nonmembers $80~clothbound!.

Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Australia to host 2003 Western Pacific
Acoustics Conference

WESTPRAC 7, which was held in Japan in October 2000, was at-
tended by about 500 delegates from 17 countries, according to a report in
Acoustics Australia. It was also announced that the name of the Conference,
Western Pacific Regional Acoustics Conference, will no longer contain the
word Regional and the next conference will be WESPAC 8. It will be held
in Melbourne in April 2003. Preliminary information is available from
charlesd@iprimus.com.au

Papers published in Acoustical Science and
Technology

A listing of Regular Papers appearing in the latest issue of the English
language version of the Journal of the Acoustical Society of Japan,Acous-
tical Science and Technology, was published for the first time in the January
1995 issue of the Journal. This listing is continued below.

The May 2001 issue, Vol. 22, No. 3, contains the following contribu-
tions:

Yoram Meron and Keikichi Hirose, ‘‘Automatic alignment of musical score
to perform music’’
Tomoyasu Taguti and Yoshimasa~Kakuryo! Tohnai, ‘‘Acoustical analysis on
the sawari tone of Chikuzen biwa’’
Kenshi Kishi, Hitoshi Maeda, and Masanori Sugai, ‘‘A new percussion in-
strument ‘hokyo’ made of Sanukite’’
Yasuhiro Goto, ‘‘Implicit memory for rhythmic tone sequence: A pilot study
on perceptual priming for short temporal pattern’’
Akira Nishimura, Mitsumi Kato, and Yoshinori Ando, ‘‘The relationship
between the fluctuations of harmonics and the subjective quality of flute
tone’’
Tamotsu Shirado and Masuzo Yanagida, ‘‘Relationship between off-scale
perception and the perception of simultaneity of two pure tones presented
almost simultaneously’’
Masashi Yamada and Shiro Yonera, ‘‘Temporal control mechanism of repeti-
tive tapping with simple rhythmic patterns.’’

The Japanese Acoustical Society has an excellent home page which
lists titles, abstracts, and texts of tutorials, papers, and letters appearing in
current and previous issues ofAcoustical Science and Technology. The Web
site is http://wwwsoc.nacsis.ac.jp/index-e.html. Since this information is
readily available from that Web siteThe Journalwill discontinue printing
‘‘Papers published inAcoustical Science and Technology.’’

International Commission for Acoustics
„ICA…—New Web site

The International Commission for Acoustics, ICA, has changed its
Web site address to http://www.icacommission.org. The home page contains
current news about the commission, its activities, member organizations or
societies, its purpose and constitution, a meeting calendar, as well as other
information of interest to the worldwide community of acousticians.

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

August 2001
9–11 Meeting of the Society for Music Perception and

Cognition „SMPC2001…, Kingston, Ontario, Can-
ada. ~Fax: 11 613 533 2499; Web: psyc.queensu.ca/
;smpc/! 6/01

28–30 INTER-NOISE 2001, The Hague. ~Web:
internoise2001.tudelft.nl! 6/99

September 2001
2–7 17th International Congress on Acoustics „ICA …,

Rome.~Fax: 139 6 4976 6932; Web: www.ica2001.it!
10/98

3–7 *7th International Conference on Speech Communi-
cation and Technology„Eurospeech 2001…, Aalborg,
Denmark.@P. Dalsgaard, Center for PersonKommunika-
tion ~CPK!, Aalborg University, Denmark.
E-mail: pd@cpk.auc.dk; Web: eurospeech2001.org#

10–14 International Symposium on Musical Acoustics
„ISMA 2001…, Perugia.~Fax: 39 75 577 2255; Web:
www.cini.ve.cnr.it/ISMA2001! 10/99

30–5 Conference on Microgravity Transport Processes in
Fluid, Thermal, Materials, and Biological Sciences,
Banff. ~Fax: 11 212 591 7441; Web: www.engfnd.org/
engfnd/lay.html! 4/01

October 2001
1–3 Acoustics Conference in Canada 2001, Nottawasaga

Resort, Ontario ~Fax: 11 905 660 4110; Web:
www.caa2001.com! 6/01

17–19 32nd Meeting of the Spanish Acoustical Society, La
Rioja, Spain. ~Fax: 134 91 411 76 51; Web:
www.ia.csic.es/sea/index.html! 10/99

25–26 Fall Meeting of the Swiss Acoustical Society, WalllisÕ
Valais. ~Web: www.sga-ssa.ch! 02/01

November 2001
14–15 Institute of Acoustics Autumn Conference, Stratford-

upon-Avon, U.K. ~Fax: 144 172 785 0553; Web:
www.ioa.org.uk! 6/01

16–18 Reproduced Sound 17, Stratford-upon-Avon, U.K.
~Fax: 144 172 785 0553; Web: www.ioa.org.uk! 6/01

19–23 Russian Acoustical Society Meeting, Moscow. ~Fax:
17 095 126 8411; Web: www.akin.ru/e–rao.htm! 6/01

21–23 Australian Acoustical Society Annual Meeting,
Canberra. ~E-mail: m.burgess@adfa.edu.au; Web:
www.users.bigpond.com/Acoustics! 02/01

March 2002
4–8 German Acoustical Society Meeting„DAGA 2002…,

Bochum.~Web: www.ika.ruhr-uni-bochum.de! 10/00

April 2002
8–11 *6th Congress of the French Acoustical Society, joint

with the Belgian Acoustical Society, Lille, France.
~Société Française d’Acoustique, 23 av. Brunetie`re,
75017 Paris, France. Web: www.isen.fr/cfa2002!

May 2002
27–30 Joint Meeting: Russian Acoustical Society and Con-

ference on Ocean Acoustics, Moscow. ~Fax: 17 095
124 5983; Web: rav.sio.rssi.ru/Ixconf.html! 6/01
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June 2002
4–6 6th International Symposium on Transport Noise

and Vibration , St. Petersburg, Russia.~Fax: 17 812
127 9323; E-mail: noise@mail.rcom.ru! 02/01

10–14 Acoustics in Fisheries and Aquatic Ecology, Mont-
pellier, France.~Web: www.ices.dk/symposia/! 12/00

August 2002
19–23 16th International Symposium on Nonlinear Acous-

tics „ISNA16…, Moscow.~Fax:17 095 126 8411; Web:
acs366b.phys.msu.su/isna! 12/00

26–28 *2nd Biot Conference on Poromechanics, Grenoble,
France.~J.-L. Auriault, Laboratoire 3S, Domaine Uni-
versitaire, BP53, 38041 Grenoble, France. Fax:133 4
76 82 70 43; Web: geo.hmg.inpg.fr/biot2001!

September 2002
16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-

ing…, Sevilla, Spain.~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 2/00

December 2002
2–6 Joint Meeting: 9th Mexican Congress on Acoustics,

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on Acoustics, Can-
cún. ~E-mail: sberista@maya.esimez.ipn.mx; Web:
asa.aip.org! 10/00

June 2003
8–13 *XVII International Evoked Response Audiometry

Study Group Symposium, Puerto de la Cruz, Ten-
erife, Canary Islands, Spain.~Fax: 134 922 27 03 64;
Web: www.ierasg-2003.org!

September 2003
1–4 *Eurospeech 2003, Geneva, Switzerland.~SYMPORG

SA, Avenue Krieg 7, 1208 Geneva, Switzerland; Fax:
141 22 839 8485; Web: www.symporg.ch/
eurospeech2003!

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto, Japan.~Web: ica2004.or.jp! 4/01
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OBITUARIES

John E. Cole III • 1942–1999
John E.~Jack! Cole III, died on 13 February 1999, at age 56, of a

prolonged illness associated with a spinal cord injury he suffered in 1995
while bicycling to work. He is survived by his wife Judith, sons Alexander
and Stephen, and sister Carolyn Cochrane. Jack was born in Upper Darby,
PA. After receiving a B.S. in Mechanical Engineering from Drexel Univer-
sity in 1965, he attended Brown University, earning a M.Sc. in Mechanical
Engineering in 1967 and a Ph.D. in 1970. His thesis topic was ‘‘The Propa-
gation of Sound Through Atmospheric Fog.’’ Upon graduation, Dr. Cole
joined the faculty of Tufts University as an Assistant Professor of Mechani-
cal Engineering~1970–1977!. During this period, he was also a Summer
Faculty Fellow with Stanford University and with NASA Ames Research
Center ~1971–1972!. He joined Cambridge Acoustical Associates, Inc.
~CAA! in 1978 as a Scientist, rising to Senior Scientist, Principal Scientist,
and eventually President of this acoustical consulting firm in 1994. Dr.
Cole’s interests while he was at CAA covered a broad spectrum of acousti-
cal research, and his numerous accomplishments led to publications in the
Journal of Atmospheric Sciences, Journal of Sound and Vibration, theShock
and Vibration Bulletin, AIAA Journal, and theJournal of Computers and
Structures, as well as theJournal of the Acoustical Society of America
(JASA). While at CAA he worked closely with Dr. Miguel C. Junger on a
number of projects, resulting, for example, in the co-authoring of papers in
JASA on nonuniform structural wave guides~1979! and on bubble swarm
acoustics~1980!. Consulting work for the NASA–Marshall Space Flight
Center led to Jack’s co-authoringThe Handbook of the Acoustical Charac-
teristics of Turbomachinery Cavities, with Michael J. Lucaset al. ~ASME,
1997!. Dr. Cole was a Registered Professional Engineer in Massachusetts, a
member of the American Society of Mechanical Engineers, and a Fellow of
the ASA.

David E. Weston • 1929–2001

David E. Weston, a Fellow of the
Acoustical Society of America, died
suddenly of heart failure at his home
on 19 January 2001. Dr. Weston, who
was born 16 November 1929, gradu-
ated from Imperial College~University
of London! in 1950 and obtained his
M.Sc. in 1952, also from Imperial Col-
lege, under the guidance of R. W. B.
Stephens. His M.Sc. project, on the
propagation of sound waves in tubes,
resulted in a paper which was pub-
lished in 1953 in the Proceedings of
the Physical Society and which is still
amongst his most frequently cited pub-

lications. He joined the Admiralty Research Laboratory~now the Admiralty
Research Establishment! in 1951 and stayed with this organization until his
retirement in 1989, his title then being Individual Merit Deputy Chief Sci-
entific Officer. Dr. Weston is perhaps best known for his pioneering fixed
range experiments at Perranporth in the Bristol Channel in the 1960s. These
resulted in a number of publications on shallow water propagation and on
the acoustic effects of bladdered fish. In addition to this experimental work,
he subsequently laid the foundations for the currently accepted theory of
scattering and absorption of sound by fish.

During his early years Weston worked with A. B. Wood, and by the
age of 32 he had published a total of nine articles, letters, and notes in
journals, on subjects as diverse as MoirT fringes, explosive sources, flux
propagation theory, horizontal refraction, and the theory of ray invariants
that now bears his name. During this period, he had a productive exchange

visit to the Hudson Laboratories~Columbia University! in 1964–1965. In
1970 he received a D.Sc. degree from London University and was awarded
the Rayleigh Silver Medal by the British Acoustical Society~now Institute
of Acoustics!. During a second visit to the USA, this one taking place in
1978–1979 and at the Applied Research Laboratories~University of Texas!,
he worked with C. T. Tindle on the theoretical relationships between ray and
mode properties in wave guide propagation, one of the most fruitful collabo-
rations of his long career.

After his retirement in 1989, David worked as a consultant to
BAeSEMA Ltd. ~now BAE Systems! in London, and his advice continued to
be sought after by scientists throughout the world, resulting in many invited
lectures and visits to research labs. He was well known for his in-depth
knowledge across many different aspects of underwater sound, from genera-
tion mechanisms to the detection process, through propagation, scattering
and absorption~most notably, but by no means exclusively, by fish!, and
ambient noise. His leadership in the British acoustics community is exem-
plified by his service as President of the UK Institute of Acoustics~1982–
1984!. The Acoustical Society of America recognized his extensive achieve-
ments with its Helmholtz–Rayleigh Medal in 1998, the award being titled
the Helmholtz–Rayleigh Interdisciplinary Silver Medal in Acoustical
Oceanography and Underwater Acoustics. The citation was for ‘‘seminal
work on the physics of explosive sources, scattering, and the horizontal
refraction of sound.’’

Over his lifetime, Dr. Weston published at least 67 papers in 11 dif-
ferent journals~including 32 in JASA alone!, along with several encyclope-
dia articles and many reports. He continued to publish papers drawing on the
results of the experiments in the Bristol Channel for more than 20 years after
the experiments were carried out. This was made possible by his meticulous
record keeping and a painstaking attention to detail. A striking example with
regard to the latter is an incident that occurred during a project meeting: he
was describing the subtle but sometimes important effects caused by depar-
tures from sphericity of a fish bladder. He was asked what shape a typical
bladder might have, a question which many would have either side stepped
or at best answered by quoting statistics of aspect ratios of representative
oblate spheroids. But David astonished all present by putting his hand in his
jacket pocket and pulling out a perfect specimen of what turned out to be a
gurnard swim bladder. Its shape was a spheroidal main cavity with two
adjoining tubular side pods, one on each side like handlebars.

David will long be remembered as the leading figure in underwater
acoustics in the United Kingdom during the second half of the 20th Century,
just as A. B. Wood will be remembered in regard to the first half. He is
survived by his widow Joyce~nee Nicholls!, his daughter Anna, and his son
Peter.

MICHAEL A. AINSLIE

Auyuab Mohammed • 1928–2001
Auyuab Mohammed, a Fellow of the Acoustical Society of America,

passed away in Halifax, Nova Scotia, on 9 April 2001 at the age of 73 after
a lengthy battle with cancer. He was born in San Fernando, Trinidad, and
moved to Canada in 1949, where he received his B.Sc. and M.Sc. from the
University of Manitoba. His Ph.D. was subsequently received from the Uni-
versity of British Columbia. All of his degrees were in electrical engineer-
ing. He joined the Canadian Department of National Defence’s Naval Re-
search Establishment~later called the Defence Research Establishment
Atlantic, DREA! in Dartmouth in 1954. There, he worked as a defense
scientist in various positions in acoustics, signal processing, and applied
mathematics. He later managed the Applied Mathematics Section of DREA
and was also responsible for its central computer facilities. He became a
member of the Acoustical Society of America in 1964, and was elected a
Fellow of the Society in 1971 for theoretical studies on transducer arrays,
reverberation, and signal processing. He retired from DREA in 1988.

SOUNDINGS

647J. Acoust. Soc. Am. 110 (2), Aug. 2001 0001-4966/2001/110(2)/647/1/$18.00 © 2001 Acoustical Society of America



BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Marine Mammals and Low-frequency Sound:
Progress Since 1994

National Research Council

National Academy Press, Washington, DC, 2000.
Price: $35.00 (paperback) ISBN: 0-309-06886-X.

The National Research Council’s~NRC’s! report Marine Mammals
and Low-frequency Sound: Progress Since 1994is a book that all users of
underwater sound should read, as the topic is a critical one. But when
reading it, the reader should realize that in addition to much good informa-
tion and analysis, this report also contains some serious flaws. This review
looks at the positive aspects of the report first, and then turns to the flaws, in
the hope that this ordering will persuade the reader to eventually look at this
report, despite its blemishes.

The report begins with an Executive Summary and Recommendations,
so that ‘‘power readers’’~sic! can cut to the conclusions, and make important
policy decisions without bothering too much with the detailed facts that led
up to them. That personally irksome ordering aside, two excellent recom-
mendations are immediately made to Congress:~1! to re-define ‘‘type B
harassment’’ of marine mammals in terms of significant disruption of behav-
iors critical to survival and reproduction and~2! to acknowledge the relative
significance of different sources of sound in the ocean, insofar as this is
known, and provide new means to bringall commercial sources of sound
into the MMPA’s ~Marine Mammals Protection Act! legal and regulatory
framework. These two recommendations are almost worth the price of the
report. The first recommendation would negate the senseless concept that
‘‘taking’’ of a marine mammal~i.e., producing a noticeable behavioral
change! is to be strictly avoided, and replace it with a much saner ‘‘real
harm’’ criterion. The second recommendation supports a ‘‘uniform standard
of justice’’ for marine mammal regulations, something that ocean acoustics
scientists and the Navy have desired for at least a decade. Both ocean sci-
entists and the Navy are held to rather strict sound emission regulations,
whereas the oil industry has seen somewhat more relaxed regulations. But
the biggest ocean noise polluter, the shipping industry, goes entirely unregu-
lated, and this second NRC report recommendation addresses that inequity.

There are further recommendations made for NMFS~the National Ma-
rine Fisheries Service! and also for various marine mammal research spon-
sors, and these are rather well thought out. However, these latter recommen-
dations also point to NMFS and the Navy leading the charge and paying the
way for the marine mammal research and monitoring that needs to be done,
and here I must disagree with the report. Oil exploration and shipping ac-
tivities contribute the lions’ share to the noise pollution in the ocean, and the
report should ask them to pay a fair and proportional share for the research
needed for mitigation. Instead, the report just says they ‘‘should contribute,’’
a rather timid recommendation, given the much bolder ones made to Con-
gress.

After the executive summary, the report embarks on a brief introduc-
tion to sound propagation in the sea, on the ATOC~Acoustic Thermometry
of Ocean Climate! project’s history, objectives, and structure, and finally on
the overlap of the ATOC source’s bandwidth with marine vertebrate hearing
ranges. This section is generally well done, with one exception to be dis-
cussed later. By the way, the assessment of the ATOC project and the asso-
ciated MMRP~Marine Mammal Research Project! were theprimary char-

ters of this NRC report, though it is not at all obvious from the title of the
report.

The second chapter describes the MMRP’s results, and this chapter is
probably the meatiest and most scientifically intriguing of the entire book.
Dan Costa’s California elephant seal translation results seem to indicate no
impact to seals that dove quite near the ATOC source, whereas Calamboki-
dis’ aerial survey seemed to show some slight avoidance of the ATOC
source by humpback whales and Risso’s dolphins. The Hawaii playback
experiments also produced some marginal results. When the dust clears, the
report concludes that the observable effects of the ATOC sources are small
to nonexistent, but that more work needs to be done, both to tighten the data
analyses already initiated and to take more data. The MMRP investigators
are also given a rather resounding hand slap for not publishing their results
quickly enough, and are criticized over points of experimental design that
disagree with the panel’s vision. These latter two points reveal, more than
anything else, some of the friction that existed between the panel and the
MMRP investigators.

The third chapter of the report, ‘‘Assessment of Continuing Research
Needs,’’ also has good technical meat, in that it is the biologist’s ‘‘wish list’’
for future research into the topic. Aside from a few more jibes at the MMRP
scientists for their ‘‘sins of omission,’’ this chapter is fairly noncontroversial,
and presents some interesting glimpses into the possible future of marine
mammal acoustics.

Chapter four of the book brings up an issue that is universally impor-
tant to anyone putting a sound source into the ocean, whether purposely or
incidentally—that of regulation. Two main issues are discussed in this chap-
ter: ~1! the definitions of the two types of harassment, Level A and Level B,
and~2! the scientific and incidental harassment permitting process. Concern-
ing the first topic, the report suggests only minor adjustments to the Level A,
injurious impact rules, which are tied to the fairly reasonable concept of
‘‘temporary threshold shift~TTS!.’’ However, the Level B acoustic harass-
ment rules, which regulate ‘‘taking’’ animals~where a ‘‘take’’ is defined as
using an acoustic stimulus that produces a measurable change in an animals’
behavior!, come under well-deserved fire from the report. The report sug-
gests that level B harassment be redefined as follows:

‘‘Level B—has the potential to disturb a marine mammal or ma-
rine mammal stock in the wild by causing meaningful disruption
of biologically significant activities, including but not limited to,
migration, breeding, care of young, predator avoidance or de-
fense, and feeding.’’

To this reviewer, this was one of the highlights of the report. Another
highlight is the report’s criticism of the gross inconsistencies in the permit-
ting process. The following passage, which spotlights some of the inconsis-
tencies, was particularly biting~and depending on your viewpoint, entertain-
ing!:

‘‘For example, a biologist proposing to study how a whale re-
sponds to vessel noise would have to apply for a scientific re-
search permit, whereas an oceanographer planning to transit such
a habitat would not be subject to any regulation, and an acousti-
cian using a similar level of sound for studies unrelated to marine
mammals might need to obtain an incidental harassment autho-
rization. It seems illogical to regulate the artificially induced
acoustic stimuli more intensely than vessel-induced sound, which
adds the risk of actually striking the whale.’’

The final regular chapter of the report, Chap. 5, ‘‘Findings and Rec-
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ommendations,’’ gives the NRC committee’s views on what should have
been done by the MMRP, what should be done in the future to regulate
ATOC and ATOC type experiments, and what future research needs to be
addressed. I could go into much detail here, but perhaps a brief synopsis will
suffice. From the point of view of the biologists, the numerous recommen-
dations made on how the MMRP could have been improved, what future
regulations there should be on sound sources~especially fixed, ATOC type
emitters!, and what future research should be done in marine mammal biol-
ogy studies might look quite reasonable. To the acousticians and physical
oceanographers using sound sources for their research, these same recom-
mendations might look rather excessive and self-serving by the biologists.
What the viewpoint of the regulatory agencies might be toward these rec-
ommendations, I cannot even guess. Let me just leave this issue with the
hope that reasonable and rational solutions will eventually be reached.

The report concludes with several useful and interesting appendices,
which include committee biographies, a summary of the 1994 NRC report
~the precursor to this report!, relevant U.S. regulations for marine mammals,
OSHA regulations, a glossary of acronyms, and a list of species discussed in
the report~a helpful little Latin to English glossary!.

Having discussed the highlights of the report, I now turn to some of
the defects of the report. I would again remind the reader that my judgments
here are not of strictly quantitative matters, and so have a degree of subjec-
tivity in them.

As mentioned, the first obvious flaw in the report is its title, which is a
misnomer. The report is a review of ATOC and the MMRP, but not a review
of the entirety of marine mammal research since 1994. Though mention is
necessarily made of other research, it is not at all the main focus.

Another flaw in the NRC report, to this reviewers mind, is the under-
representation of ocean acousticians on the panel, especially since the report
deals with the effects of ocean acoustic instrumentation. Though the NRC
generally strives hard to have its panels fairly represented by discipline, one
can argue that this did not happen in this case. A deficiency in ocean acous-

tics expertise shows up through a number of small, but basic, errors in
acoustics, which should have been avoided in such a high-profile report, and
detract significantly from it.

Moreover, most ocean acousticians and MMRP investigators I talked
to also felt that there was a distinct negative bias in the overall viewpoint of
the report towards ATOC and the MMRP. In that allegations of bias are both
serious and generally impossible to prove or disprove, I will shy away from
the considerable effort needed to plead the case from either side. However,
I will give my own personal opinion here, and agree with the ATOC and
MMRP investigators that there does seem to be a disapproving attitude
toward their work in the report, above and beyond the strictly scientific and
technical criticisms made.

The next two ‘‘defects’’ I would mention reflect my thoughts on what
important points the report omitted. First, one never gets ‘‘the big picture’’
of where ATOC fits in as a possible hazard to marine mammals. Is ATOC on
a par with shipping, fishing, whaling, oil exploration, and other threats to
marine mammals? And thus, by implication, does the report address a major
or minor environmental issue? It would be nice for the report to place the
problem it addresses in the ‘‘threat continuum,’’ but this never happens. And
finally, it would have been nice for the report to advocate a more equitable
distribution of the responsibility for marine noise pollution. However, that
again begs the ‘‘big picture’’ question, which is not addressed.

To conclude, despite its flaws, this NRC report should be read. Its topic
is just too important for any user of sound in the ocean to ignore. However,
it is also hoped that in the near future, this report will be supplemented by
one that really does address the full issue of ‘‘Marine Mammals and Low
Frequency Sound: Progress Since 1994.’’

JAMES F. LYNCH
Woods Hole Oceanographic Institution
Woods Hole, Massachusetts 02543
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
IBRAHIM M. HALLAJ, Wolf Greenfield & Sacks P.C., 600 Atlantic Avenue, Boston, Massachusetts 02210
DAVID PREVES, Songbird Hearing, Inc., 5 Cedar Brook Drive, Cranbury, New Jersey 08512
KEVIN P. SHEPHERD, M. S. 463, NASA Langley Research Center, Hampton, Virginia 23681
WILLIAM THOMPSON, JR., 601 Glenn Road, State College, Pennsylvania 16803
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

6,163,503

43.30.Sf SYSTEM, APPARATUS, AND METHOD
FOR GEOGRAPHIC POSITIONING OF
MARINE FAUNA

Sigmar Gudbjornsson, Seltjarnarnes, Iceland
19 December 2000„Class 367Õ6…; filed in Iceland 23 February 1998

A system, apparatus, and method are described for determining the
positions of underwater animals. The procedure involves placing an acoustic
transponder on the animal and then establishing communications with an-
other transponder carried by a surface vessel whose position is determined
via a GPS satellite.—WT

5,978,316

43.30.Xm MARINE SEISMIC SOURCE

Loran D. Ambs and John J. Sallas, assignors to Western Atlas
International, Incorporated

2 November 1999„Class 367Õ134…; filed 29 September 1997

A seismic acoustic source consists of a surface marine vehicle12
whose hull30 has bottom31 in contact with a body of water. The vehicle12
may be towed by a ship, airship, or helicopter via tow-cable18. The hull30
houses some kind of vibratory acoustic source36 which may be driven
hydraulically, pneumatically, electromechanically, electrostatically, chemi-
cally, or simply mechanically. The nature of umbilical line24 therefore
depends upon the type of source. The source illustrated in this figure is a

hydraulic vibrator48 supported on base plate51, with additional reaction
masses46, all of which are resiliently mounted from the hull by a number of
springs54. Piston rod50 is securely attached to bracket or rib62, which is
fastened to bottom31, by means of nuts58 and60. Piston rod50 is caused
to vibrate along its axis thereby causing bottom31 to vibrate and radiate
sound into the body of water.—WT

5,889,730

43.30.Yj UNDERWATER AUDIO COMMUNICATION
SYSTEM USING BONE CONDUCTED SOUND

David F. May, assignor to Trigger Scuba, Incorporated
30 March 1999„Class 367Õ132…; filed 5 January 1998

An underwater communication system for relaying audio signals to a
diver consists of a conventional swimmer’s mask with head strap to which is
connected a transceiver unit and at least one water-proofed bone conduction
transducer, electrically connected to the transceiver, and held in place
against the mastoid bone behind the ear by the head strap.—WT

6,138,515

43.35.Zc APPARATUS FOR THE ACOUSTIC
DETECTION OF DEFECTS IN A MOVING STRIP

Jean-Pierre Moufle and Philippe Piquemal, assignors to Sollac
31 October 2000„Class 73Õ639…; filed in France 8 March 1996

One or more Lamb-wave transducers are housed in a sensor wheel that
is made of a flexible material and filled with an acoustic coupling fluid. The
axle of this sensor wheel is held stationary by a bridge arrangement as the
circumference of the wheel rolls along the top of the moving metal strip in
which defects are to be detected. A delivery system ahead of the wheel drops
coupling fluid on the strip’s surface and a roller spreads this fluid uniformly
to ensure continuous and efficient coupling. The bridge presses the sensor
wheel against the test strip and can move the wheel along the width of the
strip.—EEU

6,125,706

43.38.Dv HIGH TEMPERATURE
ELECTROMAGNETIC ACOUSTIC TRANSDUCER

Jonathan D. Buttram, Bedford, Virginia and John H. Flora,
Lynchburg, Virginia

3 October 2000„Class 73Õ643…; filed 25 July 1997

This ultrasonic transducer, intended for inspection of materials at high
temperatures, provides cooling of the coils, magnets and onboard circuitry
by forced gas flows via a cooling system that is configured so that it does not
interfere with the magnetic fields. The transducer is designed so that its
electronic subcomponents~coil and PC cards! can be removed easily for
repair.—EEU
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5,889,873

43.38.Fx PIEZOELECTRIC ACOUSTIC
TRANSDUCER

Yoshifumi Sasaki, assignor to TDK Corporation
30 March 1999„Class 381Õ190…; filed in Japan 11 March 1996

Rather than making solder connections to a piezoelectric element in an
apparatus such as a buzzer, the electrical connections are accomplished by
simple mechanical contact of an electrical lead with a spring loaded contact
that bears against both the piezoelectric element and the electrical
lead.—WT

6,147,932

43.38.Fx ACOUSTIC TRANSDUCER

Douglas S. Drumheller, assignor to Sandia Corporation
14 November 2000„Class 367Õ165…; filed 6 May 1999

This patent pertains to a transducer for use in down-hole applications,
claimed to permit wider machining tolerances and easier assembly than a
similar transducer described in an earlier patent. A sandwich-style piezoelec-
tric crystal, constructed of two half-cylindrical parts, is mounted around a
cylindrical mandrel and compressed between a shoulder on that mandrel and
an anvil. The entire assembly is threaded into a cylindrical housing.—EEU

6,150,752

43.38.Fx ACOUSTIC TRANSDUCER WITH LIQUID-
IMMERSED, PRE-STRESSED PIEZOELECTRIC
ACTUATOR IN ACOUSTIC IMPEDANCE MATCHED
TRANSDUCER HOUSING

Richard P. Bishop, assignor to Face International Corporation
21 November 2000„Class 310Õ328…; filed 17 April 1998

This patent actually pertains to a vibratory tool for finishing exposed
surfaces of a work medium, such as plastic concrete. Blades in the shape of
a disc or plate are immersed in a liquid that is located in a housing. Each
blade is made to execute ‘‘wing flapping’’ motions by an electrically actu-
ated piezoelectric element connected to the blade’s center, so that vibratory
energy is transmitted via the oil to the base of the housing, and from there to
the work medium. The blades are claimed to be impedance matched to the
oil, as is the top surface of the housing base, and the impedance of the
bottom of that base is claimed to be matched to that of the work medium for
maximum efficiency.—EEU

6,105,430

43.38.Hz INSPECTION OF CONCRETE
STRUCTURES USING SONIC TOMOGRAPHY

William F. Kepler and Leonard J. Bond, assignors to the United
States of America as represented by the Secretary of the Interior

22 August 2000„Class 73Õ594…; filed 2 July 1998

This patent pertains to means for detecting defects in large concrete
structures, such as dams. A plurality of sensors is placed along the dam and
measured impacts are applied sequentially at a number of locations. The
resulting signals are stored and used to determine the travel times from the
various impact points to the sensor locations. The propagation velocities
along the different paths are then determined from the known impact and
sensor positions. A tomography program running on a general-purpose com-
puter is used for these calculations and to produce a graphical representation
of the detected anomalies.—EEU

6,128,958

43.38.Hz PHASED ARRAY SYSTEM ARCHITECTURE

Charles A. Cain, assignor to The Regents of the University of
Michigan

10 October 2000„Class 73Õ626…; filed 11 September 1997

A driving and switching system is described for driving phased arrays
of many elements. By using multiplexers and properly switching between a
plurality of driving signals having distinct phases, the array may be driven
with a limited number of amplifiers being fewer than the number of indi-
vidual array elements.—IMH

6,148,088

43.38.Ja SPEAKER SYSTEM

Seiki Suzuki and Noboru Kyouno, assignors to Mitsubishi Denki
Kabushiki Kaisha

14 November 2000„Class 381Õ345…; filed in Japan 11 November
1997

An impedance-compensated loudspeaker, invented by Watkins in the
1970s, has two voice coils21 and22. Coil 22 is fed through an L-C network
10 having a minimum impedance at the loudspeaker’s frequency of reso-
nance. It seems obvious that if several such loudspeakers are connected in

parallel, only one network is required. However, the patent document re-
quires seven pages filled with mathematical formulas to demonstrate that-
such is the case.—GLA

6,151,402

43.38.Ja VIBRATION TRANSDUCERS

Henry Azima et al., assignors to New Transducers Limited
21 November 2000„Class 381Õ396…; filed in the United Kingdom 2

September 1995

This patent relates to transducers for loudspeakers comprising panel-
form acoustic radiating elements. Such a transducer is intended to be
mounted on a member so as to apply a localized couple and thus to produce
bending waves. A typical transducer consists of a tubular magnetic member
that is rigidly attached to the loudspeaker panel. A secondary tubular mem-
ber surrounds the first and is attached to it via resilient elements. This
member also supports motor coils, which are configured to induce rotation
of the magnetic member about its axis.—EEU

6,154,557

43.38.Ja ACOUSTIC TRANSDUCER WITH
SELECTIVE DRIVING FORCE DISTRIBUTION

Michael Montour and David Alexander Todd, assignors to
Sonigistix Corporation

28 November 2000„Class 381Õ431…; filed 21 May 1998

The object of this patent is reduction in the number and volume of
magnets required to drive planar magnetic loudspeakers so as to obtain
smooth frequency responses. According to this patent, magnets are arranged
asymmetrically with respect to the loudspeaker membrane’s frame, and
voice coils that are shaped to interact with these magnets are imbedded in
the membrane. The geometries are selected to couple energy preferably into
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those membrane modes that result in smoother frequency response
characteristics.—EEU

6,148,089

43.38.Kb UNIDIRECTIONAL MICROPHONE

Hiroshi Akino, assignor to Kabushiki Kaisha Audio Technica
14 November 2000„Class 381Õ356…; filed in Japan 10 July 1998

Relatively small, self-contained boundary microphones are commonly
used for voice pickup in situations where microphones must be inconspicu-
ous. This invention goes one step farther. It is a clever method for flush-
mounting a tiny microphone, yet maintaining a unidirectional pickup
pattern.—GLA

6,167,139

43.38.Lc APPARATUS AND METHOD FOR
CONTROLLING SOUND FOR AUDIO ÕVIDEO
APPLIANCE

Mun Seob Kim, assignor to LG Electronics, Incorporated
26 December 2000„Class 381Õ102…; filed in Republic of Korea 11

December 1996

This patent describes a control system for adjusting the volume and
tone controls of an audio sound system. Although not specifically so stated,
the intended application would be for audio and television remote controls.
The novel aspect of this system is that the tone control is automatically
compensated according to the volume control setting. If the tone control is
changed, then that new tone setting will track across various volume levels
to obtain an approximately uniform perception of the tone balance.—DLR

6,137,883

43.38.Si TELEPHONE SET HAVING A MICROPHONE
FOR RECEIVING AN ACOUSTIC SIGNAL VIA
KEYPAD

Kevin D. Kaschke and David L. Bond, assignors to Motorola,
Incorporated

24 October 2000„Class 379Õ433…; filed 30 May 1998

A retractable-extendable acoustical element18 is built into the housing
12 of a telephone set. The acoustical element retracts into the keypad hous-
ing when not in use. This feature allows the apparatus to have a smaller

overall size than conventional telephones when the acoustical element~e.g.,
microphone! is retracted.—IMH

6,138,512

43.40.Le METHOD AND APPARATUS FOR
DETERMINING SOURCE LOCATION OF ENERGY
CARRIED IN THE FORM OF PROPAGATING
WAVES THROUGH A CONDUCTING MEDIUM

Ronald A. Roberts et al., assignors to Iowa State University
Research Foundation, Incorporated

31 October 2000„Class 73Õ570…; filed 29 July 1998

The method discussed in this patent is stated to be particularly appli-
cable to the location of acoustic emission sources in one-dimensional and
two-dimensional dispersive acoustic media. The signal resulting from a
source is sensed at a number of points simultaneously and recorded. Modes
of propagation are isolated by spatial and temporal Fourier transformation of
the recorded signals. Generalized cross correlation is applied to these signals
to locate the source.—EEU

5,939,179

43.40.Tm CONSTRAINT TYPE VIBRATION
DAMPING MATERIAL

Kunihiko Yano et al., assignors to Nichias Corporation
17 August 1999„Class 428Õ212…; filed in Japan 29 March 1995

Constrained-layer viscoelastic damping configurations, particularly for
use as shims in brakes in order to prevent brake squeal, are made by coating
a rubber layer on a metal base plate and depositing a hard thermosetting
plastic atop the rubber layer. Constrained-layer damping has been well
known for at least four decades, but the technology described in this patent
is claimed to be inexpensive and effective.—EEU

5,983,722

43.40.Yq PIEZOBLOC ACCELEROMETER

Thomas Berther et al., assignors to K. K. Holding AG
16 November 1999„Class 73Õ514.34…; filed 12 November 1997

A piezoceramic bender element4 is housed within two solid ceramic
blocks2 and3. The bender is clamped at its left-hand end in this figure. A
gap of indicated clearance dimension7 has been machined out of blocks2
and3. Dimension7 is chosen to prevent breakage of the bender by snubbing
its motion should the unit experience harsh shock excitation. Signal wires9
are connected to the two piezoceramic bender plates either by solder or

conductive epoxy. The slot8, within which the electrical connections are
made, is subsequently filled with a castable sealing material. This unit is
designed to be responsive to vibratory inputs oriented along theZ direction
of the figure. The units may be rotated relative to one another and stacked in
such a manner as to produce a composite structure which is responsive to
vibratory inputs along three mutually orthogonal directions.—WT

SOUNDINGS

653J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Reviews of Acoustical Patents



6,155,224

43.50.Gf NOISE SILENCER FOR VEHICLE ENGINE
INTAKE SYSTEM

Hiroki Akihisa et al., assignors to Denso Corporation
5 December 2000„Class 123Õ184.57…; filed in Japan 18 August 1998

An intake silencer for an automobile engine is described which con-
sists of two resonators. Low frequency noise, below about 200 Hz, is
attenuated by resonator17, which has a valve20 at its entrance. Positive
sound pressure opens the valve, thus enabling the operation of the resonator
which is connected to ambient pressure via pipe18. This valve arrangement

is said to provide greater bandwidth of attenuation than a conventional
Helmholtz resonator. The face of this resonator,14, has a parabolic shape,
the focus of which is at the entrance to the second resonator,32, which is
designed to attenuate high frequency noise above about 200 Hz.—KPS

6,155,225

43.50.Gf VEHICLE ENGINE INTAKE MUFFLER

Takehiro Suzuki, assignor to Suzuki Motor Corporation
5 December 2000„Class 123Õ184.57…; filed in Japan 8 October 1998

The patent describes an arrangement of resonators for use in automo-
bile engine inlet systems. In contrast to conventional designs having two
resonators, a third resonator is introduced which is designed to attenuate
sounds at intermediate frequencies. This additional resonator is designed to
fit within the front wheel fender of the vehicle and, for that reason, has a
‘‘bent back’’ shape. Details of manufacture and construction are provided
which are aimed at ease of assembly.—KPS

6,160,892

43.50.Gf ACTIVE MUFFLER

Istvan L. Ver, assignor to BBN Corporation
12 December 2000„Class 381Õ71.5…; filed 30 December 1993

An active noise control system designed for use in jet engine test cell
exhaust silencers~‘‘hush houses’’! is aimed at attenuating the low frequen-
cies which are ineffectively treated by conventional, passive means. Loud-
speakers,45, are mounted around the circumference of exhaust duct17, and
are behind an acoustically resistive layer31. The resistance of this layer is
substantially less than the characteristic acoustic impedance of the gas in the

duct ~e.g., 0.2rc!. Microphones,47, are placed in front of the loudspeakers,
and provide signals to a feedback control system which seeks to minimize
the sound pressures at the microphones. This reduces the impedance of the
volume in front of the loudspeakers, thus increasing the effectiveness of the
resistive layer.—KPS

6,164,058

43.50.Gf ARRANGEMENT FOR DAMPING
COMBUSTION-CHAMBER OSCILLATIONS

Klaus Dobbeling et al., assignors to ABB Research Limited
26 December 2000„Class 60Õ39.36…; filed in European Patent Of-

fice 15 July 1997

A method to suppress thermoacoustic oscillations in the annular com-
bustion chamber of a gas turbine is described. The air cooling ducts are
tuned to the fundamental resonance frequency of the combustion chamber
by careful selection of their lengths. In contrast to using Helmholtz resona-
tors, these half-wavelength resonators will also suppress higher order
modes. Geometrical details are provided.—KPS

6,170,265

43.50.Gf METHOD AND DEVICE FOR MINIMIZING
THERMOACOUSTIC VIBRATIONS IN GAS-
TURBINE COMBUSTION CHAMBERS

Wolfgang Polifke et al., assignors to ABB Search Limited
9 January 2001„Class 60Õ725…; filed in European Patent Office 15

July 1997

A method to suppress thermoacoustic oscillations in the combustion
chamber of a gas turbine is described. The fuel enters at14 and is mixed
with air in chamber12 before combustion occurs in chamber16. Lengths
Lmix and LBK are selected such that fluctuations in the gas velocity at the
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location of the fuel injection induce pressure fluctuations at the combustion
chamber outlet20 which are out of phase with pressure fluctuations occur-
ring in the combustion chamber. Design guidance on the selection of values
of the key parameters are provided along with numerical examples.—KPS

6,151,954

43.50.Lj DEVICE FOR DETECTING KNOCKING IN
AN INTERNAL COMBUSTION ENGINE

Keiichiro Aoki and Yoichi Kurebayashi, assignors to Toyota
Jidosha Kabushiki Kaisha; Denso Corporation

28 November 2000„Class 73Õ35.08…; filed in Japan 3 September
1996

This patent describes a scheme for detecting knocking in an internal
combustion engine which relies on measurement of ions generated during
the combustion process. An ionic current detection unit is connected to the
ignition coil, in parallel with the spark plugs. The circuitry of this detection
unit is designed to isolate knocking from other noise components.—KPS

6,132,005

43.50.Yw DETECTING SEAM BOUNDARY USING
PICK SOUND

John Gordon Mazlin et al., assignors to Tangential Technologies
PTY

17 October 2000„Class 299Õ1.1…; filed in Australia 14 November
1995

This patent relates to a means for distinguishing a boundary between
layers of different materials encountered in mining. As picks~cutting ele-
ments shaped somewhat like canine teeth! on mining machines scrape along
surfaces to dislodge chunks of material, these generate noise, claimed to
occur primarily at resonance frequencies of the picks. A system according to
this patent uses a microphone near the cutting head to sense the airborne
noise generated during cutting, determines the corresponding spectra, and
compares them to predetermined spectra.—EEU

6,134,968

43.58.Bh PORTABLE ACOUSTIC IMPEDANCE
MEASUREMENT SYSTEM

Robert K. Kunze, Jr. et al., assignors to The Boeing Company
24 October 2000„Class 73Õ589…; filed 19 July 1999

A cylindrical wave guide tube has a compression driver attached to
one end and a second end that is open. The open end can be placed against
the surface whose impedance is to be measured and is provided with an
annular gasket to ensure an adequate seal. A fitting in the side of the tube has
access ports through which microphones can be inserted. An end cap can be
mounted on the open end of the tube for calibration purposes.—EEU

6,172,940

43.58.Fm TWO GEOPHONE UNDERWATER
ACOUSTIC INTENSITY PROBE

James A. McConnell et al., assignors to the United States of
America as represented by the Secretary of the Navy

9 January 2001„Class 367Õ178…; filed 27 January 1999

An acoustic intensity probe comprises two identical, collinear geo-
phones supported by means of springs, which are stiff in the radial direction
to keep the geophones aligned. The springs are quite compliant in the axial
direction to allow motion in that direction within an acoustically transparent
and neutrally buoyant housing. Because the geophones have inherently low
electrical impedance outputs, they can be connected to the associated signal
analyzing electronics via relatively long cables without the need for inter-

vening preamplifiers. While each geophone individually provides a mea-
surement of the acoustic particle velocity, the spatial gradient of the velocity
between the two separated geophones is a measure of the acoustic pressure.
This is in contrast to most intensity probes wherein two pressure sensors are
used and the spatial gradient of the pressure is a measure of the particle
velocity.—WT

6,170,333

43.58.Kr APPARATUS FOR DETECTING
ABNORMAL SOUND AND METHOD FOR JUDGING
WRONG IN MACHINE

Michihiro Jinnai et al., assignors to Entropy Software Laboratory,
Incorporated

9 January 2001„Class 73Õ570…; filed in Japan 14 March 1997

This device listens to a machine and compares the sound with past
emissions to determine whether the machine is operating properly. A coarse
spectrum analysis is performed using, perhaps, 6 or 7 channels. Second- and
third-order statistics are computed for the band amplitude values. These
vectors of spectral statistics are compared to stored reference patterns col-
lected during proper machine operation.—DLR

6,173,074

43.58.Kr ACOUSTIC SIGNATURE RECOGNITION
AND IDENTIFICATION

Anthony Peter Russo, assignor to Lucent Technologies,
Incorporated

9 January 2001„Class 382Õ190…; filed 30 September 1997

This spectrum analysis device processes the audio signature from a
piece of machinery in order to determine what state the machine is in,
whether it is operating correctly, and, in some cases, to determine what type
of machine is running. Operating on a Fourier transform~FFT! of the audio
signal, the device performs a feature analysis, primarily intended to track
any detectable harmonic structure. Correlations are detected along any of
eight directions in the time/frequency plane. A ‘‘blob coloring’’ algorithm is
then used to mark groups of adjacent active pixels.—DLR

6,161,434

43.60.Rw METHOD AND DEVICE FOR DETECTING
AND LOCATING A REFLECTING SOUND
SOURCE

Mathias Fink, Meudon, France and Jacques Lewiner,
Saint-Cloud, France

19 December 2000„Class 73Õ587…; filed in France 13 June 1996

The subject of this patent is applicable to detection and localization of
acoustic emissions in solid objects and to finding the locations of reflective
underwater targets. It is claimed to be suitable for detection of a sound
source in a noisy medium and/or of one exhibiting reflections and multiple
refractions that defeat other methods. Electrical signals obtained from an
array of receiving transducers are stored, time-reversed, and amplified to
produce excitation signals. The latter are applied to emission transducers
that have substantially the same locations as the receiving transducers. The
signals received when the emission transducers are actuated are again stored
and processed to detect the possible presence of a source.—EEU
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6,169,813

43.66.Ts FREQUENCY TRANSPOSITIONAL
HEARING AID WITH SINGLE SIDEBAND
MODULATION

Charles S. Richardson and Arnold S. Lippa, assignors to Hearing
Innovations, Incorporated

2 January 2001„Class 381Õ312…; filed 16 March 1994

An audio frequency signal amplitude modulates an ultrasonic carrier
and the resultant is used for bone conduction transmission to the human
sensory system. Single sideband modulation is said to be used to achieve
better performance than the double sideband modulation technique de-
scribed in previous implementations.—DAP

6,173,063

43.66.Ts OUTPUT REGULATOR FOR FEEDBACK
REDUCTION IN HEARING AIDS

John Laurence Melanson, assignor to GN ReSound as
9 January 2001„Class 381Õ318…; filed 6 October 1998

A regulator stabilizes the supply voltage for the output stage of
a hearing aid containing a feedback canceling mechanism. The voltage regu-
lator helps keep the gain of the output stage constant in the presence of

battery voltage variation, thus allowing the feedback path to be modeled
more accurately by the feedback cancellation algorithm.—DAP

6,167,373

43.72.Ar LINEAR PREDICTION COEFFICIENT
ANALYZING APPARATUS FOR THE
AUTOCORRELATION FUNCTION OF A DIGITAL
SPEECH SIGNAL

Toshiyuki Morii, assignor to Matsushita Electric Industrial
Company, Limited

26 December 2000„Class 704Õ219…; filed in Japan 19 December
1994

This patent covers a variety of speech analysis techniques applicable to
speech coding, such as would be used in a cell phone. The main two of these
techniques are the use of multiple analyzer methods and a short windowing
technique which reduces the delay in recovering speech spectral data. The
different analyzer methods generally all fall within the realm of code-excited

LPC, but use different tradeoffs in the selection of subframe and codebook
structures and differing assignment of bits to various parts of the signal. In
the short window technique, a kind of weighted autocorrelation correction is
applied to partial windows, as shown in the figure, to produce quick esti-
mates of the LPC spectral data, such as during affricate consonants.—DLR

6,167,374

43.72.Gy SIGNAL PROCESSING METHOD AND
SYSTEM UTILIZING LOGICAL SPEECH
BOUNDARIES

Shmuel Shaffer et al., assignors to Siemens Information and
Communication Networks, Incorporated

26 December 2000„Class 704Õ227…; filed 13 February 1997

This speech encoding system attempts to separate the input speech
stream into logical units, in most cases, words. Each logical unit is trans-
mitted as a single packet, said to allow better recovery in the case of trans-
mission errors. The argument is that if an entire word is lost, rather than
word fragments, the person at the receiving end is more likely to be aware of
the reception problem and ask for clarification, if necessary, thus decreasing
the chance of a misunderstood message.—DLR

6,173,250

43.72.Gy APPARATUS AND METHOD FOR
SPEECH–TEXT–TRANSMIT COMMUNICATION
OVER DATA NETWORKS

Kenneth Jong, assignor to AT&T Corporation
9 January 2001„Class 704Õ3…; filed 3 June 1998

This patent appears to be little more than an attempt to cover a large
domain of previously well-known technologies. Voice communication in a
network chat room situation would be provided by using a recognizer, trans-
mitting the text, and optionally using a synthesizer at the receiving end.
Overlapping a number of patents covering the ‘‘phoneme vocoder’’ tech-
niques, the patent presents nothing new.—DLR

6,173,256

43.72.Gy METHOD AND APPARATUS FOR AUDIO
REPRESENTATION OF SPEECH THAT HAS
BEEN ENCODED ACCORDING TO THE LPC
PRINCIPLE, THROUGH ADDING NOISE
TO CONSTITUENT SIGNALS THEREIN

Ercan F. Gigi, assignor to U.S. Philips Corporation
9 January 2001„Class 704Õ219…; filed in European Patent Office 31

October 1997

This speech vocoder represents an attempt to revive the methods of
basic linear predictive coding by addressing the issue of buzziness in the
speech output. The method consists of adding more noise into the output to
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mask the buzz. In the initial analysis, voiced and unvoiced regions are
treated separately with respect to both the filter coefficients and the gain
value. Formant peak and valley amplitudes and the measured pitch are used
in various ways to compute four separate measures of noise, called the
‘‘noise scaling’’ factors. Scaled noise is reintroduced into the voiced regions
using any of several methods.—DLR

6,172,641

43.72.Ja NAVIGATION SYSTEM WITH AUDIBLE
ROUTE GUIDANCE INSTRUCTIONS

Jeffrey Alan Millington, assignor to Magellan DIS, Incorporated
9 January 2001„Class 342Õ357.13…; filed 9 April 1998

This vehicle navigation system is tied into the loudspeakers of the
car’s radio or CD player to provide audible announcements of the selected
route and the general status of the journey. For maximum effect, the system
assumes a four-speaker arrangement. Rather than a true HRTF-based three-
dimensional sound field, the system merely controls the volume to the indi-
vidual speakers to simulate various positions of the announcer. The patent is

not entirely clear on what situations would be most effectively presented by
changing the apparent sound direction, but one can imagine an upcoming
turn being announced with increasing loudness in the right front, and then as
you miss the turn, the announcement slowly fades out in the right rear.—
DLR

6,167,371

43.72.Kb SPEECH FILTER FOR DIGITAL
ELECTRONIC COMMUNICATIONS

Gilles Miet and Daniela Parayre-Mitzova, assignors to U.S. Philips
Corporation

26 December 2000„Class 704Õ205…; filed in France 22 September
1998

The idea of enhancing the intelligibility of a speech signal by reducing
the bandwidths of the poles is an old one, going back at least to the 1970s.
This system adds to that the idea of inserting zeroes in between adjacent
poles. Zero positions are computed as weighted averages of the pairs of

neighboring poles, however, there is no detailed treatment of what the values
of the weights should be. One embodiment of the device involves the use of
LPC parameters, pole positions in particular, extracted from the input during
the normal operation of a standard cell phone coding system.—DLR

6,169,555

43.72.Kb SYSTEM AND METHODS FOR
COMMUNICATING THROUGH COMPUTER
ANIMATED IMAGES

Minoru Yamamoto, assignor to Image Link Company, Limited
2 January 2001„Class 345Õ473…; filed 23 April 1996

This patent describes a system for controlling the display of an ani-
mated puppet in real-time response to speech input, typically from a remote-
location. The animation would be able to wave from side to side, wiggle its
ears, tap its toes, and various other such contortions, in the interest of con-

veying certain states of mind of the talker. And meanwhile, the puppet
would also talk, displaying lip and jaw movements appropriate for the
speech signal.—DLR

6,167,117

43.72.Ne VOICE-DIALING SYSTEM USING MODEL
OF CALLING BEHAVIOR

Craig A. Will, assignor to Nortel Networks Limited
26 December 2000„Class 379Õ88.03…; filed 7 October 1996

Previous patents covering voice dialing have described the use of sta-
tistics about the calling party to help in the recognition of the name of the
party to be called. Such information usually includes calling patterns, such
as the time of day, the day of the week, duration of the call, and whether the
call was answered. This patent covers the use of a neural network to do the
actual computation. The usefulness of the system as a personal directory
assistant is also described.—DLR
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6,167,376

43.72.Ne COMPUTER SYSTEM WITH INTEGRATED
TELEPHONY, HANDWRITING AND SPEECH
RECOGNITION FEATURES

Richard Joseph Ditzik, Bonita, California
26 December 2000„Class 704Õ235…; filed 21 December 1998

This personal computer assistant includes a number of human interface
capabilities, including speech and handwriting recognition, which can run
simultaneously and interactively. The speech recognizer includes both a
speaker dependent mode, tuned to the user, and a speaker independent
mode, for incoming speech, such as by telephone. The pen may be used
online to correct recognition errors in real time. The pen controls are de-
signed so as to anticipate possible poor performance of the recognition of
live telephone speech.—DLR

6,167,377

43.72.Ne SPEECH RECOGNITION LANGUAGE
MODELS

Laurence S. Gillick et al., assignors to Dragon Systems,
Incorporated

26 December 2000„Class 704Õ240…; filed 28 March 1997

This is a method to be used by a speech recognition system to take
advantage of the best of recognition results obtained with a variety of lan-
guage models. Various recognizers may use models based onn-gram statis-
tics, categories, topics, or most recent utterances. In the method described
here, word candidates are found by using several such models. The lists of
such candidates are combined by applying a weighting for each model. A
special case for the topic model allows the user to specify lists of new words
which should be included in the model.—DLR

6,173,076

43.72.Ne SPEECH RECOGNITION PATTERN
ADAPTATION SYSTEM USING TREE SCHEME

Koichi Shinoda, assignor to NEC Corporation
9 January 2001„Class 382Õ226…; filed in Japan 2 March 1995

This speech recognition system is based on a typical application of
hidden Markov models~HMMs! to store the reference patterns. Each HMM
state is a mixture of Gaussian distributions, in the usual manner. In addition,
a tree structure is produced which represents the history or makeup of the

Gaussian means of each HMM state, including the number of training ex-
amples used for each distribution. Using the tree structure to decide how
much to adapt each of the mean values, it is possible to perform a high-
quality adaptation to a new speaker based on a relatively small sample of
speech from that person.—DLR

6,173,192

43.72.Ne INTERACTIVE VOICE RESPONSIVE
RADIO TUNING SYSTEM

Larry K. Clark, assignor to Honeywell International,
Incorporated

9 January 2001„Class 455Õ563…; filed 1 October 1996

In this application, a speech recognition system would be used by a
pilot to state the name of a radio contact point, for example, to change the
radio frequency to that of a different control tower. Upon recognizing the
name of a radio contact center, the device would verbally request a confir-
mation, and then directly change the radio channel setting. Stored data about
nearby contact points would be used to weight the recognition candidates,
reducing confusion between similar sounding location names.—DLR

6,173,251

43.72.Ne KEYWORD EXTRACTION APPARATUS,
KEYWORD EXTRACTION METHOD, AND
COMPUTER READABLE RECORDING MEDIUM
STORING KEYWORD EXTRACTION PROGRAM

Takahiro Ito et al., assignors to Mitsubishi Denki Kabushiki
Kaisha

9 January 2001„Class 704Õ7…; filed in Japan 5 August 1997

This keyword spotting system stores a variety of technically equivalent
expressions for each desired keyword. Occurrences in the target speech of
any of the stored expressions are detected and related to the meaning of the
corresponding keyword set. Although described in terms of Japanese char-

acters, some of the claims seem to present the ideas in a language-
independent manner. However, since these claims use the term ‘‘character,’’
it is not clear to what extent such language independence is actually
achieved.—DLR

6,173,258

43.72.Ne METHOD FOR REDUCING NOISE
DISTORTIONS IN A SPEECH RECOGNITION
SYSTEM

Xavier Menendez-Pidal et al., assignors to Sony Corporation;
Sony Electronics, Incorporated

9 January 2001„Class 704Õ233…; filed 9 September 1998

This speech recognizer uses a type of cepstral normalization to reduce
the effect of noise in the input signal on recognition performance. An FFT
spectrum is processed to produce controls for a spectral subtractor. The
spectrally subtracted speech is then passed to a filter bank, a log compressor,
a normalizer, to two cosine transforms, and finally to the recognizer system.
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The normalizer operates on delta and delta features using mean values and
left and right variances. These features are included with the acoustic vec-
tors in the recognizer inputs.—DLR

5,977,866

43.80.Nd BIRD DISPERSING SYSTEM

John Barthell Joseph, Jr., Greenville, Mississippi and Q. Martin
Schoenheiter, Jr., Salt Lake City, Utah

2 November 1999„Class 340Õ384.1…; filed 29 January 1998

A system for dispersing birds away from an airfield consists of a
central computer unit, an antenna system, a hand held transmitter, and
a number of remotely located gas cannons, each connected to a single
control unit. Upon command, each cannon produces a loud explosion fueled
by gas from a pressurized storage tank housed on the cannon unit. Each
cannon unit also houses all-weather loudspeakers which radiate, upon com-
mand, an endless recording of loud noises such as barking dogs or sirens.
All time sequencing of the sounds is regulated by the computer unit which
can be controlled either locally or remotely via the hand held
transmitter.—WT
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Finite-element method to study harmonic
aeroacoustics problems

C. Peyreta) and G. Élias
ONERA/DSNA, B.P. 72, 92320 Chaˆtillon, France

~Received 22 September 1999; revised 17 March 2001; accepted 12 April 2001!

The analysis of aeroacoustics propagation is required to solve many practical problems. As an
alternative to Euler’s linearized equations, an equation was established by Galbrun in 1931. It
assumes the flow verifies Euler’s equations and the perturbation is small and adiabatic. It is a linear
second-order vectorial equation based on the displacement. Galbrun’s equation derives from a
Lagrangian density and provides conservative expressions of the aeroacoustics intensity and energy
density. A ~CAA! method dealing with the numerical resolution of Galbrun’s equation using the
finite-element method~FEM! is presented. The exact solution for the propagation of acoustic modes
inside an axisymmetric straight-lined duct in the presence of a shear flow is known and compared
with the FEM solution. Comparisons are found to be in good agreement and validate a first step in
the development of a CAA method based on the FEM and Galbrun’s equation. The FEM is then
applied to an axisymmetric duct including a varying cross section and a nonuniform flow with
respect to both the axial and the radial coordinates. The expression of the aeroacoustics intensity
implemented in theFEM provides an accurate in-duct power balance. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1378355#

PACS numbers: 43.20.Bi, 43.20.Mv, 43.28.Py@LCS#

LIST OF SYMBOLS

a0 celerity of sound
b(j) connecting vector
G(j) Galbrun’s equation
i acoustic intensity~W m22)
k wave number
kz longitudinal wave number
L Galbrun’s equation Lagrangian density
M Mach number
n normal vector
p0 static pressure
p acoustic pressure
v0 flow velocity
v acoustic velocity
R duct radius

r radial axis
z longitudinal axis
Z locally reacting reduced impedance
d boundary layer thickness
j acoustic displacement vector
h vectorial test function

h̄ complex conjugate ofh
Tj transposed acoustic displacement vector
P acoustic power~J m22)
r0 static density
r acoustic density
v pulsation
“• divergence operator
“ gradient operator
“3 curl operator

I. INTRODUCTION

Many aeroacoustics problems, such as diffraction, jet
noise, duct acoustics, liner design, etc., require the prediction
of sound propagation in a nonuniform flow. From a theoret-
ical point of view, one difficulty arises from the unsuccessful
attempt to establish a general propagation equation govern-
ing the pressure field, or some scalar parameter related to it.
In particular, if the mean flow is rotational, the decomposi-
tion of the perturbations in terms of independent acoustic,
rotational, and entropic modes, as initiated by Chu and
Kovasznay1 in the late 1950s in the uniform flow case, is no
longer valid. In the early 1970s, a third-order partial differ-
ential equation for the pressure was established by Lilley2

and others, assuming a parallel sheared flow and a uniform

static pressure. Because the attempts to relax these assump-
tions have failed, present studies inCAA are orientated to the
resolution of the full Euler’s linearized equations. This task
can be achieved solving the system as it stands. However, an
alternative is presented here using the displacement as a
unique parameter. In the early 1930s, assuming small adia-
batic perturbations and Eulerian flows, Galbrun3 established
a reformulation of Euler’s linearized equations based on the
displacement. Galbrun’s equation is a second-order linear
partial differential equation~see, also, Ref. 4!.

The finite-element method5–8 and Galbrun’s equation
may be an attractive alternative to the finite-difference
method and Euler’s linearized equations.9–11Galbrun’s equa-
tion is based on displacement. Although displacement is an
appropriate variable to represent both acoustics and rota-
tional modes and to deal with the boundary conditions in thea!Electronic mail: peyret@onera.fr
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presence of flow~at any interface, the continuity of the pres-
sure and the normal component of the displacement is re-
quired!, only a few works deal with Galbrun’s equation. The
likely reason is that displacement is not a usual variable for
the acoustics community. In 1985, Poire´12 used Galbrun’s
equation and detailed a so-called mixed representation based
on Eulerian and Lagrangian perturbations of the flow for
linear and nonlinear problems. More recently, Godin13 took
into account structure displacement to express the boundary
condition at the interface of free, rigid, and absorbing sur-
faces for hydroacoustics problems with displacement vec-
tors. Ben Tahar and Goy14 also proposed a variational formu-
lation based on the displacement and Galbrun’s equation to
solve vibroacoustic problems in the presence of flow, with
appropriate boundary conditions at the interfaces. Also, Gal-
brun’s equation is associated with Lagrangian density. As an
immediate consequence, conservative expressions of aeroa-
coustics energy density and intensity were established for
Eulerian stationary flows.

Our main objective is to demonstrate the interest and
capabilities of the finite-element method~FEM! and Gal-
brun’s equation. A first application for analyzing in-duct
sound propagation15 here is realized. The theoretical back-
ground of Galbrun’s equation, weak formulation, and La-
grangian density are summarized in Sec. II. Section III de-
scribes the implementation of the FEM. Comparisons
between Galbrun and Lilley’s solutions for the propagation
in a lined straight duct are given in Sec. IV. Finally, the
application of the FEM to a lined duct with a varying cross
section, in the presence of parallel shear flow, is considered
in Sec. V.

II. PROBLEM FORMULATION

This section briefly presents the theoretical formulation
of Galbrun’s equation. The main results involved in theFEM

implementation are discussed. It first recalls the definition of
the displacement vector and gives Galbrun’s equation ex-
pression, a weak formulation, a Lagrangian density, and
aeroacoustics intensity expressed with the displacement. This
section can help the reader not familiar with this formulation,
but does not aim at providing demonstrations of the algebraic
formula. More details can be found in Refs. 1, 3, 12, and 13.

A. Acoustic displacement

Consider an infinitesimal fluid element inside a flow:
between timest0 and t1 , the element follows the pathx(t)
resulting from the flow convection~solid line in Fig. 1!.
Now, reconsider the fluid element, inside the flow at the

same time and suppose the presence of a disturbance: the
element follows pathy(t) resulting from flow convection and
displacement caused by the disturbance~dashed line in Fig.
1!. The displacement vector is defined as

j~x,t !5y~ t !2x~ t !.

The so-called mixed representation of aeroacoustics, devel-
oped by Poire´e12 in 1985, uses the displacement vector to
distinguish the aeroacoustics perturbation~acoustic mode:
“•j plus rotational mode:“3j) inside the aerodynamic
airflow. By separating perturbation and aerodynamics, one
can describe two different phenomena~flow and aeroacous-
tics propagation!.

B. Galbrun’s equation

Usually, the flow (p0 ,r0 ,v0) and the perturbation
(p,r,v) are described with Euler’s variables. In the case of a
small adiabatic perturbation (p!p0 , r!r0 , and v!a0),
Poirée shows that the usual Eulerian variables, namely, the
acoustic pressure, density, and velocity, are related to the
displacement:

p52r0a0 “•j 2 j •“p0 , r52r0 “•j 2 j •“r0 ,
~2.1!

v5
dj

dt
2j •“v0 ,

wheredU/dt5]U/]t1(v0•“)U is the total time derivative
referred to the unperturbed flowv0 . In practice, these rela-
tions show that when computing the displacement field, it is
possible to return to the standard Eulerian pressure, velocity,
or density. Starting from Euler’s linearized equations, using
the Lagrangian displacement and assuming acoustic propa-
gation is isentropic~i.e., ds50 in the Lagrangian system!,
the reformulation of Euler’s linearized equations leads to
Galbrun’s equation:

G~j!5r0

d2j

dt2
2“~r0a0

2
“•j!1~“•j!“p02T

“j •“p050.

~2.2!

Galbrun’s equation is an aeroacoustic propagation equation,
based on the single displacement variable. As mentioned by
Poirée,16 using both the relations, Eq.~2.1!, and Galbrun’s
equation, Eq.~2.2!, some works attempted17,18 here to estab-
lish a wave equation based on a single variable (p,r,v), but
the authors failed because algebraic expressions are too com-
plex. Obviously, assuming an homogeneous medium, the
Helmholtz equation is directly retrieved.

C. Weak formulation

Consider a three-dimensional finite-volumeV0 whose
envelope isS0 and n is the outside normal vector toS0 .
There is no acoustic source inside the fluid soG(j)50 and
we are searchingjPH(grad;V0), so that

H ;hPH~grad;V0!; E
2`

` E
V0

G~j!•h dVdt50J ,

where the functional spaceH(grad;V0) is defined in Sec.
III A. Integrating by parts gives

FIG. 1. Displacement vector,x(t) is solid line andy(t) is dashed line.
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$;hPH~grad;V0!;

E
2`

` S E
V0

BV ~j,h!dV1 R
S0

b~j!•h dSD dt50. ~2.3!

The bilinear formBV(j,h) reads

BV~j,h!5r0

dj

dt
•

dh

dt
2r0a0

2
“•j“•h 2~j •“p0!“•h

2~h •“p0!“•j 2 1
2

Tj“2p0h 2 1
2

Th“

2p0j,

~2.4!

with “

2p05$]2p0 /]xi]xj% and

b~j!5r0~v0•n!
dj

dt
2r0a0

2
“•j n. ~2.5!

D. Lagrangian density

BV(j,h) is a bilinear symmetric form so that the asso-
ciated quadratic form is a Lagrangian density associated with
Galbrun’s equation:

L~x,t,j,t ,j,x!5
1

2
r0

dj 2

dt
2

1

2
r0 a0

2
“•j 22~j•“p0!“

•j 2 1
2

Tj“2p0j, ~2.6!

wherej,t5(]j/]t) and j,x5(]j/]x). In the case of a sta-
tionary Eulerian flow, the Lagrangian density does not de-
pend on time. For such flows, conservative expressions of
aeroacoustics energy densityP and intensityi are estab-
lished by using the time invariance of the Lagrangian
density.19,20 The expressions read:

P5
r0

2

dj

dt
•

dj

dt
2r0

dj

dt
•~v0•“ !j1

1

2r0a0
2

3@p22~j •“p0!2#, ~2.7!

and

i5r0S ]j

]t
•

dj

dt Dv01p
]j

]t
, ~2.8!

and verify

]P

]t
1“• i50. ~2.9!

The same expressions were also established by Godin13 with
a different approach. In contrast with usual formulations
based on Eulerian variables, these expressions are conserva-
tive. However, in Sec. II C, the integration by parts of Gal-
brun’s equation could be done differently~for the terms de-
pending onp0). There are several weak formulations leading
to a Lagrangian density. This means the expressions of
aeroacoustics energy density and intensity do not have a
unique definition and there might be several other definitions
of the potential energy linking aerodynamic flow, static pres-
sure, and acoustic perturbation. Choosing one Lagrangian
density is physically equivalent to choosing one definition
for energy.

E. Harmonic weak formulation

For harmonic solutions, with pulsationv, we set

j~x,t !5j~x!ej vt and h ~x,t !5h ~x!ej vt.

The weak formulation is transformed into the frequency do-
main and Eq.~2.3! becomes

H ;hPH~grad;V0!;

E
V0

BV~j,h̄!dV1 R
S0

b~j!•h̄ dS50J , ~2.10!

where

BV~j,h̄!5r0v2j •h̄ 2r0a0
2
“•j “•h̄1r0~v0•“ !

3j •~v0•“ !h̄ 1 j r0vj •~v0•“ !h̄

2 j r0vh̄ •~v0•“ !j, ~2.11!

if static pressurep0 is assumed constant~such an assumption
is not correct for aeroacoustics problems, however, our pur-
pose is to solve Galbrun’s equation with theFEM and terms
with p0 do not present a major interest from the numerical
point of view!. Also, in Eq.~2.11!, we use the conjugate ofh

because (j,h)PC2 andBV(j,h̄)PR.

III. FINITE-ELEMENT METHOD

A. Functional spaces

In general, the analytical resolution of Galbrun’s equa-
tion is not possible because the displacement fields, solutions
of Galbrun’s equation, belong to infinite-dimension func-
tional spaces and cannot be expressed with known functions.
The solutions are searched for with the finite-element
method, by approaching functional spaces, with the finite-
dimension ones. The required properties of these spaces de-
pend on the equation being solved. Our method uses
H(grad;V0) elements and may compute Galbrun’s solutions
in the presence of nonuniform flow. By definition,
H(grad;V0) is the Sobolev space7,8 defined as

H~grad;V0!5$uPL2~V0! and “uPL2~V0!%,

where

L2~V0!5H u,E
V0

u~x!•ū~x!dx,`J .

Any vectorial function inL2(V0), whose gradient is also in
L2(V0) belongs toH(grad;V0). ConformingH(grad;V0) el-
ements may be used in computations with nonuniform flow.
However, from the mathematical point of view, the problem
is not well posed because of the (v0•“) operators included
in d/dt, and thereby the method is not robust enough to
handle industrial computations. More studies on the math-
ematical properties of Galbrun’s equation are in progress.
The present method is a first step of a work that should lead
to a CAA method based on the FEM.
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B. Discretization

The section describes the implementation of the FEM in
solving Galbrun’s equation for a two-dimensional~2D! AXI
geometry. Introducing the cylindrical coordinates, and azi-
muthal orderm, we set

j~r ,u,z!5j~r ,z!e2 jmu and h̄ ~r ,u,z!5h̄ ~r ,z!e1 jmu.

By definition, a finite element is composed of

~1! a geometric element ofV0 ,
~2! a set of degrees of freedom~or connectors!, and
~3! a finite-dimension subspace of the chosen functional

space.

The fluid inside the bounded volumeV0 is meshed with tri-
angles using Delaunay’s technique. VolumeV0 is subdivided
with nv trianglesei wherei 51•••nv and envelopeS0 with ns

segmentssi . If V(ei) is the volume of finite elementei and
S(si) the length of segmentsi , we approximateV0 and S0

with, respectively,

(
i 51

nv

V~ei ! and (
i 51

ns

S~si !,

and Eq.~2.10! is approximated with

H ;hPH~grad;V0!, (
i 51

nv E
V(ei )

BV~j,h̄!dV

1(
i 51

ns R
S(si )

b~j! • h̄ dS50J . ~3.1!

Consider the geometric elementei whose contribution is

;hPH@grad;V~ei !#, E
V(ei )

BV~j,h̄!dV.

The geometric triangular elementei with nodal values of
displacement$j1 ,j2 ,j3% as connectors and functions, ex-
pressed in barycentric coordinates with (u,v)P@0,1# and v
P@0,12u#,

a1~u,v !5~12u2v !, a2~u,v !5u, a3~u,v !5v, ~3.2!

is conform withH@grad;V(ei)#. This is the kind of element
used in the method.

IV. PROPAGATION IN A STRAIGHT LINED DUCT

A configuration is defined in Fig. 2 to handle compari-
sons between Galbrun’s and Lilley’s solutions. An axisym-
metric duct of radius 1 m, including a center body of radius
0.2 m, is considered. A locally reacting absorbing material of

FIG. 2. Axisymmetric lined duct in
the presence of a shear flow.

FIG. 3. Re@p2,2(r ,z)# at frequency
1350 Hz computed with Lilley’s equa-
tion on the upper plot and Galbrun’s
equation on the lower plot.M 0

510.5, d50.15 m,Z512 j .
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5 m length is applied on both the duct wall and the center
body. The reduced impedanceZ of the liner is equal to 1
2 j ~the choice of that value is arbitrary and more realistic
impedance values could be taken into account by the same
method!. The in-duct flow is similar to the one used by
Eversman21 for duct acoustics studies. Even if the flow does
not strictly verify Euler’s equation, we suppose the effect
will not be too penalizing. The temperature and the static
pressure are constant. The velocity profile of the flowv0(r ),
including a boundary layer of thicknessd close to the duct
walls and the center body, is defined as follows:
• In the presence of a center body, the radial Mach number

M (r ) is

M ~r !5M0 sinS p

2d
r D , if 0<r<d,

M ~r !5M0 , if d<r<R2d, ~4.1a!

M ~r !5M0 sinF p

2d
~R2r !G , if R2d<r<R.

• Otherwise,

M ~r !5M0 , if 0<r<R2d,
~4.1b!

M ~r !5M0 sinF p

2d
~R2r !G if R2d<r<R.

A. Lilley’s solution

During the 1970s a number of studies21–23 were devel-
oped to solve Lilley’s equation using the modal approach. In
the present paper, the Mungur and Gladwell method24 is ap-
plied to determine the modal structure of the in-duct pres-
sure. Letm and n designate the azimuthal and the radial
mode orders. For nonuniform flow, the modal solution is
obtained with a classical Runge–Kutta integration25 of Lil-
ley’s equation.2 To properly select a given mode (m,n), the
integration starts with the eigensolutions for an infinite an-
nular duct with a uniform flow, based on themth-order
Bessel functions of the first and second kind. The acoustic
pressure field in the annular duct is given in cylindrical co-
ordinates by

p~r ,u,z,t !5(
m,n

pm,n~r !ej (vt2mu2kzz).

Mungur and Gladwell’s method providespm,n(r ) together
with the axial wave numberkz(m,n). A specific code has
been developed to compute the in-duct pressure with the
modal approach.

B. Galbrun’s solution

For the FEM computation, the inner region between the
center body and the wall duct is meshed with linear ele-
ments. At frequencyf 51350 Hz (kR'25), with the typical
size of the elements aboutl/6 ~wherel is the total wave-
length!, about 5000 elements are needed to compute the dis-
placement field.

The FEM is based on the displacement vector, so that
the problem above, expressed with the Euler’s pressure vari-
able, has to be formulated with the displacement variable.
This can be directly achieved using Eqs.~2.4! and ~2.5!,
especially for the boundary conditions imposed at the source,
on the lined walls, and at the duct exit.

1. Expressions of the boundary conditions

At the duct entrance (z50), the acoustic pressure
pm,n(r ) computed with the modal approach is considered as
the acoustical boundary condition. Corresponding values of
displacement are established with

j5F j r

ju

jz

G5
1

r0a0
2~k2kzM0!2F ~]p/]r !

2 j
m

r
p

2 jkzp

G ,

and directly introduced into the global system.
On the duct wall and on the center body a local acoustic

reduced impedance26 Z is applied, so that

p5r0a0Z
]j

]t
•n,

using the third equation of Eq~2.1!, and asv0•n50 on the
linings, the equation reads

p5 j r0a0Zv~j •n!.

As the normal component of the flow speed on the linings is
zero,b(j)5pn, so that

FIG. 4. Meshing of the duct.

FIG. 5. Flow velocity and streamlines.
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b~j!•h̄ 5 j r0 a0 Z v~j •n!~h̄ •n!. ~4.2!

In the cross-sectionz55 m, a nonreflective condition is
required to properly simulate the one-way propagation in the
positivez direction. Using Euler’s variables, one usually im-
poses on the cross section an anechoic termination based on
the wave impedance~i.e., the ratio of the pressure and the
normal acoustic velocity!. A similar condition is applied with
the displacement variable

b~j!5 j r0~v2kzv0!F v0

v0

v/kz
G j5Zj.

The matrix Z depends on the acoustic mode and can be
considered as an impedance matrix. The expression of
BS(j,h) for a modal nonreflective condition reads

b~j!•h̄ 5h̄ •Zj . ~4.3!

C. Results

From among the many test computations used to vali-
date the FEM, the results obtained for the case of sound
propagation of the mode (2,2) at frequencyf 51350 Hz, for
upstream propagation, is proposed. The flow is defined by
the Mach numberM0 and a boundary layer of thicknessd
50.15 m, according to Eqs.~4.1a! and ~4.1b!.

The real part of Euler’s acoustic pressure in Pa is plotted
in Fig. 3 for both computed solutions. As the displacement
field is computed with the FEM, the corresponding acoustics
pressure values are first returned using Eq.~2.1! in the case
of a uniform static pressure:

p52r0 a0“•j .

Obviously, the solutions are in good agreement and validate
the weak formulation and the FEM implementation. We can
observe that, due to the liner attenuation, the pressure
strongly decreases with respect to the axial coordinate and
goes nearly to zero at the duct end. As the sound pressure
level is strongly reduced by the liner absorption, the bound-
ary condition at the duct exit does not significantly modify
Galbrun’s solution.

V. PROPAGATION IN A LINED DUCT WITH A VARYING
CROSS SECTION

This section presents an application of the FEM to
propagation in a lined duct with a varying cross section. The

fluid inside the duct is assumed to have a constant flow rate,
so that the radial velocity profile varies along the center line.
For this configuration, Lilley’s equation is no longer valid
due to the flow variations with respect to the axial coordi-
nate. Moreover, as shown below, the radial structure of the
mode imposed at the duct entrance is not conserved and the
modal approach is not appropriate anymore. In addition to
the in-duct pressure field computation, the power balance
performed with the expression, Eq.~2.8!, of the acoustic in-
tensity and the usual Cantrell and Hart expression,27 Eq.
~5.2!, are compared.

A. In-duct pressure field

The flow velocity model remains similar to the one used
in the previous test cases. It is characterized by the Mach
numberM0 and a constant boundary layer of thicknessd
50.15 m. The flow velocity and the streamlines are plotted
in Fig. 4. At z52 m, where the cross-section nozzle is mini-
mum, the Mach number reaches about 0.6.

Figure 5 represents the mesh of the fluid used for the
FEM computations. The mesh is generated with nonstruc-
tured linear elements. Again, to obtain an accurate solution,
the size of the elements is chosen as less thanl/6. For this
application, the boundary conditions are similar to those used
in the test cases. A locally reacting liner with a normalized
impedanceZ512 j is applied on the walls. At the source
location, z50, a mode (2,2) at the frequency 1350 Hz is
introduced. An impedance conditionZ5r0a0 is also applied
at the duct end,z55 m. The real part of the pressure field
computed with the FEM is plotted in Fig. 6. In addition to
the attenuation of the sound due to the liner absorption, the
pressure field clearly exhibits a change in the radial slice
with a maximum level towards the center body. This conver-
sion is generated by the flow variations together with the
varying cross section. In practice, such a redistribution can
significantly modify radiation in the far field.

TABLE I. Acoustic energy check up with Cantrell and Hart~5.2! and ex-
pression~2.8!.

Border Cantrell and Hart, Eq.~5.2! Eq. ~2.8!

Ps ~duct entrance! 100.00% 100.00%
P r ~center body! 251.99% 242.26%
PR ~duct wall! 263.06% 251.45%
Pe ~duct exit! 24.72% 23.88%

S 219.77% 2.41%

FIG. 6. Re@p2,2(r ,z)# at frequency
1350 Hz computed with Galbrun’s
equation. M050.5, d50.15 m,
Z512j.
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B. Aeroacoustics intensity

Conservative expressions of aeroacoustics energy den-
sity and intensity were established in Sec. II D. Comparisons
with more usual expressions~Cantrell and Hart’s
expressions27! are proposed. We recall that these expressions
read

P* 5
1

2 S r0v21
p2

r0a0
2D 1

p

r0
v•v0 , ~5.1!

i* 5~p1r0v•v0!S v1
p

r0a0
2v0D . ~5.2!

The energy conservation law in the harmonic regime states
that the intensity~i.e., the acoustic energy flux or acoustic
power! integrated over a closed surface is zero. For the simu-
lations, a closed surface corresponding to the four boundaries
of the inner fluid is defined. The cross sections at the source
and the duct exit, the center body, and the duct wall allow the
computation of the acoustic powersPs , Pe , P r , andPR ,
respectively. Theoretically, the balance power in the duct is
Ps5P r1PR1Pe . This can also be expressed as

P r /Ps1PR /Ps1Pe /Ps5100%,

with Ps as a reference. The powers in the duct are evaluated
using the expression of the intensity Eq.~2.8!. For compari-
son purpose, the standard Cantrell and Hart expression of the
intensity is also computed. In this latter case, to obtain the
Eulerian pressure,p and velocityv are first derived from the
displacement fieldj using system~2.1!.

Table I shows the distribution of the power computed
with expressions~2.8! and ~5.2!. First, the power radiated
through the duct exit is only 4% due to the strong absorption
caused by the liners applied on the center body and the duct
walls. It is also observed that the power balance is retrieved
with a relative error of 2% with expression~2.8!, while the
error reaches 20% using the Cantrell and Hart definition.
Such a result demonstrates the accuracy of expression~2.8!
and confirms that the use of expression~5.2! is not appropri-
ate in this situation, including high subsonic flow and low
frequency. Notice that even if the intensity flux (P r andPR)
integrated upon the walls gives the same figures with both
expressions~because the flow speed is zero!, the relative
powersP r /Ps and PR /Ps are not equal, because the ex-
pressions lead to different values ofPs .

Finally, Fig. 7 presents the energy density and the inten-
sity streamlines computed with Eqs.~2.7! and ~2.8!. The

streamlines indicate the acoustic power spreading in the duct.
In particular, they show that most of the energy bends to-
wards the center body, in agreement with the pressure field in
Fig. 6.

VI. CONCLUSION

The finite-element method and Galbrun’s equation may
be an attractive alternative to the finite-difference method
and Euler’s linearized equations for predicting aeroacoustics
propagation. The first results obtained with the FEM for the
case of propagation in a lined duct in the presence of a shear
parallel flow are in good agreement with known solutions
given by the modal approach. An application to a duct with a
varying cross section also shows the capabilities of the FEM
Galbrun model to handle more realistic configurations. The
expression of the aeroacoustics intensity based on the dis-
placement vector has been implemented in the FEM. In the
low-frequency range, the energy is conserved with an error
of about 3%. These first results confirm the accuracy of the
FEM computations and demonstrates the interest in the Gal-
brun formalism. Future studies will deal with the implemen-
tation of other finite elements and comparisons between the
different formulations.
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Équations aux De´rivées Partielles~Masson, Paris, 1992!.

8P. G. Ciarlet and J. L. Lions.Handbook of Numerical Analysis, 1st ed.
~North-Holland, Amsterdam, 1996!, Vol. 4.

9T. Colonius, S. K. Lele, and P. Moin, ‘‘Direct computation of the sound
generated by a two-dimensional shear layer,’’ 15th AIAA Aeroacoustics
Conference, Paper No. 93-4328~1993!.

FIG. 7. Acoustic energy and intensity
streamlines.

667J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 C. Peyret and G. Élias: Finite-element analysis of aeroacoustic problems
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éaire et nonline´aire,’’ J. Phys.40, C48-C52~1979!.

17J. L. Kerrebrock, ‘‘Waves and wakes in turbomachine annuli with swirl,’’
AIAA Paper No. 74–87~1974!.

18J. L. Kerrebrock, ‘‘Small disturbances in turbomachine annuli with swirl,’’
AIAA J. 15, 794–803~1977!.

19L. Landau and E. Lifchitz,Physique The´orique—Mécanique, 4th ed.~Mir,
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The acoustic wave field due to a supersonic motion of a rigid object over a half-space is
investigated. The analysis presented leads to closed form expressions for the reflected and
transmitted conical waves as separate contributions. The linearized acoustic field equations are
applied to obtain representations for the fields in a combined Laplace–Fourier transform domain. To
these representations, which are mapped into the proper form, we apply the Cagniard–de Hoop
technique in order to find closed form time–domain solutions for the reflected and transmitted
acoustic fields. Attention is focused on supersonic effects, so the analysis concentrates on
application of the Cagniard–de Hoop technique to obtain closed form space–time domain
expressions from the contributions of poles, appearing in the transform domain representation for
the reflected and transmitted acoustic wave field. It turns out that these pole contributions, next to
wave solutions of the conical type also can give rise to headwaves, associated with the reflected
conical wave. Numerical results for the reflected as well as the transmitted conical wave field are
presented for an air–sea configuration with supersonic source velocities up to MACH 5. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1381020#

PACS numbers: 43.20.Px@ANN#

I. INTRODUCTION

In this paper the acoustic wave phenomena associated
with an object in horizontal supersonic motion over the sur-
face of a half-space~sea or land! are investigated mathemati-
cally. The soil of the land is modeled as a fluid, assuming the
shear stresses are neglectable. Hence, we will not encounter
surface waves~Scholte waves! along the air–soil interface;
see de Hoop and van der Hijden.1 In the analysis that follows
the media in the half-spaces of the configuration are acous-
tically represented as homogeneous, isotropic fluids in which
the basic acoustic field equations are applied in linearized
form. However, the method outlined here in principle is also
applicable to the more general problem of an elastodynamic
soil in which Scholte waves can occur along the air–soil
interface. The method presented is based on the Cagniard–de
Hoop technique; see de Hoop and Frankena.2 This method is
the more attractive one when we have a layered media con-
figuration, having the advantage of leading, in principle, to
the formulation of the acoustic field in closed form directly
in the space–time domain by inspection of the suitably pa-
rametrized, spatially inverse transformed, field expressions.

The Cagniard–de Hoop method has been applied in the
elastodynamic case, Gakenheimer and Miklowitz,3 Kennedy
and Herrmann,4,5 Bakkeret al.6 Even nonuniform motion of
a traveling line source was studied in elastodynamics by
Freund7 and extended by Watanabe8 to the three-dimensional
case of an acoustic half-space with a point source performing

a circular motion. For the electromagnetic case of a moving
source in an unbounded medium Kooij9 applied the
Cagniard–de Hoop method leading to an elegant solution in
the supersonic state for the conical waves, which are in elec-
tromagnetics known as the Cerenkov waves; see Jones.10 The
procedure of Bakkeret al.6 can be applied to solve the com-
parable moving source problem in our acoustic two-media
configuration, however in this method the conical wave phe-
nomena do not show up mathematically as a separate partial
solution, resulting exclusively from pole contributions,
which makes it impossible to study their reflection and trans-
mission properties. The procedure presented by Kooij9 leads
to a representation in which the conical waves indeed show
up mathematically as separate phenomena, it is however re-
stricted to an unbounded homogeneous medium.

In the present paper it is shown that the problem of a
moving acoustic source in a two-media configuration can be
represented in a form in which the conical wave contribu-
tions show up mathematically as separate terms when in the
Cagniard–de Hoop method the adequate set of Fourier trans-
form variables, associated with the coordinates along the in-
terface, are chosen. In the final stage conical wave solutions,
consistent with the results presented by Kooij,9 appear as
contributions of complex conjugate poles in the analysis. As
the average intrinsic acoustic wave speed in sea or soil is
several times higher than in air also head waves, associated
with the various parts of the reflected field, among which
conical precursive parts, will occur along the interface, thus
complicating the overall picture of the acoustic wave propa-
gation near the surface of the half-space.a!Electronic mail: b.j.kooij@its.tudelft.nl
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II. DESCRIPTION OF THE CONFIGURATION

To specify the position in the two-media configuration
we employ the coordinates (x1 ,x2 ,x3) with respect to a
fixed, orthogonal Cartesian reference frame with originO
and three mutually perpendicular base vectorsi1 ,i2 ,i3 of unit
length. In the indicated order the three base vectors form a
right-handed system. In accordance with the convention in
seismologyi3 points downwards. The interface between the
media coincides with the planex350. The object is modeled
as a rigid material circular cylinder with lengthLs and a
radius that is supposed to be vanishing small. Prior to the
instant of timet50 the object is supposed to be at rest. The
object with the endpoints located at the coordinates (0,0,
2h) and (Ls,0,2h) starts to move and act as an acoustic
source of the dipole type with the nonzero extendLs along
the line of motion only, att50, with uniform velocity:

vs5vsi1 . ~1!

In the entire domainR3 we distinguish the sub-domainsD0 ,
D1 , andD2 as follows:

D05
def

$~x1 ,x2!PR2;2`,x3,2h%, ~2!

D15
def

$~x1 ,x2!PR2;2h,x3,0%, ~3!

D25
def

$~x1 ,x2!PR2;0,x3,`%. ~4!

We denote the mass densityr and the compressibilityk in
D0øD1 asr1 andk1 , and inD2 asr2 andk2 , respectively.
Then their accompanying intrinsic acoustic wave-speeds are
defined as

c1,25
def

~r1,2k1,2!
21/2, ~5!

respectively~see Fig. 1!.

In the sections that follow we assumec2.c1 and that
the acoustic source is in a supersonic motion with respect to
the wave velocity in the upper half-space (c1,vs,c2) or in
both half-spaces (c1,c2,vs).

III. BASIC EQUATIONS AND BOUNDARY CONDITIONS

With the acoustic field quantities supposed continuously
differentiable, the medium pressurep(x,t) and the acoustic
field velocityv(x,t) due to a moving dipole-type source with
density f (x,t) are locally related according to the following
equations:

¹p1r ] tv5 f i1 , ~6!

¹•v1k ] tp50, ~7!

in which r5r1 , k5k1 when x3,0 and r5r2 , k5k2

when x3.0. In Eqs.~6!–~7! the acoustic wave velocity is

defined asv5
def

v1i 11v2i 21v3i 3 . The one-dimensional dis-
tributed moving source with lengthLs , defined in the previ-
ous section, can be formulated as

f ~x,t !5FLs
21d~x2!d~x31h!@H~x12vst !

2H~x12Ls2vst !#H~ t !, ~8!

in which the functionH denotes the Heaviside unit step func-
tion andF denotes some amplitude function. Across the in-
terface of the two media, i.e., at the planex350, the bound-
ary conditions,

lim
x3↑0

p5 lim
x3↓0

p, ~9!

lim
x3↑0

v35 lim
x3↓0

v3 , ~10!

hold. The linearity of the basic equations~6!–~7! ensures that
the acoustic wave field due to the source in the upper me-
dium (x3,0) can be understood as the superposition of the
incident wave field, which is the wave field that would be

FIG. 1. The two-media configuration
with a supersonic object with a length
Ls moving with velocity vs and lo-
cated at a levelx352h.
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present if the medium around the source is extended to in-
finity, and the reflected wave field which accounts for the
presence of the interface atx350. The wave field that is
present in the lower medium (x3.0) is denoted as the trans-
mitted wave field.

IV. REPRESENTATIONS FOR THE ACOUSTIC FIELD
IN THE LAPLACE–FOURIER TRANSFORM
DOMAIN

To carry out our analysis efficiently we subject the basic
acoustic equations~6!–~7! together with the boundary con-
ditions ~9! and~10! to a Laplace transformation with respect
to time according to

p̂~x,s!5
defE

t50

`

p~x,t!exp~2st!dt, with sPR1 ~11!

and a spatial Fourier transformation with respect tox1 andx2

according to

p̃~a1 ,a2 ,x3 ,s!5
defE

2`

`

dx2E
2`

`

p̂~x,s!exp@s~a1x1

1a2x2!#dx1 , with a1 ,a2PI, ~12!

whereI denotes the imaginary axis in the complexa1-plane
anda2-plane. Application of the boundary conditions~9! and
~10! then yields the Laplace–Fourier transform domain ex-
pression for the reflected and transmitted acoustic fields.
These transformed pressure fields appear as the difference of
two terms of identical form related to the source endpoints
l 5Ls and l 50, i.e., p̃(a1 ,a2 ,x3 ,s)5 p̃(a1 ,a2 ,x3 ,s; l
5Ls)2 p̃(a1 ,a2 ,x3 ,s; l 50). The spatial counterpart of the
fields are obtained via the inverse spatial Fourier transform
as defined by

p̂~x,s!5
defS s

2p i D
2E

2 i`

i`

da2E
2 i`

i`

p̃~a1 ,a2 ,x3 ,s!

3exp@2s~a1x11a2x2!#da1 . ~13!

The application of Eq.~13! leads to a representation of the
field in the space–domain in which we have integration con-
tours in the complexa1 anda2 plane. To arrive at a repre-
sentation in one complex plane only, we introduce the fol-
lowing transformation:

a15w cosu2 iq sin u, a25w sin u1 iq cosu,
~14!

with 2`,q,` and in whichu follows from the polar rep-
resentation:

x12 l 5r cosu, with l 50,Ls,
~15!

x25r sin u.

In the inverse spatial Fourier transform of Eq.~13!, now
written in terms of the integration variablesw, q, the odd
part of the integrand with respect toq can be discarded. The
integration with respect toq can subsequently be reduced to
the range 0<q,`. Now, upon the introduction of the trans-
formation (w,q)→(w,b) according to

~c1
222w21q2!1/25b~c1

222w2!1/2,

with 0<q,`, 1<b,` and wPI,

~16!

we make the connection with a transformation used in a
similar free-space problem~Kooij9!. Employing Eq.~16! in
the expression for the acoustic pressure in the space–domain
leads to the representation in the Laplace-transform domain
which serves as our basis for the application of the
Cagniard–de Hoop technique. This yields for the incident
field p̂inc with x3,0, the reflected fieldp̂refl with x3,0 and
the transmitted fieldp̂trans with x3.0,

F p̂inc~x,s; l !

p̂refl~x,s; l !

p̂trans~x,s; l !
G

5
iF

4p2vsLs
E

1

` db

Ab221
E

2 i`

i` F exp~2sux31hug1!

R̃exp~2sux32hug1!

T̃exp@2s~x3g21hg1!#
G

3
w cosu2vs

21

@~w cosu2vs
21!21~b221!~c1

222w2!sin2u#

3exp~2srw!dw, ~17!

in which

R̃5
r2g12r1g2

r2g11r1g2

; T̃5
2r2g1

r2g11r1g2

, ~18!

where

g15g1~b!5b~c1
222w2!1/2, ~19!

g25g2~b!5@b2~c1
222w2!2~c1

222c2
22!#1/2. ~20!

The accompanying Laplace-transformed acoustic pressure
field is obtained from Eq.~17! through

p̂~x,s!5 p̂~x,s; l 5Ls!2 p̂~x,s; l 50!. ~21!

In the following sections we investigate the reflected and
transmitted field on the basis of Eq.~17!. The incident field
can also be solved with the representation in Eq.~17! as a
starting point, however the methods described by Kooij9 for
traveling sources in infinite homogeneous media are more
straightforward.

V. THE REFLECTED ACOUSTIC FIELD IN
SPACE–TIME DOMAIN

In this section the reflected acoustic field expressions are
transformed back to the space–time domain by means of the
Cagniard–de Hoop method. In the analysis we distinguish
two contributions, i.e., the body-wave and the conical-wave.
Both field contributions can under certain conditions give
rise to separate head-wave contributions. In the next two
subsections we will deal with these two contributions sepa-
rately. In the first subsection we will transform the body-
wave part of the reflected acoustic wave-field together with
its associated head-wave part back to the space–time do-
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main, while in the second subsection we will transform the
conical-wave part of the reflected acoustic wave-field to-
gether with its associated head-wave part back to the space–
time domain.

A. The reflected body-wave and the associated head-
wave

In the transformation back to the space–time domain
using the Cagniard–de Hoop method we start from Eq.~17!
by deforming the path of integration in the complexw-plane
along a path such that

r ~w1abAc1
222w2!5t, with t real and positive,

~22!

in which a5ux32hu/r with x3,0. The solution to Eq.~22!
is obtained as

wc~t,b!5
t

r ~11a2b2!
2

ab

r ~11a2b2!
AT2~b!2t2,

when t<T~b!, ~23!

wc~t,b!5
t

r ~11a2b2!
6 i

ab

r ~11a2b2!
At22T2~b!,

when t.T~b!, ~24!

in which

T~b!5rc1
21A11a2b2. ~25!

The integral along the arcs at infinity vanish by virtue of
Jordan’s lemma. We obtain with Eq.~24! for w the paramet-
ric representationWc5$wPC;w5wc(t,b)% which repre-
sents a hyperbola located on the right half of the complex

FIG. 2. The Cagniard contourwc to-
gether with the pole pathwp in the
complexw-plane, whenc1,vs,c2 .

FIG. 3. The Cagniard contourwc to-
gether with the pole pathwp in the
complex w-plane, when c1,c2,vs

and uuu,C.
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w-plane. In the right half of the complexw-plane we have a
branch point located atw51/c1 from which the accompany-
ing branch cut starts along the real axis towards infinity such
that Re(g1)>0. Further, we have a branch point located at
w5b21A(b221)c1

221c2
22 from which the accompanying

branch cut starts along the real axis towards infinity such that
Re„g2(b)…>0. To circumvent that for certain values ofb the
Cagniard contour intersects the branch cut that corresponds
to the branch point ofg2 we have to supplement the Cagn-
iard contour with a loop around this branch cut. This loop
around the branch cut ofg2 represents the head-wave con-
tribution. In the process of deformation of the integration
contour in the complexw-plane we can encounter for a fixed
b two complex conjugated poles that are the zeroes of the
denominator of the integrand in Eq.~17!. These pole contri-
butions represent the reflected conical wave part which is
analyzed in the next subsection. In Fig. 2 and Fig. 3 we have
plotted the Cagniard contourwc , together with the pole path
~a collection of poles as a function ofb), in the complex
w-plane.

By applying the parametrization of Eq.~24! in Eq. ~17!
we obtain an expression in which an integration with respect
to t and an integration with respect tob occurs according to

p̂b
refl~x,s; l !

5
iF

2p2vsLs

E
b51

` i db

Ab221
ReE

t5T~b!

` exp~2st!

At22T2~b!

3
~wc cosu2vs

21!Ac1
222wc

2R̃

~wc cosu2vs
21!21~b221!~c1

222wc
2!sin2 u

dt,

with l 50,Ls . ~26!

By interchanging the order of integration we get an expres-
sion for the reflected acoustic body-wave from which we
obtain the space–time domain counterpart by inspection ac-
cording to

pb
refl~x,t; l !

52
FH~ t2T~1!!

2p2vsLs

ReE
b51

b5B~ t ! db

Ab221At22T2~b!

3
~wc cosu2vs

21!Ac1
222wc

2R̃

~wc cosu2vs
21!21~b221!~c1

222wc
2!sin2 u

,

with l 50,Ls , ~27!

in which

B~ t !5
1

a
AS c1t

r
D 2

21. ~28!

In Eq. ~27! wc denoteswc(t,b) according to Eq.~24! with
the upper sign. The head-wave associated with the reflected
body-wave exists forb-values,

1,b,bmax(a)

5A1

2
F S 12

c1
2

c2
2D 1AS 12

c1
2

c2
2D 2

1
4

a2 S 12
c1

2

c2
2D G , ~29!

and sincebmax(a)>1 we obtain from Eq.~29! the condition

a<Ac2
2/c1

221. ~30!

Employing the appropriate parametrization along the real
w-axis, see Eq.~23!, we find for the integral along the loop
around the branch cut ofg2 in terms oft

p̂hb
refl~x,s; l !

52
F

2p2vsLs

E
b51

b5bmax~a! db

Ab221
E

t5tmin~b!

T~b!

J~t,b!

3exp~2st!dt, with l 50,Ls , ~31!

in which

tmin~b!5rb21Ac2
221~b221!c1

221raAc1
222c2

22,
~32!

J~t,b!5ImF ~wc cosu2vs
21!Ac1

222wc
2R̃

@~wc cosu2vs
21!21~b221!~c1

222wc
2!sin2 u#AT2~b!2t2G . ~33!

Then after interchanging the order of integration we find by inspection the following expression for the head-wave associated
with the body wave in the space–time domain:
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phb
refl~x,t; l !52

F

2p2vsLs
H E

b51

b5bu~ t ! db

Ab221
J~ t,b!@H~ t2tmin~1!!2H„t2T~1!…#

1E
b5B~ t !

b5bu~ t ! db

Ab221
J~ t,b!@H„t2T~1!…2H~ t2tmax!#J , with l 50,Ls , ~34!

in which

tmax5rc1
21A11

a2

2
F ~12c1

2c2
22!1A~12c1

2c2
22!21

4

a2
~12c1

2c2
22!G , ~35!

bu~ t !5
rAc1

222c2
22

Ar 2c1
222~ t2raAc1

222c2
22!2

. ~36!

The instantaneous head-wave front follows directly fromt
5tmin(1). Thetrailing edge of the head-wave follows from
t5tmax as part of the parabolar 25c1

2t22c1tA12c1
2c2

22ux3

2hu. This parabola crosses the body-wave front in the plane
of the mirrored source and also there where the head-wave
front touches the body-wave front. We note that the location
of the head-wave front and the trailing edge are not depen-
dent onu. Concluding this section we also note that foru
50 the complex conjugate poles in Eq.~27! reduce to one
pole on the realw-axis atwp5vs

21 which may be encoun-
tered when we integrate along the branch cut of the branch
point w5c2

21. In this case the integrals occurring in Eq.~34!
must be interpreted as principal value integrals.

B. The reflected conical wave and the associated
head-wave

From the basic expression Eq.~17! it is seen that the
integrand has two complex conjugated poles in the complex
w-plane which coincide on the real axis in the caseu50. In
the process of contour deformation these poles could be en-
countered and their contributions should be taken into ac-
count. It turns out that these pole contributions represent the
reflected conical wave contribution. In order to find these
pole contributions we have to study the locations of the poles
in thew-plane as a function ofb and determine which poles
have been encountered in the process of deformation of the
Cagniard contour in the complexw-plane.

WhenuÞ0 and

vs
21/cosu,wc~b51,T!5c1

21/A11a2, ~37!

the complex conjugate poleswp andwp* for increasing val-
ues ofb move away fromwp(b51)5vs

21/cosu towards the
Cagniard–de Hoop path of Eq.~24!. For a certain valueb

5bp the poles and the Cagniard path meet. This means that
all the poleswp(b) and wp* (b) with 1<b<bp have to be
taken into account since these poles are encountered in the
process of contour deformation. The inequality of Eq.~37! in
fact defines a conical part of space centered around the axis
of motion (x1,0,h) of the mirrored source, with an apex at
(0,0,h) and the boundary surfaced' /(x12 l )5Avs

2c1
2221

in which d'5rAa21sin2u. Within this part of space, pole
contributions from Eq.~17! can be expected. However, as
part of the reflected field, only the pole results from points
located in the upper half-space (x3,0) in this conical do-
main are physically significant. The poles that are encoun-
tered by the contourwc(bp ,t) betweenb51 andb5bp are
obtained from the denominator in Eq.~17! as

wp~b!5
cosu

vs~12b2sin2u!

6 i
sin2uA~b221!@~vs

22c1
2!vs

22sin22u2b2#

c1~12b2sin2u!

with 1<b<bp<vs
21usinuu21Avs

22c1
2. ~38!

By setting the denominator in Eq.~17! equal to zero forw
5wp and solving forb221 we find b in terms ofwp . In
fact we find

b22152
~wp cosu2vs

21!2

sin2 u~c1
222wp

2!
. ~39!

Using this result in the expressions forg1,2(b) yields
g1,2(wp) which no longer containsb. The contribution of the
two conjugated poles in the complexw-plane is now found
from Eq. ~17! as

p̂c
refl~x,s; l !5

F

2pvsLs
E

0

Abp
2

21 du

A11u2@cos2 u2u2sin2 u#
F ~wp cosu2vs

21!R̃exp@2sr~wp1ag1~wp!!#

2i Im~wp!

1
~wp* cosu2vs

21!R̃* exp@2sr„wp* 1ag1~wp* !…#

2i Im~wp* !
G , with l 50,Ls , ~40!
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where u5Ab221 has been introduced for convenience.
With the change of variable,

w̄p5~wp2cosu/vs!/usin uu, ~41!

the vertical slownessesg1,2(wp) attain the canonical form

g1,2~w̄p!5Ac1,2
222vs

222w̄p
2. ~42!

Consequently, after expressing Eq.~40! in terms ofw̄p , we
now can seek again a parametrization ofw̄p along a contour
in the complexw̄p-plane in terms of some real and positive
variablet such that

r @w̄pusin uu1ag1~w̄p!#5t2
r cosu

vs

5t8, ~43!

and strive to reshape Eq.~40! into the Laplace transform
integral of Eq.~11!. Solving Eq.~43! for w̄p in terms oft8
yields

w̄cp~t8!5
usin uu

r ~sin2 u1a2!
t82

a

r ~sin2 u1a2!

3A~Tp8!22~t8!2, when t8<Tp8 , ~44!

w̄cp~t8!5
usin uu

r ~sin2 u1a2!
t86 i

a

r ~sin2 u1a2!

3A~t8!22~Tp8!2, when t8.Tp8 , ~45!

in which

Tp85rA~a21sin2 u!~c1
222vs

22!. ~46!

From Eq.~39! we find, consistent with Eq.~45!,

Ab22157 iF w̄cp cosu2vs
21usin uu

Ac1
222~w̄cpusin uu1vs

21 cosu!2
G ,

with ReAb221>0. ~47!

The Cagniard contourw̄cp that results from the deformation
of the pole pathw̄p is depicted in thew̄p-plane in Fig. 4 and
Fig. 5.

The original and deformed pole paths are located on the
right half of the complexw̄p-plane and both the end points of
the original and deformed pole paths coincide. It appears that
the horizontal closing paths of the deformed pole paths to-
gether only contribute for the part where the branchcut of
g2(w̄p) is present betweenw̄p(1) andw̄cp(Tp8), see Fig. 4.
This contribution represents the head-wave part of the re-
flected conical wave. In the casec1,vs,c2 ~Fig. 4! the pole
w̄p(1) is always located on the branchcut ofg2(w̄cp), hence
the horizontal closing paths in betweenw̄p(1) andw̄cp(Tp8)
contribute. In the casec1,c2,vs ~Fig. 5! however, the pole
w̄p(1) may be located to the left or to the right of the branch-
point of g2(w̄cp) on the realw̄p-axis. When

w̄p~1!,s2 , ~48!

only the parts in between the branchpoints2 and w̄cp(Tp8)
contribute, which implies that in this case,

s25w̄cp~tmin8 !. ~49!

On the other hand when

s2,w̄p~1!,w̄cp~Tp8!, ~50!

the horizontal paths contribute in the complete range in be-
tweenw̄p(1) andw̄cp(Tp8), so now

w̄p~1!5w̄cp~tmin8 !. ~51!

Consequently, in the casec1,c2,vs the separation of the
sub-domains of space adhering to the cases Eq.~48! and Eq.
~50! is found from

w̄p~1!5s2 ~52!

We obtain from Eq.~52!,

uuu5arctanAvs
2c2

22215
def

C. ~53!

The fronts of the head-waves associated with the reflected
conical waves as defined in Eq.~49! and Eq.~51! can be
expected to have different forms in the sub-domainsuuu
,C and uuu.C, respectively.

The complementary hyperbolic part of the deformed
pole paths in Figs. 4 and 5 represent the body-wave part of
the reflected conical wave. The expression fortmax8 can be
found from the substitution ofw̄cp(t8) in Eq. ~39! and using
the fact thatw̄p(bmax) does not take part in the process of
deformation, sob is real there. Employing the appropriate
parametrization of Eq.~45! or Eq. ~44! in Eq. ~40! using Eq.
~47!, we can rewrite the head-wave part and the body-wave
part of the reflected conical pressure field as separate inte-
grals with integration variablet8. By inspection we then find
for the reflected conical pressurepc

refl(x,t8; l ) with t85t
2r cosu/vs and l 50,Ls , which is decomposed into a head
wave part and a body wave part, respectively, according to
pc

refl(x,t8; l )5phc
refl(x,t8; l )1pbc

refl(x,t8; l ),

phc
refl~x,t8; l !5

F

2pvsLs

ImF R̃~w̄cp!P~w̄cp!

A~Tp8!22t82)
G

3@H~ t82tmin8 !2H~ t82Tp8!#, ~54!

pbc
refl~x,t8; l !5

F

2pvsLs

ReF R̃~w̄cp!P~w̄cp!

At822~Tp8!2)
G

3@H~ t82Tp8!2H~ t82tmax8 !#, ~55!

in which
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P~w̄cp!5
~w̄cp2utanuu/vs!@g1

2~w̄cp!1w̄cp~w̄cp2utanuu/vs!#

@w̄cp2t8usinuur 21~a21sin2u!21#@g1
2~w̄cp!1~w̄cp2utanuu/vs!

2#
, ~56!

with

tmax5tmax8 1
r cosu

vs

5
vsr cosu

c1
2

. ~57!

The minimum arrival timetmin whenc1,vs,c2 is obtained
as

tmin5tmin8 1
r cosu

vs

5
r

vs cosu
1arAc1

222~vs cosu!22,

~58!

and whenc1,c2,vs obtained as

tmin5tmin8 1
r cosu

vs

5r usin uuAc2
222vs

221arAc1
222c2

22

1
r cosu

vs

, when uuu,C, ~59!

FIG. 4. The part of the pole path

w̄p(b) ~plotted in gray! from b51 to
b5bp which is deformed into the

plotted Cagniard contourw̄cp in the

complexw̄p-plane, whenc1,vs,c2 .

FIG. 5. The part of the pole path

w̄p(b) ~plotted in gray! from b51 to
b5bp which is deformed into the

plotted Cagniard contourw̄cp in the

complex w̄p-plane, whenc1,c2,vs

and uuu,C.
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tmin5tmin8 1
r cosu

vs

5
r

vs cosu

1arAc1
222~vs cosu!22, when uuu.C. ~60!

The symbolw̄cp is defined by Eq.~44! in Eq. ~54! and by Eq.
~45! with the upper sign in Eq.~55!, wheret8 is replaced by
t8. In the casec1,vs,c2 the domain of space where the
head-wavephc

refl(x,t) can be encountered is determined by the
condition

w̄p~1!,w̄cp~Tp8!, ~61!

from which the following domain foru is found:

0,uuu,arctanSA vs
2

c1
2~11a2!

21D , ~62!

pertaining to Eq.~58!. In the casec1,c2,vs two sub-
domains can be defined where a headwavephc

refl(x,t)can be
encountered. They follow from the following conditions:

w̄cp~Tp8!.Ac2
222vs

22, when uuu,C, ~63!

w̄p~1!,w̄cp~Tp8!, when uuu.C. ~64!

We obtain the domains

arctanS aAc2
222vs

22

Ac1
222c2

222a2~c2
222vs

22!
D ,uuu,C, ~65!

pertaining to Eq.~59! and

C,uuu,arctanSA vs
2

c1
2~11a2!

21D , ~66!

pertaining to Eq.~60!, respectively. It appears that all bound-
aries in Eqs.~65!–~66! coincide whena5Ac2

2c1
2221, so

this value is the upper boundary fora. Obviously, to define
the domain of the existence of the head-waves we have to
add the inequality

h

r
<a,Ac2

2c1
2221, ~67!

as the interfacex350 determines the lower boundary ofa.

VI. THE TRANSMITTED ACOUSTIC FIELD IN
SPACE–TIME DOMAIN

In a similar way we can find space–time domain expres-
sions for the transmitted acoustic pressure field. The analysis
can be carried out along the same lines, however the Cagn-
iard contours that occur in the complexw-plane and
w̄p-plane are no longer hyperbola’s but follow from a quartic
equation. This quartic equation can be solved according to
Kooij9 with the aid of Cardano’s formula. The corresponding
contour has such a form that it can never intersect the branch

cuts that occur along the real axis in the complexw-plane.
Consequently, no head-waves are present in the transmitted
field.

A. The transmitted body-wave

In the transformation back to the space–time domain we
follow the same procedure as for the reflected body-wave.
The Cagniard–de Hoop path in the complexw-plane now
follows from the quartic equation:

t5rw1hg1~b!1x3g2~b!, ~68!

which is solved using Cardano’s formula. Substitution of the
parametrization of Eq.~68! in the expression for the trans-
mitted field in Eq.~17! yields after interchanging the order of
integration the space–time domain counterpart by inspection
according to

pb
trans~x,t; l !

52
FH~ t2Tt~1!!

2p2vsLs

ImE
b51

b5Q~t! db

Ab221

3
T̃~wc cosu2vs

21!]twc

~wc cosu2vs
21!21~b221!~c1

222wc
2!sin2 u

,

with l 50,Ls , ~69!

in whichwc is the solution of the parametrization in Eq.~68!.
The pointw5w0 on the realw-axis in between 0 and the
nearest branchpoint is the point where the Cagniard contour
leaves the realw-axis. This point is found by differentiating
Eq. ~68! with respect tow which yields

r 2wF h

g1~b!
1

x3

g2~b!
G50, at w5w0 . ~70!

From the numerically obtained functionw0(b) the corre-
sponding parametrized timeTt(b) is found via Eq.~68! as
Tt(b)5rw01hg1(b,w0)1x3g2(b,w0). The functionQ(t)
is found by solvingt5Tt(b) for b, numerically.

B. The transmitted conical wave

In a similar way as for the reflected field the poles that
are present in the denominator of the expression for the
transmitted body-wave can be encountered in the process of
contour deformation in the complexw-plane. In the transonic
situation (c1,vs,c2) the poles that are encountered repre-
sent a certain pole path fromb5bmin to b5bmax in the
complexwp-plane. With increasing depthx3 below the inter-
face x350 this range ofb reduces to zero. Hence, pole
contributions in the transmitted field in this case will only be
present within an upper part of the lower medium. We note
moreover that in this case the pole contributions are drowned
in the transmitted spherical body wave. In the supersonic
situation (c1,c2,vs) the poles encountered represent a
pole path fromb51 to b5bmax and represent a transmitted
conical wave that is precursive to the transmitted spherical
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body-wave. This pole path is again transformed to a
Cagniard–de Hoop path in the complexw̄p-plane which sat-
isfies the relation

t85t2
r cosu

vs

5r usin uuw̄p1hAc1
222vs

222w̄p
2

1x3Ac2
222vs

222w̄p
2, ~71!

wheret8 is real and positive. The end pointsw̄p(bmin) and

w̄p(bmax) of the pole path are found numerically and do not
take part in the process of deformation. They remain fixed as
these points satisfy Eq.~68!. Thet8 valuestmin8 andtmax8 that
are associated with these endpoints are found then numeri-
cally using the fact thatb(t8) is real att85tmin8 and t8
5tmax8 . Carrying out the parametrization of Eq.~71! in the

complex w̄p-plane we obtain the following space–time do-
main expression for the transmitted conical field by inspec-
tion, with t85t2r cosu/vs,

pbc
trans~x,t8; l !52

F@H~ t82tmin8 !2H~ t82tmax8 !#

2pvsLs

ReH ~w̄cp2utan uuvs
21!@g1

21w̄cp~w̄cp2utan uuvs
21!#T̃] tw̄cp

Im~w̄cp!@~w̄cp2utan uuvs
21!21g1

2#g1
J ,

with l 50,Ls , ~72!

where w̄cp is the numerical solution of Eq.~71! with t8
replaced byt8. Further, we have in Eq.~72! tmin8 5tmin

2r cosu/vs and tmax8 5tmax2r cosu/vs.

VII. NUMERICAL RESULTS

The numerical example we present in this section is an
air/water interface according to Fig. 1 in whichr151.3
kg/m3, c15328 m/s andr251000 kg/m3, c251500 m/s. In
this numerical example we assume that the source, which is
an object of lengthLs530 m and zero thickness, travels at
h58000 m above the interface with a supersonic constant
speedvs5400 m/s. The traveling speedvs is in this case in
between the wavespeeds of the two media, i.e.,c1,vs

,c2 , and will be referred to as a transonic state. In this
transonic state we will have a conical wave in the air that
will be reflected and transmitted at the interface atx350. In
Fig. 6 we present a snapshot att5480 s of the reflected
conical acoustic pressure field at 2 m above the air/water
interface, observed in the first quadrant of the horizontalx1-,

x2-plane covering an area of 160 km by 160 km. In this area
the field is calculated in a 200 by 200 grid of equally spaced
datapoints.

The amplitudes of the pressure field in Fig. 6 have been
limited to values of61026 Pa since the amplitude at the
time of arrival of the wave front has infinite amplitude due to
the root singularity in the expression for the reflected conical
pressure field. In Fig. 7 we have limited the amplitude of the
acoustic pressure even more in order to observe the lower
field amplitudes, wave front and trailing edge more clearly.

The gray bow shaped area in Figs. 6 and 7 represents the
head-wave part of the reflected conical wave. Further, it is
observed from Fig. 6 and Fig. 7 that the head-wave part has
an amplitude that is much smaller than the bodywave part of
the reflected conical pressure field. In Fig. 8 we have de-
picted the transmitted conical pressure field at 2 m below the
interface.

The shapes of the wave fronts and the trailing edges in
Fig. 8 seem to be different from the reflected conical wave,

FIG. 6. Snapshot in a horizontalx1- ,
x2-plane of the reflected conical pres-
sure field withvs5400 m/s, recorded
at x3522 m, t5480 s and the pres-
sure field limited to61026 Pa.
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FIG. 7. Snapshot in a horizontalx1- ,
x2-plane of the reflected conical pres-
sure field withvs5400 m/s, recorded
at x3522 m, t5480 s and the pres-
sure field limited to6331028 Pa.

FIG. 8. Snapshot in a horizontalx1- ,
x2-plane of the transmitted conical
pressure field withvs5400 m/s, re-
corded atx352 m, t5480 s and the
pressure field limited to61024 Pa.

FIG. 9. Snapshot in a horizontalx1- ,
x2-plane of the transmitted conical
pressure field withvs5400 m/s, re-
corded atx352 m, t5480 s and the
pressure field limited to61028 Pa.
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FIG. 10. Snapshot in a horizontalx1- ,
x2-plane of the reflected conical pres-
sure field withvs51640 m/s, recorded
at x3522 m, t5110 s and the pres-
sure field limited to61026 Pa.

FIG. 11. Snapshot in a horizontalx1- ,
x2-plane of the reflected conical pres-
sure field withvs51640 m/s, recorded
at x3522 m, t5110 s and the pres-
sure field limited to61029 Pa.

FIG. 12. Snapshot in a horizontalx1- ,
x2-plane of the transmitted conical
pressure field withvs51640 m/s, re-
corded atx352 m, t5110 s and the
pressure field limited to61026 Pa.
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however if we limit the amplitude of the field to61028 Pa
we see in Fig. 9 that the wave front and trailing edge have
the same shape.

In contrast with Figs. 6 and 7 the amplitude of the bow
shaped part, which is here part of the transmitted conical
body-wave, is now much larger than the amplitude of the
complementary part. It must be remarked again that this
transmitted conical field is not precursive; in fact it is
drowned in the transmitted body-wave field.

In the next numerical example we assume that the
source, which is an object of lengthLs530 m and zero thick-
ness, travels ath58000 m above the interface with a super-
sonic constant speedvs51640 m/s~MACH 5!. The traveling
speedvs is in this case larger then the wavespeeds of the two
media, i.e.,c1,c2,vs , and will be referred to as a super-
sonic state. In this supersonic state we will have a conical
wave in the air that will be reflected and transmitted at the
interface atx350. In Fig. 10 we present a snapshot att
5110 s of the reflected conical acoustic pressure field at 2 m
above the air/water interface, observed in the first quadrant
of the horizontalx1- , x2-plane covering an area of 160 km
by 160 km. In this area the field is calculated in a 200 by 200
grid of equally spaced datapoints.

As before, Figs. 10 and 11 show the situation for two
different levels of limitation of the pressure field.

The area inside the deformed bow represents the head-
wave part of the reflected conical wave. The right-hand side
of the head-wave front is shaped as a wedge. This is the
situation described in Sec. IV in connection with Eqs.~52!
and ~53!. The transition point between the bow shaped and

wedge shaped part correspond withu5C, while the wedge
shape and the bow shape of the head-wave front follow from
Eqs.~59! and~60!, respectively. Further, it is observed from
Fig. 10 and Fig. 11 that the head-wave part has an amplitude
that is much smaller than the body-wave part of the reflected
conical pressure field. In Figs. 12 and 13 we have depicted
the transmitted conical pressure field at 2 m below the inter-
face for two different limitations of the amplitude level.

The amplitude of the deformed bow shaped part, which
is now part of the transmitted conical body-wave, is now
much larger than the amplitude of the complementary part.

1A. T. de Hoop and J. H. M. T. van der Hijden, ‘‘Generation of acoustic
waves by an impulsive point source in a fluid/solid configuration with a
plane boundary,’’ J. Acoust. Soc. Am.75, 1709–1715~1984!.

2A. T. de Hoop and H. J. Frankena, ‘‘Radiation of pulses generated by a
vertical dipole above a plane non-conducting Earth,’’Appl. Sci. Res., Sect.
B 8, 369–377~1960!.

3D. C. Gakenheimer and J. Miklowitz, ‘‘Transient excitation of an elastic
half-space by a point load traveling on the surface,’’ J. Appl. Mech.36,
505 ~1969!.

4T. C. Kennedy and G. Herrmann, ‘‘Moving load on a fluid-solid interface:
Supersonic region,’’ J. Appl. Mech.40, 137–142~1973!.

5T. C. Kennedy and G. Herrmann, ‘‘The response of a fluid–solid interface
to a moving disturbance,’’ J. Appl. Mech.41, 287–288~1974!.

6M. C. M. Bakker, M. D. Verweij, B. J. Kooij, and H. A. Dieterman, ‘‘The
traveling point load revisited,’’ Wave Motion29, 119–135~1999!.

7L. B. Freund, ‘‘The response of an elastic solid to nonuniformly moving
surface loads,’’ J. Appl. Mech.40, 699 ~1973!.

8K. Watanabe, ‘‘Transient response of an acoustic half-space to a rotating
point load,’’ Quarterly Appl. Math.36, 39 ~1978!.

9B. J. Kooij, ‘‘Analysis of transient electromagnetic fields in an electrical
utility substation environment,’’ Ph.D. thesis, Delft University, Delft, The
Netherlands, 1994.

10D. S. Jones,The Theory of Electromagnetism~Pergamon, Oxford, 1964!.

FIG. 13. Snapshot in a horizontalx1- ,
x2-plane of the transmitted conical
pressure field withvs51640 m/s, re-
corded atx352 m, t5110 s and the
pressure field limited to61029 Pa.
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Theory of frequency dependent acoustics in patchy-saturated
porous media
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The theory of the dynamic bulk modulus,K̃(v), of a porous rock, whose saturation occurs in
patches of 100% saturation each of two different fluids, is developed within the context of the
quasi-static Biot theory. The theory describes the crossover from the Biot–Gassmann–Woods result
at low frequencies to the Biot–Gassmann–Hill result at high. Exact results for the approach to the
low and the high frequency limits are derived. A simple closed-form analytic model based on these
exact results, as well as on the properties ofK̃(v) extended to the complexv-plane, is presented.
Comparison against the exact solution in simple geometries for the case of a gas and water saturated
rock demonstrates that the analytic theory is extremely accurate over the entire frequency range.
Aside from the usual parameters of the Biot theory, the model has two geometrical parameters, one
of which is the specific surface area,S/V, of the patches. In the special case that one of the fluids
is a gas, the second parameter is a different, but also simple, measure of the patch size of the stiff
fluid. The theory, in conjunction with relevant experiments, would allow one to deduce information
about the sizes and shapes of the patches or, conversely, to make an accurate sonic-to-seismic
conversion if the size and saturation values are approximately known. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1381021#

PACS numbers: 43.20.Jr@DEC#

I. INTRODUCTION

The Biot theory is the appropriate starting point for the
analysis of acoustics in fluid-saturated porous and permeable
media, although many real materials, such as sedimentary
rocks, certainly do have other, additional operative mecha-
nisms. The theory does, however, work well in the sense that
it is usually able to predict the speeds of sound of a saturated
sample if the dry speeds are measured and the fluid proper-
ties are known. A possible exception occurs when a sample is
partially saturated with two very different fluids, such as a
gas and a liquid which shall be called ‘‘water’’ here. On the
one hand, the argument is that the effective modulus of the
pore fluid is given by Wood’s law,KW , which is exact for
the static compressibility of a two-fluid mixture. The use of
KW in the Biot–Gassmann equations then makes a prediction
about the saturation dependence of both compressional and
shear speeds. This was most convincingly demonstrated by
Murphy ~1984! and subsequently by Mavko and Mukerji
~1998!. On the other hand, if one of the two fluids is a gas
this Biot–Gassmann–Woods~BGW! theory predicts that
there is a very abrupt change in the compressional modulus
when only a very small gas saturation is introduced; essen-
tially the compressional modulus is either the dry value or
the fully saturated value and it is very unlikely to lie in
between the two limits. This feature is seriously questioned
by the acoustic logging data of Brieet al. ~1995! who
showed that there is a continuum of measured speeds ranging
from the dry to the saturated values.

A possible way out had been suggested by White~1975!
and White et al. ~1976! who showed that if the acoustic

sample is 100% saturated with water in some regions
~‘‘patches’’!, and 100% saturated with gas in others, then the
BGW limit holds only if the frequency is so low that the pore
pressure has time to equilibrate between the two phases.@In
point of fact, this last low frequency limiting feature was
pointed out by Dutta and Ode´ ~1979a, b! and Dutta and Seriff
~1979c! who corrected several mistakes in the original White
papers.# This equilibration process is governed by the so-
called Biot acoustic slow wave, a diffusive phenomenon in
which the diffusivity depends upon the permeability of the
sample, the viscosity of the fluid, etc. Norris~1993! pointed
out that the high frequency limit of this process is a situation
in which the shear modulus is globally constant and the bulk
modulus is piecewise constant within each patch. Thus
within each patch the bulk modulus is given by the Biot–
Gassmann equation evaluated with respect to the saturating
fluid within that patch. Within the context of ordinary elas-
ticity theory, when the shear modulus is everywhere con-
stant, Hill’s theorem@Hill ~1963, 1964!# gives the exact re-
sult for the resulting effective modulus for the composite.
This Biot–Gassmann–Hill~BGH! result for the effective
bulk modulus is much more smoothly varying as a function
of gas saturation than is the BGW theory. Dvorkinet al.
~1999! showed, in fact, that BGH, considered as a function
of saturation, is numerically very similar to the empirical
formula proposed by Brieet al. ~1995!. Finally, a number of
authors have shown experimentally that it is possible to see
either BGW or BGH behavior, depending upon the saturation
protocol and the measurement frequency@Mavko and Nolen-
Hoeksema~1994!; Knight et al. ~1998!; Cadoretet al. ~1995,
1998!; Mavko and Mukerji~1998!#. To be sure, not all of
these authors give the same interpretation to the underlying
physical phenomenon as I do here, although all of them doa!Electronic mail: thesound@ridgefield.sdr.slb.com
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see a dramatic difference in acoustic properties, depending
upon saturation technique and/or frequency.

The crossover frequency between BGW and BGH scales
roughly asvc;D/L2, whereD is the slow wave diffusivity
@cf. Eq. ~9! ~below!# in the region with the ‘‘harder’’ fluid
~water!, andL is the ‘‘size’’ of the patch for that fluid. The
goal of this article is to present a simple theory of the fre-
quency dependence of that crossover, which depends upon
only two parameters reflective of the patch geometry. It is
presumed that the frequency is always low compared to two
different crossover frequencies,vB , the Biot frequency, and
vx , the frequency at which the wavelengths become compa-
rable to the size of the patches.

One of the parameters in the theory is simply the spe-
cific area of the boundary surface between the two patches
~the ratio of the surface area to the sample volume!. There-
fore, one could in principle determine the sizes of the patches
by means of the observed frequency dependence of the
acoustic speeds and attenuations. These two parameters ap-
pear in the exact results for the approach to the aforemen-
tioned high and low frequency limits, which are discussed in
the next section. The general features of the crossover behav-
ior, including the low and high frequency limits, are illus-
trated with two simple, specific geometries, the concentric
spheres and the periodic slab geometries, in Sec. III. The

simple model forK̃(v) respects these low and high fre-
quency limits as well as other, general properties of the exact
result, considered as a function of complex-valued fre-
quency. It is described in Sec. IV.

In Sec. V the model is used in conjunction with the
Pochhammer–Cree equation to investigate the dispersion
and attenuation of extensional modes in a fully saturated
cylinder. Comparison is made against calculations done with
the full Biot theory in that geometry. This allows one to
validate the use of the theory in the frequency range around
vc as well as to see its breakdown as one crossesvx and
vB . The paper is summarized in Sec. VI where it is indi-
cated how one might use this model in a practical sense to
extract information about the size and shape of the patches.
As far as I am aware, there is no other existing technique for
doing so except, perhaps, in the case that a gas patch is so
large it may be detected as a ‘‘bright spot’’ in seismic reflec-
tions.

It is understood that other mechanisms, such as the mi-
croscopic ‘‘squirt’’ mechanisms@Mavko and Nur ~1979!;
Murphy et al. ~1986!#, may well dominate the effects consid-
ered here. It is known that the squirt mechanism in sandstone
is greatly reduced if there is a nominal confining stress on the
sample which closes all the cracks. It is also known that
acoustic speeds in carbonate rocks are generally less sensi-
tive to applied pressure@Anselmetti and Eberli~1993!; Win-
kler and Liu ~1996!#, which implies that carbonate rocks
have fewer ‘‘cracks’’ to close than do sandstones. Therefore,
the dominant mechanism forin situ, partially saturated rocks
may well be the patchy saturation effect. In any event, this is
the exclusive focus of the present manuscript. Even within
the context of patchy saturation, it may well be the case that
the wetting fluid preferentially saturates regions of small
pores, because of capillary effects@Goertz and Knight

~1998!#. This effect is also not considered in the present
manuscript. Rather, the porous medium is assumed to be
everywhere homogeneous, except for the saturating fluid.

II. THEORY

A. General considerations

Consider, then, a porous and permeable solid, which we
presume to be describable by the Biot equations. It is satu-
rated with two different Newtonian fluids, having saturations
S1 andS2512S1 ; at any point in the sample it is saturated
100% either with the one fluid or the other. Within the con-
text of the Biot theory we consider the response of the
sample to a uniform compressive stress, applied at a finite
frequency. We presume that this frequency is low enough
that throughout the sample the Biot theory is everywhere in
its low frequency limit. Thus the fast compressional and
shear waves are nondispersive and nonattenuating whereas
the slow compressional wave is diffusive in character. The
starting equations are essentially those of Biot~1956!:

05¹•t, ~1!

fS ]U

]t
2

]u

]t D52
k

h
¹pf . ~2!

Here, the tensort represents the total stress~solid plus fluid
phases!, pf is the pore pressure,u(U) is the displacement of
the solid~fluid! phase,f is the porosity,k is the permeability,
andh is the fluid viscosity.t andpf are related to the strains
in the fluid, Ei j , and solid,e i j , phases in the usual manner
@Biot ~1956!#:

t5@~P1Q22N!e l l 1~R1Q!Ell #d i j 12Ne i j , ~3!

pf52
1

f
@REll 1Qe l l #. ~4!

Explicit expressions forP, Q, andR in terms ofKs , the bulk
modulus of the solid phase,Kb , the bulk modulus of the
porous skeleton, andK f the bulk modulus of the pore fluid,
are given by Biot and Willis~1957! in somewhat awkward
form; they are also given in Johnson~1986!:

P5
~12f!@12f2Kb /Ks#Ks1f~Ks /K f !Kb

12f2Kb /Ks1fKs /K f
1

4

3
N,

Q5
~12f2Kb /Ks!fKs

12f2Kb /Ks1fKs /K f
, ~5!

R5
f2Ks

12f2Kb /Ks1fKs /K f
.

N is the shear modulus of the skeleton frame. Written in this
way, continuity oft•n̂, pf , u, and U"n̂ are guaranteed by
Eqs.~1! and~2! even if the fluid properties are discontinuous
across a surface whose outward normal isn̂.

Equations~1! and~2! follow from the full Biot equations
simply by setting to zero all inertial terms and by taking the
dynamic permeability,k̃(v), equal to its dc value,k; this is
essentially the approach employed by Norris~1993!. Dutta
and Ode´ ~1979a, b! also explicitly showed that this approach
gives the same results as the full Biot theory as long as the
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frequency is low enough. The requirement isv!vB where
the Biot crossover frequency is expressible in terms of the
fluid density,r f , and the tortuosity of the pore space,a` as

vB5
hf

kr fa`
, ~6!

using the notation of Johnsonet al. ~1994!.
In a homogeneously saturated medium the ‘‘normal

mode’’ solutions of Eqs.~1! and~2! are as follows:~a! There
are solutions in which the fluid and solid are locked together,
u5U, and the total stress is related to their~mutually equal!
strain by the usual equations of isotropic elasticity:t i j

5KBGe l l d i j 12N(e i j 2(1/3)e l l d i j ). Here, N is the shear
modulus of the porous skeleton andKBG[P12Q1R
2(4/3)N is the Biot–Gassmann result for the compressive
modulus:

KBG~K f !5
Ks1@f~Ks /K f !2f21#Kb

12f2~Kb /Ks!1f~Ks /K f !
. ~7!

The dependence ofKBG on K f is emphasized for later use.
~b! There are also solutions to Eqs.~1! and~2! in which

the fluid and solid are not locked together and all relevant
quantities obey a diffusion equation with a diffusivity given
by:

D~K f !5
k

hf2

PR2Q2

P12Q1R
, ~8!

where an explicit expression forD and limiting behaviors
thereof are given in Chandler and Johnson~1981!:

D~K f !5
kKf

hf S 11
K f

f~Kb1~4/3!N! H 11
1

Ks
F4

3
NS 12

Kb

Ks
D

2Kb2fS Kb1
4

3
ND G J D 21

. ~9!

Were the medium to be homogeneously saturated with a
single fluid, these equations, taken literally, imply that com-
pressional and shear waves should propagate unattenuated
with speeds given by

Vp5A@KBG1~4/3!N#/r ~10!

and

Vsh5AN/r, ~11!

respectively.~r is the total density.! The neglected terms in
the full Biot equations predict, among other things, that the
compressional and shear modes are dispersive and possess
attenuation; these effects are explicitly neglected in this ar-
ticle as compared against those induced by patchy saturation.

If saturation of the sample occurs in patches, however,
in which two different fluids occupy different regions then, at
any instance of time, the wave-induced pore pressure in the
one fluid will be different from that in the other. The pres-
sures will try to equilibrate via the diffusive mechanism
mentioned above. All relevant quantities will vary continu-
ously from point to point. There is a crossover frequency
which is determined by the time it takes a pressure wave to
diffuse across a characteristic patch size. This claim can be
made more precise, as follows.

It is assumed that although the saturation occurs in
patches, there is a size scale, large compared to the patches,
but small compared to a relevant acoustic wavelength, over
which the sample is statistically homogeneous from one such
region to the next. What are the elastic properties of such a
region? Consider a characteristic volume element and imag-
ine either that it is periodically repeated throughout spaceor
that the external boundary is sealed against flow. In either
case, the condition

E @u2U#•n̂ dS50 ~12!

holds true on the bounding surface. The sample is subjected
to an oscillatory external normal stress,t•n̂52Pen̂e2 ivt,
which is spatially uniform over the bounding surface and this
induces an oscillatory change in the sample volume,
dVe2 ivt. The relevant question is: What is the effective bulk
modulus,K̃(v)52V(Pe /dV), of the sample? In general,
the answer to this question depends upon the spatial distri-
bution of the two fluids, but there are simple, exact results
which apply to the high and low frequency limits.

This question makes sense only if the frequency is low
enough that the wavelengths of the fast compressional and
shear waves are large compared to the dimensions of the
patches. That is, in addition tov!vB as discussed above,
the conditionv!vx should hold where

vx;Vsh/L. ~13!

Vsh is the speed of the slower shear wave in the two patches
and L is a characteristic patch dimension. The theory pre-
sented here presupposes, then, thatvc!(vB ,vx) so that one
can investigate the crossover region fromv!vc to v@vc

while maintaining the validity of the two quasistatic assump-
tions v!(vB ,vx). Let us, therefore, consider the low fre-
quency and high frequency limits of Eqs.~1! and~2! with the
understanding that the frequency is never so high as to vio-
late the quasistatic assumption. Depending on the values of
the parameters in the problem, of course, it is possible that
there may be no window of validity for this quasi-static ap-
proximation. In Sec. III I will discuss a specific example of a
geometry in whichvc , vx , andvB are readily apparent. To
the extent that the physics can accurately be described by
Eqs.~1! and ~2! it is clear thatK̃(v) is a scaled function of
the combinationvL2/k, where L is an overall size factor
@Dutta and Ode´ ~1979a, b!#. Thus the results presented in this
article can be rescaled for different permeabilities and differ-
ent overall sizes.

B. Low frequency limit

If the frequency is low enough, then during each half
cycle of oscillation the fluid in the pore space is able to
equilibrate at a common value. The effective modulus of the
pore fluid is given by Wood’s law,KW , which is exact for
the static modulus of two liquids:

1

KW
5

S1

K f 1
1

S2

K f 2
, ~14!
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where Sj and K f j are the saturation and modulus, respec-
tively, of the j -th fluid. From Eqs.~1! and ~2! it is an exact
result, independent of the spatial distribution of the fluids,
that the static modulus is given by the Biot–Gassmann ex-
pression for a fictitious fluid whose modulus isKW :K̃(v

50)5KBG(KW)5
def

KBGW, which makes physical sense. This
is proven directly from Eqs.~1! and~2! in Appendix A; Dutta
and Ode´ ~1979b! had proved this explicitly for the spherical
shells model but it is true for any patch geometry. From Eq.
~14! it is clear that when the fluids, gas and water, say, have
moduli which differ by orders of magnitude, as in Table I,
thenKBGW is dominated by the properties of the more com-
pressive fluid, unless the saturation is nearly 100% that of the
other fluid.

One can do better, however, by developing a perturba-
tion theory in which the solution is expanded in powers ofv,
viz:

u~r ;v!5u~0!~r !2 ivu~1!~r !1~2 iv!2u~2!~r !1¯ ,
~15!

and similarly for the other variables. Equations~1! and ~2!
must hold order by order, and so the solution at zeroth order
becomes a source term for the first order, etc. For example,
the first order contribution to the pore pressure satisfies

¹•H 1

h~r !
¹pf

~1!J 52
f

k
@Ell

~0!2e l l
~0!#. ~16!

The idea is that the macroscopic expression for the energy
dissipation per cycle, which can be expressed in terms of
K̃(v), is equal to the same quantity expressed as a volume
integral of the appropriate combination of microscopically
varying field variables. This equality must hold order by or-
der, in powers ofv. The macroscopic expression for the
power dissipation averaged over one cycle is

P̄5
1

2
RealE ]u*

]t
•t•n̂ dS[2

1

2
RealF ivV

uPeu2

K̄~v!
G ,

~17!

where the integral is taken over the bounding surface of the
sample. The microscopic expression is

P̄52
1

2
RealE fS ]U*

]t
2

]u*

]t D •¹pf dV. ~18!

From Eq.~18! it is simple to see that the lowest order non-
zero contribution toP̄ is proportional tov2 and it involves

pf
(1) , u(0), and U(0) ~becausepf

(0) is spatially uniform!.

Therefore, from Eq.~17!, K̃(v) must have an expansion of
the form

lim
v→0

K̃~v!5KBGW@12 ivT1O~ iv!2#, ~19!

where the real-valued parameterT.0 is defined in terms of
the solution to an auxiliary problem which follows directly
from Eq. ~16!. Let

g~r !5
~12Kb /Ks!~1/KW21/K f~r !!

~12Kb /Ks2fKb /Ks1fKb /KW!
~20!

and letF(r ) be the solution to

¹•F 21

h~r !
¹F~r !G5g~r !. ~21!

The result forT, after a lot of algebra, is

T5
f2

k

KBGW

V E g~r !F~r !dV. ~22!

Equation~21! is mathematically equivalent to an electrical
conductivity problem in which there is a position dependent
conductivity, 1/h(r ), and a distributed current source,g(r ),
for which electrical neutrality,*g(r )dV[0, is guaranteed by
Eq. ~14!. The functionF(r ) plays the role of the electrostatic
potential. Consequently, the parameterT depends on the ge-
ometry of the patches in a complicated and nonlocal way,
which can be solved only in certain simplifying geometries,
as is done later in this section.

The physical significance of the parameterT can be
more easily understood in the simple extreme in which one
phase ‘‘gas’’ is much more compressible and much less vis-
cous than the other ‘‘fluid’’ phase:Kg!K f andhg!h f , i.e.,
as if the gas phase is a simple vacuum. Define the auxiliary
function F̃, defined on the space occupied by the fluid,Vf ,
by

¹2F̃521 rPVf , ~23!

subject to the boundary condition

F̃[0 ~24!

on the interface with the vacuum phase, as well as the usual
no net-flow boundary condition on the external surface of the
sample. The relevant ‘‘size’’ of the fluid phase,l f , may be
defined by integratingF̃ over the space occupied by the
fluid:

l f
25

def 1

Vf
E

Vf

F̃ d3r . ~25!

This kind of definition of an effective size occurs in other
contexts involving diffusion@Torquato ~1991!; Eqs. ~19!–
~21! of Wilkinson et al. ~1991!; Bug et al. ~1992!#. For the
special case of a sphere of radiusR, l f5R/A15. Also, let us
define a diffusion coefficient:

TABLE I. Values of input parameters for the calculation of patchy saturation
effects.

f 0.284
Ks 35 GPa
Kb 2.637 GPa
N 1.740 GPa
k 10213 m2

K f ~water! 2.25 GPa
h ~water! 1023 Pa s
K f ~gas! 105 Pa
h ~gas! 1025 Pa s
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DT5
def kKb

Sfh f S 12
Kb

Ks
D 2 . ~26!

DT is reminiscent of, though distinct from, the diffusivity of
a deformable skeletal frame in an incompressible, viscous
fluid @cf. Eq. ~2.11! of Johnson~1982!#. Then, in this limit
that the one phase is a vacuum, the parameterT is the mean
lifetime for diffusion across the fluid patch:

lim
~hg ,Kg!→0

T[ l f
2/DT . ~27!

Note that, in this limit,T is independent of the modulusK f .
Note also that the parameterT is always inversely pro-

portional to permeability. It is worth recalling that the ne-
glected terms in the full Biot theory also predict a low fre-
quency dependence analogous to Eq.~19! but with a
coefficient which is proportional tok @Johnsonet al. ~1994!#.
Therefore, there is a critical value of the permeability such
that if the sample permeability is higher than this value, the
neglected terms in the full Biot theory are more important
than the patchy saturation mechanism considered here. In
such cases, the full Biot theory must be used, rather than the
quasi-static limit of Eqs.~1! and~2!. The situation is similar
to that which may occur in the extensional modes of a per-
meable cylinder@Johnson and Kostek~1995!#. To oversim-
plify somewhat, one may say that in these situationsvB

,vc , thus invalidating one of the key assumptions for this
kind of theory.

C. High frequency limit

If the frequency is high enough the pore pressures in the
two phases do not have enough time to equilibrate within
one half cycle. Consequently, to a first approximation the
pore pressure is constant within each phase, and there is a
discontinuous jump in pore pressure across the boundary be-
tween phases. The situation is that the shear modulus is ev-
erywhere constant, having valueN, whereas the bulk modu-
lus has the valueK15KBG(K f 1) in region 1 and similarly for
region 2. In such a situation Hill’s theorem@Hill ~1963,
1964!# is an exact result for the effective bulk modulus of the
composite, which shall be denotedKBGH:

1

KBGH1~4/3!N
5

S1

K11~4/3!N
1

S2

K21~4/3!N
. ~28!

The composite is always elastically isotropic whether or not
the geometry is isotropic. Thus the high frequency limit of
K̃(v) is KBGH, as Norris~1993! more or less has observed.
Hill’s theorem was originally proved for the case of two
constituents but the obvious extension of Eq.~28! to the case
of arbitrarily varyingK(r ) is also true@Milton ~2001!#.

To this point, on the surface which separates region 1
from region 2 the total stress is continuous, the displace-
ments of the fluid and of the solid~which are locked to-
gether! are continuous, but the pore pressure is discontinu-
ous, having a valuepf

(1) in region 1 and similarly for region
2. ~pf

( j ) has a different meaning than it did in the previous
subsection.! In reality, continuity of pore pressure is achieved

by the generation of a slow compressional wave which
propagates/diffuses away from the interface. In the immedi-
ate vicinity of the interface the pore pressure is, therefore,

pf~r !5H pf
~1!1A exp~2 iq1x! x,0

pf
~2!1B exp~ iq2x! x.0

, ~29!

wherex is a local coordinate normal to the interface and

qj5Aiv/D j ~30!

is the wave vector of the slow wave in regionj 51,2 in terms
of the diffusion coefficient given by Eq.~8!. It is understood
that the frequency is high enough thatuqj

21u is everywhere
small compared with the local radius of curvature on the
surface so that locally the interface is flat. AmplitudesA, B
are determined by the requirement that the pore pressure,
pf(r ), and the fluid flux,f@u2U#•n̂, be continuous:

A52
h1AD1@pf

~1!2pf
~2!#

h1AD11h2AD2

, ~31!

B5
h2AD2@pf

~1!2pf
~2!#

h1AD11h2AD2

. ~32!

By setting the macroscopic dissipation implied byK̃(v), Eq.
~17!, equal to the volume integral of the microscopic dissi-
pation engendered by this slow wave mechanism, Eq.~18!,
one can derive an expression for the imaginary part ofK̃(v)
in this high frequency limit, valid for real-valuedv. Recog-
nizing that K̃(2v* )5K̃* (v) when v is extended to the
complex plane allows one to deduce an analytic expression
for the approach to the high frequency limit:

lim
v→`

K̃~v!5KBGH@12G~2 iv!21/21¯#, ~33!

where the real-valued coefficientG is

G5
kKBGH

h1AD11h2AD2

* uDpf u2 dS

uPeu2V
, ~34!

and Dpf5pf
(1)2pf

(2) is the would-be discontinuity in pore
pressure across the interface,S, between the two regions.

Although the pore pressure and the relative flux are now
continuous, the total stress and the individual displacements
are now slightly discontinuous. However, the amplitudes of
these discontinuities are of orderO(v21/2) and they extend a
distance from the interface which is also of orderO(v21/2).
Therefore, corrections to Eq.~33! are of orderO(v21/2)
3O(v21/2)5O(v21). These corrections, therefore, do not
affect the validity of Eq.~33!.

It is a remarkable feature of Hill’s theorem that the volu-
metric component of the strain,e l l , is spatially uniform
within each region and the theorem specifies how this con-
stant value relates to the applied compressive stress,Pe , as
well as to the elastic constants of the two phases: cf. Eqs.
~4.12! of Hill ~1963!:

e l l
~ j !52

@K32 j1~4/3!N#Pe

K1K21~4/3!N~S1K11S2K2!
, ~35!
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where j 51,2 labels the region in question. This result holds
independent of the shape of the patch and is true even if the
patch is not contiguous. Since the pore pressure in each
phase, far from the interface, is given bypf

( j )52(1/f)(Rj

1Qj )e l l
( j ) from Eq.~4! for the j -th region, we have the result

that the would-be discontinuity is constant along the inter-
face between the two regions and may therefore be factored
outside the integral in Eq.~34!. The final result may be suc-
cinctly written as:

lim
v→`

K̃~v!5KBGHF12UDpf

Pe
U2 S

V

i

q*
1¯G , ~36!

where Dpf /Pe is the would-be discontinuity in pore pres-
sure, relative to the applied external stress, and is given ex-
actly as:

Dpf

Pe
5

~R21Q2!@K11~4/3!N#2~R11Q1!@K21~4/3!N#

fS1K1@K21~4/3!N#1fS2K2@K11~4/3!N#
.

~37!

The effective wave vector,q* , is a property of the two
phases adjoining the interface:

q* 5Aiv/D* , ~38!

where the effective diffusivity is

D* 5F k KBGH

h1AD11h2AD2
G 2

. ~39!

S/V is the ratio of the boundary area between the two phases,
S, to the sample volume,V. In Eq.~36! it is the only quantity
which is reflective of the patch geometry;KBGH, D* , and
Dpf depend only upon the saturation values.

III. EXAMPLES: SLAB AND CONCENTRIC SPHERES
GEOMETRIES

To illustrate these high and low frequency limits as well
as the general frequency dependence of this crossover phe-
nomenon, it is straightforward to consider two simple geom-
etries:~a! The concentric spheres geometry whereby region 1
is a sphere of radiusRa surrounded by region 2 of outer
radiusRb . By imposing the no-flow boundary condition on
the outer surface White~1975! and Dutta and Ode` ~1979a, b!
have used this geometry as a model for a periodic array of
spherical inclusions. One hasS15(Ra /Rb)3, S/V
53Ra

2/Rb
3, and Eq.~21! can be solved in closed form to get

the following expression forT:

T5
KBGWf2

30kR0
3 $@3h2g2

215~h12h2!g1g223h1g1
2#Ra

5

215h2g2~g22g1!Ra
3Rb

215g2@3h2g2

2~2h21h1!g1#Ra
2Rb

323h2g2
2Rb

5%. ~40!

~b! The periodic slab geometry whereby region 1 is a layer of
thicknessL1 and region 2 is a layer of thicknessL2 , peri-
odically repeated as in Whiteet al. ~1976! and Norris~1993!.
Here, S15L1 /(L11L2), S/V52/(L11L2), and, again,T
can be evaluated in closed form:

T52
KBGWf2

6k~L11L2!
$h1g1

2L1
313h1g1g2L1

2L2

13h2g1g2L1L2
21h2g2

2L2
3%. ~41!

Equations~1! and~2! can be solved numerically exactly
using techniques analogous to those of, e.g., Dutta and Ode`
~1979a, b!, for the concentric spheres, and Norris~1993!, for
the slab geometries. The method of solution is described in
Appendix B. The patchy effect is maximized when the frame
modulus is relatively weak~so that the overall stiffness is
sensitive to the type of fluid saturation!, one fluid is gas and
the other is a liquid such as water~so that the two fluids are
quite different!, and the gas saturation is relatively small~so
that BGW and BGH have very different values!. The param-
eter set in Table I was chosen with these conditions in mind.
The results are shown in Fig. 1 for three geometries, all at the
same gas saturation,Sg510%. The left column is the real
part of K̃(v), whereas the right column is the specific at-
tenuation, 1/QK52ImagK̃(v)/RealK̃(v). The first and
second rows are for the concentric spheres geometry. In the
top row the gas occupies the inner sphere, whereas in the
second row water occupies the inner sphere. The third row is
the slab geometry. The results are plotted over a wide fre-
quency range simply to emphasize the approach to the lim-
iting results, Eqs.~19! and ~33!. In reality, the frequency
vx /(2p), Eq. ~13!, is approximately 8 kHz. The Biot cross-
over frequency, Eq.~6!, is vB /(2p)5128 kHz.

The solid lines are the results of numerical calculations.
The values forKBGW and KBGH are indicated as horizontal
dashed lines (KBGW,KBGH). The high and low frequency
asymptotes, Eqs.~19! and~36!, are indicated as dotted lines;
the real part of Eq.~19! is simply KBGW. The dashed line is
the theoretical model, to be discussed in the next section. It is
immediately apparent that the shapes of the curves forK̃(v)
are quite different in the three cases even though the values
of KBGW andKBGH are the same~because the values for the
saturations are the same!. Moreover, the shapes donot
change if one simply rescales the relative sizes in the geom-
etry while keeping the saturations fixed. This resizing simply
rescales the frequency axis, leaving the shapes unaffected, as
was discussed earlier in this section. An understanding of
these different shapes is provided by the theoretical model,
as follows.

IV. THEORETICAL MODEL FOR K̃ „v…

Any closed-form expression forK̃(v) with claims to be
accurate is constrained, not only by Eqs.~19! and ~36!, but
also by fairly general considerations based on causality.
Since the relaxation mechanism is diffusive in character, any
singularities ofK̃(v) as well as those of 1/K̃(v) must occur
for v on the negative imaginary axis. Moreover, because
K̃(v) is the Fourier transform of a real-valued response
function, one has the reflection symmetry

K̃~2v* !5K̃* ~v!. ~42!

These properties are proven in Appendix C. Although there
must be an infinitude of such analytic functions that satisfy
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these exact relations, it is likely that any two of them differ
very little from each other, or from the exact solution, for
values ofv on the real axis. What might such an analytic
function look like? In order for Eq.~33! to be satisfied, it
must have either a branch point somewhere on the negative
imaginary axis, or an infinite sequence of poles on the nega-
tive imaginary axis. It must also obey Eq.~19!. The very
simplest imaginable such function is, perhaps, that suggested
by Prideet al. ~1993! in an analogous context:

K̃~v!5KBGH2
KBGH2KBGW

12z1zA12 ivt/z2
, ~43!

where consistency with Eqs.~19! and ~33! requires

t5FKBGH2KBGW

KBGHG G2

~44!

and

z5
~KBGH2KBGW!3

2KBGWKBGH
2 TG25

~KBGH2KBGW!

2KBGW

t

T
. ~45!

In Eq. ~43! the branch cut in the definition of the square root
function, AZ, is taken to be along the negative realZ-axis.

With this convention, it is straightforward to demonstrate
that all poles, zeroes, and branchcuts of Eq.~43! lie on the
negative imaginaryv-axis. There is a simple pole if and only
if z.1. This function, for real values ofv, is plotted in Fig.
1 as dashed lines. It is clear that it is an excellent approxi-
mation to the exact solution in all cases. Note that the pa-
rametersz andt arenot fitting parameters, but are calculated
from S/V and T separately, as indicated above, so that Eq.
~43! has the correct, exact limiting behaviors. Moreover, the
validity of the comparison has been checked over the range
of saturationsSg51% to Sg599%. There is no need to
consider different values of the permeability or of the overall
size scale since they simply change the scale of the fre-
quency axis. The examples used here are for a relatively
compressible rock, using gas and water. If a more rigid rock
were used, or if the two fluids were more similar, then the
patchy saturation effect is diminished, but Eq.~43! is able to
accurately describe the physics.

To the extent that Eq.~43! accurately describesK̃(v), it
is obvious that the parameterz, given by Eq.~45!, is a shape
parameter, whereast sets the frequency scale. Whenz,1,
the crossover region is quite broad, whereas whenz.1,

FIG. 1. Dispersion~Real@K̃(v)#! and

attenuation @1/QK52ImagK̃(v)/

RealK̃(v)# due to the patchy satura-
tion effect for a gas/water combina-
tion, Sg510%, in three different situ-
ations. Solid lines are numerically
exact solutions, dotted lines are the
high and low frequency limiting ex-
pressions, Eqs.~36! and ~19!, and
dashed lines represent the analytic ex-
pression, Eq.~43!. ~a! Top row: The
gas is located in an inner sphere,Ra

54.642 cm, surrounded by a shell of
water, Rb510 cm. ~b! Middle row:
The roles are reversed, Ra

59.655 cm, Rb510 cm. ~c! Bottom
Row: A periodic slab geometry,Lg

52 cm, Lw518 cm. The other mate-
rial parameters are listed in Table I.
The values ofz, Eq. ~45!, are shown.
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the crossover region is quite narrow, as seen in the examples
of Fig. 1. When z.1, Eq. ~43! has a simple pole at
v52 i (2z21)/t. It is this pole which causes the specific
attenuation, 1/QK , to overshoot the high frequency asymp-
tote in the first row of Fig. 1. There is no pole anywhere in
the complexv-plane whenz,1. It bears emphasizing, how-
ever, that the numerically exact solution doesnot have the
same singularities as does the model, Eq.~43!. Rather, the
former possesses a countably infinite sequence of simple
poles on the negative imaginary axis and no branch points.
Fortunately for the success of this model, acoustic measure-
ments are done with real values for the frequency.

Finally, the results of this section allow one to make a
more careful definition of the crossover frequency. A reason-
able choice would be that frequency where the high and low
frequency asymptotes for 1/QK intersect, as is seen in the
right half of Fig. 1. From Eqs.~19!, ~36!–~39!, and~45! this
frequency may be written as

vc5D* F 2KBGW
2 KBGH

4 z2

~KBGW2KBGH!6G1/3S Dpf

Pe
D 4F S

VG2

. ~46!

As was indicated in the Introduction, the crossover frequency
is of the form vc5D/L2, but to the extent thatz'1, it
would appear that the relevant diffusivity isD* ; the relevant
patch size isV/S, modified by the prefactors as indicated.
These prefactors, however, depend only upon the numerical
value of the saturations and not on the patch geometry. There
may very well be better ways of rewriting Eq.~46!.

V. MODES IN A FULLY SATURATED POROUS
CYLINDER

The previous sections dealt with situations in which the
two conditions,v!vB and v!vx , were presumed to be
valid even though the frequency may be large or small com-
pared tovc . In this section I describe a simple geometry in
which all three crossover frequencies are readily apparent
and for which the quasi-static limit is well-described by the
effective bulk modulus given by Eq.~43!.

Consider a porous and permeable cylindrical rod, of ra-
dius a, which is fully saturated with a Newtonian fluid. Let
us assume the pore space is ‘‘open’’ to the surrounding air,
which can successfully be approximated as a vacuum. The
question is: What are the axially symmetric normal modes of
propagation in such a system? Here, a normal mode is one
for which the axial and temporal variations of the displace-
ments and stresses are given by exp@i(kz(v)z2vt)#. It may
seem that this problem is unrelated to the topic of this article
inasmuch as the pores are now open, not sealed, but I will
demonstrate not only that the patchy saturation model, Eq.
~43!, is relevant but also that this problem can clearly dem-
onstrate the various crossover frequencies.

If the rod were simply an elastic material, the dispersion
of the normal modes,kz(v), would be given in terms of the
solution to the classical Pochhammer–Cree equation, which
naturally follows from the requirement that the relevant
stress components vanish on the surface of the rod. See, for

example, Eq.~6.131! of Achenbach~1973!. The inputs to this
equation are the density,r, the bulk modulus,K, the shear
modulus,N, and the radius,a, of the rod.

For the case at hand in which the rod is porous and
permeable, the Biot theory must, in general, be used. The
validity of using the Biot theory to describe extensional
modes in open-pore rods was established experimentally by
Mörig and Burkhardt~1989!. The method of calculation is
analogous to that of the Pochhammer–Cree equation but be-
cause there are fast and slow compressional components to
the modes, as well as a shear component, there needs to be
an additional boundary condition for which there is no ana-
log in ordinary elasticity theory. If the pore space of the rod
is open to the surrounding air, the additional boundary con-
dition is taken to be that the pore pressure vanishes on the
surface of the rod:pf(r 5a)50. Of course the total stress
also vanishes on the surface:t(r 5a)•n̂50. Results of such
numerical calculations are described by Dunn~1986! and by
Johnson and Kostek~1995!. The desired complex-valued
wave vector,kz(v), is given as a root of a specific determi-
nantal equation. The results of such calculations using the
parameter set of Table I are presented in Fig. 2. In order to
use the full Biot theory it was assumed thatr f

51000 kg/m3, rs52650 kg/m3, and a`53.52 in the nota-
tion of Johnson and Kostek~1995!. The radius of the cylin-
der is a510 cm. The phase velocity,VE , and the specific
attenuation, 1/QE , for these extensional modes are related to
kz(v) by

kz~v!5
v

VE~v! F11
i

2QE~v!G . ~47!

There are three distinct features in these plots which will be
discussed momentarily.

First, however, suppose for a moment that the rod is
saturated in an inner cylinder of radiusb,a. If the pore
space in the regionb,r ,a is ‘‘saturated’’ by vacuum then
pf(r )[0 in the regionb,r ,a. In this case, it really does
not matter if the outer radius is sealed or open. Therefore the
low frequency acoustics of this system may be accurately
described by the modelK̃(v), Eq. ~43!. SinceKg[0, one
hasKW50 andKBGW5Kb regardless the value ofb. This is
still true in the limitb→a, i.e., if the porous cylinder is fully
saturated and the open-pore boundary condition holds. In Eq.
~43! one hasSf→1, KBGH→KBG(K f), and S/V→2/a. The
diffusion lengthl f , Eq. ~25!, is l f→a/A8 @Wilkinson et al.

~1991!#. It is simple enough to useK̃(v), Eq. ~43!, in the
Pochhammer–Cree equation and repeat the mode search in
order to determine the dispersion and attenuation of exten-
sional modes. These results are also plotted in Fig. 2.

Three observations are noted:~1! The structure that is
centered in the region 10–100 Hz is precisely the patchy
saturation effect about which this article is concerned. The
model K̃(v) does an excellent job of accurately describing
the acoustic properties in this region, as it was intended to
do. ~2! The dispersion centered at 4 kHz is due to the fact
that the wavelengths are becoming comparable to the radius
of the cylinder. This feature is essentially identical to that
calculated from the Pochhammer–Cree equation using a fre-
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quency independent modulus given byKBG(K f). Strictly
speaking, this is now outside the intended range of validity
of the patchy saturation model, Eq.~43!, because the patch
size is also equal toa. Thus the crossover frequency, Eq.
~13!, for this problem isvx /(2p)54 kHz. ~3! The onset of
additional attenuation at high frequencies predicted by the
full Biot theory is not at all captured by the patchy saturation
model because this represents the onset of the crossover re-
gion within the Biot theory itself. From Eq.~6! one has
vB /(2p)5128 kHz. All three crossover frequencies,vc ,
vx , andvB , are thus clearly manifested in Fig. 2.

The rather large value of the rod radius,a510 cm, was
chosen so that the three crossover frequencies would be well
separated. If the radius was chosen to be a factor of 10 larger
still, thenvc would be reduced by a factor of 100,vx would
be reduced by a factor of 10, andvB would be unaffected.
Conversely, if the radius were much smaller than 10 cm, the
three crossover effects would tend to overlap. Similarly, if
the permeability were decreased by a factor of 10, thenvc

would be reduced by a factor of 10,vx would be unaffected,
andvB would be increased by a factor of 10.

For the problem of extensional modes in a fully satu-
rated cylindrical rod, Gardner~1962! developed a well-

known low frequency approximation to the full Biot theory,
his Eq.~3.6!, which may be written as

~kz!
25S v

Vsh
D 2

3H ~Vsh
2 2Vp

2!~PR2Q2!1Vsh
2 ~R1Q!2Q~qa!

~4Vsh
2 23Vp

2!~PR2Q2!14Vsh
2 ~R1Q!2Q~qa!J ,

~48!

where

Q~x!5
2J1~x!

xJ0~x!
. ~49!

Vp is the speed of the fast compressional wave, Eq.~10!, and
q is the wave vector of the slow wave, Eq.~30!. A plot of the
dispersion and attenuation predicted by Eq.~48! is virtually
indistinguishable from that of the full Biot theory for fre-
quencies below 1 kHz in Fig. 2; this kind of comparison is
analyzed in Johnson and Kostek~1995!. Similarly, the low
frequency limit of the Pochhammer–Cree equation can be
simplified to yield

FIG. 2. Dispersion and attenuation of
axissymmetric modes in a fully satu-
rated porous cylinder of radiusa
510 cm using the full Biot theory and
using the patchy saturation model,

K̃(v), in the Pochhammer–Cree
equation. The parameter set is as in
Table I ~water!. It was also assumed
thatr f51000 kg/m3, rs52650 kg/m3,
anda`53.52.
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~kz!
25v2

r

Ỹ~v!
, ~50!

where the effective Young’s modulus is

Ỹ~v!5
3NK̃~v!

K̃~v!1N/3
. ~51!

Below 1 kHz, Eq.~50! is virtually indistinguishable from the
results of the mode search using the Pochhammer–Cree
equation andK̃(v). Equations~48! and ~50! certainly seem
different but it is the central theme of this article that they
can predict very similar acoustic results.

It is not always the case that Eqs.~48! and/or~50! are
accurate descriptors of the low frequency acoustics of a po-
rous fluid-saturated cylinder. If the permeability is so high
that vx!vc then there is no frequency range over which
either of these low frequency approximations accurately de-
scribe the attenuation. This point is the subject of the article
by Johnson and Kostek~1995!.

VI. CONCLUSIONS

In summary, a simple analytic model for the frequency
dependence of the bulk modulus due to the diffusive equili-
bration of two different pore fluids has been presented in Eq.
~43!. The model presumes the frequency is low compared to
vB , Eq. ~6!, and compared tovx , Eq. ~13!. The model in-
troduces only two parameters characteristic of the geometry
of the saturation patches. These parameters areT, given by
Eqs. ~20!–~22!, andS/V, the ratio of the surface area of a
patch to the sample volume; they enter into the exact expres-
sions for the high and low frequency limits. In the special
case that the ‘‘gas’’ phase may be approximated as a vacuum,
T is the diffusion time for equilibrating stress in the porous
skeleton over the size,l f , of the fluid patch, wherel f is
defined by Eq.~25!. The model agrees very well with the
numerical results for simple geometries. It is asserted that the
model will also work well in other, not so simple geometries
but in order to check one must do detailed numerical calcu-
lations. The usefulness of the result is that the model can be
used to predict seismic-sonic drift, to analyze 4D seismic
studies, and it can be used to determine the approximate
sizes of the patches, presuming, of course, that one is confi-
dent that one is dealing with a situation in which this mecha-
nism is the dominant one. In a practical sense,z andt may
be taken as the two parameters, determined by a fit to acous-
tic data, andS/V andT ~or l f! deduced therefrom. In short,
the wave vector of the slow wave,q(v), may be used as a
yardstick for measuring patch characteristics.
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APPENDIX A: STATIC LIMIT

In this Appendix it is shown that the Biot–Gassmann–
Woods result~BGW! holds true in the static limit, regardless
of the geometry of the patches. Consider the relations which
are the inverse to those of Eqs.~3! and ~4!:

e i j 5
1

3Kb
F1

3
t l l 1apf Gd i j 1

1

2N Ft i j 2
1

3
t l l d i j G ~A1!

and

Ell 5dt l l 1 f pf , ~A2!

where

a512
Kb

Ks
, ~A3!

d5
1

3f F 1

Ks
2

12f

Kb
G , ~A4!

and

f ~K f !5
1

f F 1

Ks
2

12f

Kb
2

f

K f
G . ~A5!

Equation~A1! and the coefficienta are discussed by Nur and
Byerlee~1971!. As far as I know, Eq.~A2! appears here for
the first time. In Eqs.~A1!–~A5!, since it is assumed that the
porous rock is homogeneous, only the coefficientf depends
upon the saturating fluid and, therefore, it is the only coeffi-
cient which is position dependent. From Eq.~4! it is clear
that pf is spatially constant in the static limit. In this limit,
then, the solutions may be taken to have the property thatt i j

and e i j are global constants whereasEll is constant within
each patch. There are two such types of static solution:

~a! Pure shear: In this caset l l [0, pf[0, Ell [0, ande i j

5(1/2N)t i j , as one would expect intuitively.
~b! Pure compression: Here the stress is spatially constant,

with a value given by the external stresst i j

52Ped i j . The volumetric strain of the solid phase is
globally constant with a value

ell52
1

Kb
@Pe2apf#, ~A6!

and the volumetric strain in the fluid phase is constant
within each patch:

Ell
~ j!523dPe1f~ j!pf , ~A7!

where f ( j )5 f (K f
( j )) is the value appropriate to thej th

region. From the assumed boundary condition on the
external surface, either periodic or sealed pore, we
have:

05E@u2U#•n̂ dS

5E @“•u2“•U#dV

5E @e l l 2Ell #dV

5V@e l l 2S1Ell
~1!2S2Ell

~2!#. ~A8!
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Therefore,

e l l 5S1Ell
~1!1S2Ell

~2!

523 dPe1~S1f ~1!1S2f ~2!!pf

523 dPe1 f ~KW!pf , ~A9!

whereKW is the Wood’s law modulus, Eq.~14!. The pore
pressure,pf , can be eliminated between Eqs.~A6! and~A9!
with the result that

e l l 52
1

KBG~KW!
Pe , ~A10!

and the theorem is proved. Combining the results for shear
and compression, the static limit for the deformation in a
patchy-saturated porous medium, subject to the no-net-flow
boundary condition, may be written

e i j 5
t l l

9KBGW
d i j 1

1

2N Ft i j 2
1

3
t l l d i j G . ~A11!

APPENDIX B: METHOD OF NUMERICAL SOLUTION
FOR SLAB AND CONCENTRIC SPHERES
GEOMETRIES

It is relatively simple to solve Eqs.~1! and ~2! numeri-
cally if the geometry of the patches is either the periodic slab
or the concentric sphere geometry. The method of solution is
sketched out here in this Appendix.

Periodic slab geometry

Here it is assumed that region 1 is a layer of thickness
L1 and region 2 is a layer of thicknessL2 , periodically re-
peated along thez-axis as in Whiteet al. ~1976! and Norris
~1993!. Here,S15L1 /(L11L2). We consider a problem in
which the two displacementsu, U point in thez-direction.
Moreover, all variables depend only upon thez-coordinate.
By the symmetry of this problem the solution to Eqs.~1! and
~2! has the property that there is no relative flow at the mid-
point of each slab so, in effect, this geometry may be con-
sidered either as a periodic structure or as a sealed boundary
unit.

From Eq.~1! it is clear thatt33 is constant everywhere.
Equation~3! simplifies to:

~P1Q!
du

dz
1~R1Q!

dU

dz
5t335constant. ~B1!

Equations~2! and ~4! can be combined as

2 ivf~U2u!5
k

hf FR
d2U

dz2 1Q
d2u

dz2G . ~B2!

In Eqs.~B1! and~B2!, the material constantsh, P, Q, andR
have different values within the two different regions.

There are two different kinds of solutions to Eqs.~B1!
and ~B2!: ~1! The first kind is one for whichu(z)[U(z).
Here one hasd2u/dz2[0 from Eq.~B2!. Therefore, for this
kind of solution

u~z!5U~z!5
t33

KBG1~4/3!N
~z2z0!, ~B3!

wherez0 is an arbitrary constant andKBG(K f) is given by
Eq. ~7!. ~2! The second kind of solution is one for which
(P1Q)u(z)1(R1Q)U(z)[0. For this kind of solution
t3350; u andU vary as exp(6iqz) whereq(v) is given by
Eq. ~30! for region 1 or 2.~q is different in the two regions.!

Within each region the general solution is a linear com-
bination of the various solutions described above:

u~z!5
t33

KBG1~4/3!N
~z2z0!2~R1Q!

3@A sin~qz!1B cos~qz!#,

U~z!5
t33

KBG1~4/3!N
~z2z0!1~P1Q!

3@A sin~qz!1B cos~qz!#, ~B4!

pf~z!52
1

f H ~R1Q!t33

KBG1~4/3!N
1q~RP2Q2!

3@A cos~qz!2B sin~qz!#J .

There are six unknown constants, (z0 ,A,B) in each of the
two regions, which are determined by the requirement that
the particular solution must satisfy certain boundary condi-
tions. Without loss of generality one may setz0[0 in one of
the regions because a departure from this assumption merely
represents an additional overall translation of the entire ge-
ometry. The remaining five parameters are determined by the
five boundary conditions: continuity ofu, U, andpf on the
boundary between the two slabs and equality ofu andU on
each of the midpoints of the two slabs. The five equations in
five unknowns can be inverted using a commercial linear
equation solver with the result that eachz0 , A, or B is lin-
early related tot33. Inasmuch as the problem has been de-
fined in terms of a uniaxial strain deformation, the resulting
effective bulk modulus,K̃(v), can be deduced from the so-
lution via

t335F K̃~v!1
4

3
NGFu~z1L11L2!2u~z!

L11L2
G . ~B5!

Note that this solution forK̃(v) is independent ofz and
independent of the value oft33.

Concentric spheres geometry

Here region 1 is a sphere of radiusRa surrounded by
region 2 of outer radiusRb :S15(Ra /Rb)3. The outer sur-
face is presumed to be sealed:u(Rb)5U(Rb). The method
of solution is analogous to that of the slab geometry, above.
Here, the spherically symmetric solutions to Eqs.~1! and~2!
obey the following equations:

d

dr F ~P1Q!S du

dr
1

2u

r D1~R1Q!S dU

dr
1

2U

r D G50,

~B6!

and
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2 ivf~U2u!5
k

hf

d

dr FQS du

dr
1

2u

r D1RS dU

dr
1

2U

r D G .
~B7!

The solutions for whichu(r )[U(r ) are linear combinations
of r and r 22. The solutions for which (P1Q)u(r )1(R
1Q)U(r )[0 are linear combinations of spherical Bessel
functions, j 1(qr) andn1(qr), whereq is given by Eq.~30!.
The general solution in each region may therefore be written
as

u~r !5Ar1Br221~R1Q!@F j 1~qr !1Gn1~qr !#,

U~r !5Ar1Br222~P1Q!@F j 1~qr !1Gn1~qr !#,
~B8!

pf~r !52
3

f
~R1Q!A1

RP2Q2

f

3q@F j 0~qr !1Gn0~qr !#,

t rr ~r !53KBGA24Nr23B24N~R1Q!

3r 21@F j 1~qr !1Gn1~qr !#.

The quantitiesh, P, Q, R, KBG, and q(v) have different
values in the two different regions.

There are eight unknown amplitudes:A, B, F, Gin each
of the two regions. The requirement that the particular solu-
tion be finite atr 50 implies B50 andG50 in region 1.
The remaining six boundary conditions are: continuity ofu,
U, pf , andt rr at r 5Rb , the sealed pore boundary condition
u(Rb)5U(Rb), and t rr (Rb)52Pe where Pe is the exter-
nally applied pressure. Again, a linear equation solver allows
one to invert for the numerical value of each of the six re-
maining constants, and the field variables are determined
uniquely everywhere. The bulk modulus,K̃(v), can be de-
duced from this solution via its definition:K̃(v)
52V(Pe /dV) whereV5(4/3)pRb

3 anddV54pRb
2u(Rb):

K̃~v!52
RbPe

3u~Rb!
52

Rb
3Pe

3@A2Rb
31B2#

, ~B9!

whereA2 , B2 refer to the coefficientsA andB in region 2.

APPENDIX C: ANALYTIC STRUCTURE OF K̃ „v…

The frequency dependent bulk modulus is the Fourier
transform of a real-valued causal response function@pp.
247–262, Landau and Lifshitz~1960!#:

K̃~v!5E
0

`

K̂~ t !exp~ ivt !dt. ~C1!

Equation ~C1! allows for the analytic continuation of the
definition to include complex values ofv. We see by inspec-
tion that

K̃~2v* !5K̃* ~v!, ~C2!

where the asterisk connotes complex conjugation. We also
see by inspection thatK̃(v) is analytic everywhere in the
upper-half complexv-plane. Any singularities ofK̃(v) must

lie in the lower half-plane. For the problem at hand, we now
show that all singularities lie on the negative imaginary axis.

First, a preliminary identity will be derived. Consider a
specific eigenvalue problem in which all quantities vary as
u(r )exp(2ivnt), etc., wherevn is the complex-valued eigen-
value. The fields obey the equations of motion~1! and ~2!,
the no-net-flow boundary condition, Eq.~12!, and they also
obey the following imposed condition on the bounding sur-
face:

E u"t* "n̂ dS50. ~C3!

The quantities appearing in Eq.~C3! are understood to be the
position dependent parts, only. Consider the following iden-
tity applied to any one of the eigenmodes:

$uit i j* % , j5ui , jt i j* 5e i j t i j*

5F 1

3Kb
S 1

3
t l l 1apf D d i j 1

1

2N
Di j Gt i j*

5
1

3Kb
S 1

3
t l l 1apf D t i i* 1

1

2N
Di j Di j* , ~C4!

where Di j 5t i j 2(1/3)t l l d i j is the deviatoric part of the
stress tensor. The first equality follows from Eq.~1!, the
second follows becauset is symmetric, and the third follows
from Eq. ~A1!. The integral of the LHS of Eq.~C4! over the
volume of the sample vanishes because of Eq.~C3!. There-
fore, the desired identity is derived:

E pft l l* dV52E F 1

3a
ut l l u21

3Kb

2Na
~DD* ! l l GdV.

~C5!

This integral is, therefore, real-valued for any eigenmode.
Next, consider Eq.~2!, rewritten slightly:

ivn

hf

k
@Ui2ui #5pf ,i . ~C6!

Take the dot product of Eq.~C6! with U* 2u* and integrate
over the sample volume:

ivnE hf

k
uUi2ui u2 dV

5E ~Ui* 2ui* !pf ,i dV

5E pf~U* 2u* !•n̂ dS2E ~Ell* 2e l l* !pf dV. ~C7!

The surface integral vanishes, either because the surface is
sealed or because of the periodic boundary conditions. The
strain elements can be eliminated by use of Eqs.~A1! and
~A2!. The cross term can be eliminated by means of Eq.
~C5!. Therefore,
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ivnE hf

k
uUi2ui u2 dV

5E S d2
1

3Kb
D F 1

3a
ut l l u21

3Kb

2Na
~DD* ! l l GdV

1E S a

Kb
2 f D upf u2 dV. ~C8!

Inasmuch as all integrals in Eq.~C8! are patently real-valued,
the eigenvalue frequencies,$vn%, are all imaginary.

So imagine thatṽp is either a pole of orderN or an
essential singularity ofK̃(v). The corresponding field vari-
ables have the property thatPe is finite butdV5*u"n̂ dS is
zero. Therefore, the field variables for this solution satisfy
Eq. ~C3!; the corresponding field variables constitute an
eigenmode, in the sense just discussed. Therefore,ṽp lies on
the imaginary axis, and it must be on the negative imaginary
axis becauseK̃(v) is analytic in the upper half-plane.

Consider possible branch points. Imagine thatva and
vb lie just on opposite sides of a branch cut. The correspond-
ing solutions,ua andub, etc., are distinct, but may be taken
to correspond to the same value ofPe . The difference be-
tween the two solutions,du5ua2ub, is also a solution hav-
ing frequencyva5vb . This solution,du, satisfies Eq.~C3!,
becausePe50. Therefore, the branch cut must lie entirely on
the negative imaginary axis.

The compressibility,C̃(v)51/K̃(v), is also a relevant
causal response function. All the arguments given above can
be shown to also apply toC̃. Therefore, all zeroes, singulari-
ties, and branchpoints ofK̃(v) and ofC̃(v) lie on the nega-
tive imaginaryv-axis.
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Comparison of in situ and laboratory acoustic measurements
on Lough Hyne marine sediments
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Compressional wave velocity and attenuation were measured at frequencies of 200–1500 Hz on
seafloor sediments at Lough Hyne, Ireland, using a mini-boomer source and hydrophone array.
Velocity and attenuation were also measured in the laboratory at 200–800 kHz on a 1 m long
sediment core taken from the site. Thein situ results indicate an average sediment phase velocity of
about 1600 m/s and sediment quality factor of 10–20. The laboratory core measurements give an
average phase velocity of 1793626 m/s and quality factor of 1665. The poorly sorted, Lough Hyne
sediments are highly attenuating and highly dispersive when compared to values published in the
literature for well-sorted, marine sediments such as clean sands and marine clays. The results are
consistent with the few published data for poorly sorted sediments, and indicate that intrinsic
attenuation is highest when the mass ratio of mud (clay1silt) to sand grade particles is close to
unity. It is proposed that compliance heterogeneities are most abundant when mud and sand grade
particles are present in roughly equal proportions, and that the observations support local viscous
fluid flow as the most likely loss mechanism. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1382616#

PACS numbers: 43.20.Jr, 43.20.Ye, 43.30.Ma, 43.30.Xm@DLB#

I. INTRODUCTION

A detailed understanding of acoustic wave propagation
in marine sediments will ultimately lead to improved geoa-
coustic models and better geotechnical predictions from high
resolution acoustic datasets~e.g., Chirp reflection profiles!.
Accurate and reliable measurements of both velocity disper-
sion and attenuation over a broad frequency range are key to
advancing our knowledge in this area, given that different
sediment types will exhibit different spectral signatures.
Whether measured on laboratory samples or on the seafloor,
the spectral signature~or ‘‘spectral fingerprint’’! of a volume
of sediment will depend on the intrinsic physical properties
of the sediment and on extraneous, experimental constraints,
such as geometric effects and the coupling of the source and
receiver to the sediment. The challenge is to design experi-
ments that will enable the latter effects to be minimized, or
corrected, so that the true intrinsic properties of the sediment
can be measured.

The sediment acoustics literature reveals that, for a wide
range of sediment types~fully saturated with seawater!, and
to first order, attenuation varies according to the first power
of measurement frequency and that velocity dispersion is
very small, if not negligible, over the frequency range 1
Hz–1 MHz.1–3 However, more complex frequency depen-
dencies of velocity and attenuation are predicted by the Biot
model4,5 and its derivatives,6–9 and there is experimental evi-
dence to support this.10 Biot’s original model predicts energy
loss and velocity dispersion due to global, viscous fluid flow
in the pores of a sediment; experimental evidence has been
provided by several authors11–13 for Biot global flow in arti-

ficial sands and sandstones with high porosities and perme-
abilities. For poorly sorted marine sediments with significant
proportions of clay, silt, and sand grains, global flow be-
comes less important because of their low permeability. In-
deed, significant attenuation has been observed in marine
sediments with magnitudes much higher than can be pre-
dicted by the Biot theory alone~e.g., experimental data of
Shumway;14 see Sec. III!.

It is now generally accepted that local viscous fluid flow
~or squirt flow! is the dominant loss mechanism in sedimen-
tary rocks, caused by compliance heterogeneities in the sedi-
ment. While theoretical models have been developed that
relate squirt flow to microcracks or grain contacts in
rocks,15,16 there are no existing models that predict the com-
prehensive effects of squirt flow due to clay minerals in sedi-
mentary rocks, although an increasing amount of experimen-
tal evidence points to clay squirt flow as the dominant loss
mechanism.17,18 Given the similar mineral assemblages of
sedimentary rocks~sandstones, siltstones, claystones! and
unconsolidated marine sediments~sands, silts, and clays!, it
would be surprising if clay squirt flow does not turn out to be
an important mechanism in marine sediments.

To further understand wave propagation mechanisms in
marine sediments, both velocity and attenuation must be
measured accurately and reliably over the bandwidth of in-
terest for practical applications~i.e., 1 Hz–1 MHz!. This is
because the principle of causality dictates that velocity dis-
persion and attenuation are intimately linked, and hence, the
nature of the frequency dependence will give clues to the
precise loss mechanism in different sediments. There are
very few published datasets of velocity and attenuation spec-
tra over any significant bandwidth for marine sediments.
Wingham1 presented data for a well-sorted, medium grained
sand consistent with attenuation varying as the first power of

a!Electronic mail: aib@soc.soton.ac.uk
b!Also at Geotek Limited, Nene House, Drayton Fields, Daventry,

Northamptonshire NN11 5EA, United Kingdom.
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frequency and very small velocity dispersion~,1%! over the
frequency range 50–350 kHz. A literature search reveals no
complete datasets for poorly sorted~highly attenuating! ma-
rine sediments such as those described below. Poorly sorted
sediments comprising various proportions of sand, silt, and
clay are commonly found in seafloor environments around
the world and yet they are the least well understood in terms
of wave propagation mechanisms, certainly when compared
to their well-sorted cousins~clean sand of various grades,
clean silts, pure marine clays!.

In this paper, broadband compressional wave measure-
ments on seafloor sediments in Lough Hyne, Ireland, are
compared to broadband measurements on a 1 mlong push

core from the same site. The experiments were conducted as
part of an ongoing study into the validity of marine sediment
core measurements, given that sample disturbance can be
significant. Our purpose in this paper is to present new ex-
perimental data and to discuss the results in terms of the
wave propagation mechanisms.

II. IN SITU MEASUREMENTS

A. Method

In situ measurements were carried out in August 1995 at
Lough Hyne, southwest Ireland@see Fig. 1~a!#. The sheltered
location and shallow water of this sea lough, connected to

FIG. 1. ~a! The location of Lough
Hyne. ~b! Bathymetry and position of
refraction line and recording station.
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the Atlantic Ocean by the narrow Barloge Creek@see Fig.
1~b!#, provided excellent conditions for performing con-
trolled seafloor experiments with the assistance of SCUBA
divers.

A mini-boomer acoustic source, specially designed for
these experiments, used a high-voltage inverter to drive a
magnetopropulsive plate of diameter 20 cm. Water column
tests of the source radiation pattern were carried out by sus-
pending the boomer and a hydrophone receiver on a rope
from a small boat in about 20 m of water; the weighted end
of the rope rested on the seafloor while a surface buoy en-
sured that the rope was kept taught and as near vertical as
possible@see Fig. 2~a!#. Rotating the face of the boomer plate
relative to the hydrophone receiver did not produce any sig-
nificant amplitude variations, indicating a repeatable source
with a spherical radiation pattern@see Fig. 3~a!#. The water-
borne pulse had a spectral content between 0–11 kHz~236
dB points! with a notch at about 2.5 kHz, as shown in Fig.
3~b!. The hydrophone receiver was omnidirectional with a
flat frequency response up to 10 kHz. The source level is
estimated to be 215 dBre 1 mPa @1 m, producing maximum
strains in the sediment of;1025, and suggests that nonlin-
ear effects can be neglected.

A seafloor refraction line was shot in about 15 m of
water, parallel to the bathymetric contours@see Figs. 1~b! and
2~b!#, using a linear receiver array comprising four hydro-
phones identical to the one mentioned above. The four hy-
drophones were taped to a length of white rope at 1 m inter-
vals together with their junction boxes, the amplifier box,
and the array cables. This arrangement enabled the SCUBA
divers to align the array on the seafloor with the correct
receiver spacing. The rope, marked at 1 m intervals, was
extended about 15 m beyond the array so that it could be
used to correctly position the mini-boomer firing points. The
divers then detached the hydrophones from the rope~al-
though still attached electrically! and pushed each one into

the soft sediment to a depth of 0.5 m using a specially made
steel rod with a depth mark. A diver then positioned the
mini-boomer face down on the seabed at successive firing
points at 1 m increments at distances 1–13 m from the last
hydrophone@H4 in Fig. 2~b!#. The face-down position was
found to give the best coupling of sound energy into the
sediments after preliminary experiments on the beach; lead
weights were placed on top of the mini-boomer to further
improve the coupling.

The mini-boomer firing and recording station was posi-
tioned on Castle Island@see Fig. 1~b!# and connected to the
seabed instruments via about 200 m of screened cables. A
four channel, digital storage oscilloscope was used to record
the signals on 3.5 in. floppy diskettes. The firing and record-
ing process was coordinated from the beach via two-way
radio. A person in a small boat on a station above the array
was able to prompt the diver to move the mini-boomer to the
next shot point by means of a surface marker buoy connected
to the diver by a light rope.

The source and receivers in a traditional refraction line
are usually placed at the surface, and not buried like the array
described here. The reason for burying the hydrophones was
simply to reduce water-borne noise.

The common receiver gather for receiver H1 is shown in
Fig. 4; both direct arrivals and sea surface reflections can be
identified.

B. Data processing

Spectral analysis was carried out on the common re-
ceiver gathers for receivers H1 and H2 in Fig. 2~b! ~the
records were incomplete for H3 due to disk storage prob-
lems, and those for H4 could not be used because of an
electrical fault during acquisition!. The quality factor~Q!
was calculated using three methods: log-spectral ratios, di-
rect computation of spectral components, and the filter cor-
relation method of Courtney and Mayer.19

The log-spectral ratios method assumes that the attenu-
ation coefficient,a, is a linear function of frequency,f, over
the observation frequency band~i.e., a5k f ; k is a constant!
and that any geometric effects, such as spherical spreading,
are independent of frequency. For example, the log-spectral
ratio ~or LSR! of the signals received atH1 from shot points
S1 and S2 in Fig. 2~b! is given by the equation

lnS A2~ f !

A1~ f ! D52k•Dx• f 2 lnS G1

G2
D , ~1!

whereA1( f ) and A2( f ) are the spectral amplitudes of the
signals from shots S1 and S2, respectively;Dx is the differ-
ence in source–receiver distances; andG1 andG2 represent
the unknown geometric losses, assumed to be independent of
frequency. The gradient (k•Dx) of the least squares regres-
sion line fitted to the graph of LSR versus frequency enables
quality factor,Q, to be computed from

Q5
p•Dx

~k•Dx!•U
, ~2!

FIG. 2. Geometry of~a! water column experiment;~b! refraction line.
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where,U is the group velocity. Hence, a singleQ value is
computed for the entire frequency range of the recorded
pulse.

The direct computation and filter correlation methods,
unlike the LSR method, require some assumptions to be
made about geometric losses for the experimental geometry
used at Lough Hyne. If these assumptions are valid then the
results should indicate the frequency dependence ofQ over
the range of observation frequencies. Given the results of the
water column tests, a spherical spreading law is a reasonable
assumption. Hence, the attenuation coefficient is given by

a~ f !5
1

Dx
lnS A2~ f !•r 2

A1~ f !•r 1
D , ~3!

where, r 1 and r 2 are the source–receiver distances for S1
and S2, respectively. The quality factor is computed from

Q~ f !5
p• f

a~ f !•c~ f !
, ~4!

where,c( f ) is the phase velocity given by

FIG. 3. ~a! Water column recordings
for mini-boomer at various orienta-
tions to the hydrophone receiver.~b!
A comparison of spectral power
~relative to maximum water column
shot power! for the water column
and sediment shots, both at a 10 m
source–receiver distance.
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c~ f !5
Dx

S ~ t22t1!2
@f2~ f !2f1~ f !#

2•p• f D . ~5!

t1 and t2 are the window start times, and2f1( f ) and
2f2( f ) are the phase delays of the signals for S1 and S2,
respectively.

The filter correlation technique can potentially give
more stable results than the other methods, especially when
small time windows must be used because the signal of in-
terest is close to other arrivals. The first arrivals in Fig. 4
show signs of interference by the slightly later, direct water
arrival that are impossible to separate by time gating~win-
dowing!; see Fig. 5 for a clearer picture of the waveforms.

The filter correlation method used here was adapted
from that described by Courtney and Mayer;19 a brief de-
scription follows. First, the bandwidth of the received signals
was determined and divided into equal, narrow bands of
200–300 Hz, 300–400 Hz, 400–500 Hz, and so on up to
4900–5000 Hz. The signals received for each source–
receiver distance were windowed to remove the sea surface
reflections~noting the window start times to enable the cor-

rect computation of phase velocity! and filtered according to
the passbands indicated above using a causal, Butterworth
filter like the one described in Kanasewich.20 Each filtered
time series was then cross-correlated with a similarly filtered
reference time series; the magnitude of the resultant cross-
correlation function is a maximum when the two filtered time
series align. The signal at a source–receiver distance of 5 m
was used as the reference instead of that at 4 m, the closest
offset, as the signal amplitude at 4 m isactually smaller than
that at 5 m~see Sec. II C!. The time shift corresponding to
the cross-correlation maximum can be used to calculate the
delay time~including that due to velocity dispersion! in the
sediment. The attenuation coefficient,a( f ), for each pass-
band was calculated according to Eq.~3! with A1( f ) and
A2( f ) equal to the root-mean-square energy of the reference
and signal time series, respectively. The phase velocity and
attenuation coefficient calculated for each passband were as-
signed to the passband central frequency.

C. Results

The results for common receiver gather H1 are dis-
cussed below~common receiver gather H2 gave similar re-
sults!. One area of concern particularly relevant to attenua-
tion measurements is the repeatability of the coupling
between the mini-boomer source and the seafloor. Figure 6
shows two comparisons of first arrivals that were repeated
during the experiment; the agreement is excellent in both
cases, which suggests that unrepeatable coupling is not a
significant source of experimental error.

The graph~not shown! of the first break arrival time
versus source–receiver distance can be closely approximated
by a straight line giving a group velocity of 1716610 m/s
using least squares regression. There are no slope breaks,
which suggests a weak velocity gradient in the upper few
meters below the seafloor. For the purpose of the spectral
analysis, where signals from shot point pairs are compared, it
is assumed that the rays have travelled horizontally through

FIG. 4. A common receiver gather for hydrophone H1~CRG H1!.

FIG. 5. Windowed signals and their corresponding
power spectra for CRG H1, offsets 5–13 m.
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the sediment along the same paths except for the difference
in pathlength.

The LSR results for source–receiver distances of 6 and
13 m relative to the reference signal at 5 m are shown in Fig.
7. The slope, which should be negative according to Eq.~1!,
of the linear least squares fit to the data between 200–1500
Hz is so small for distances 6–8 m that Eq.~2! gives nega-
tive Q values; the other distances result in a meanQ of
19.5610.8. The amplitude spectra seem to be ‘‘well be-
haved’’ only below 1500 Hz, corresponding to the first spec-
tral peak in Fig. 3.

The spectral analysis using Eqs.~3!–~5! for the direct
computation method gave unstable results that depended on
the window length. However, they were broadly similar to
the filter correlation results and so only the latter are dis-
cussed here. Figure 8 shows the average of the filter corre-
lation results for shot–receiver distances 6–13 m in the

bandwidth 200–5000 Hz with 95% confidence intervals. Al-
though there is significant instability in the results at certain
frequencies~large confidence limits!, the magnitudes of the
computed values seem reasonable. Overall, phase velocity
increases from about 1500 m/s at 200 Hz to about 1650 m/s
at frequencies above 800 Hz; attenuation coefficient shows a
broadly linear increase with frequency between 200–2400
Hz, except for a spectral peak at about 1500 Hz that is pos-
sibly associated with the spectral notch at 1500 Hz seen in
Fig. 3; quality factor varies between about 5–20 below 2500
Hz.

The question is whether these results represent the true
intrinsic acoustic properties of the seafloor sediment~as-
sumed here to be one homogeneous layer! or whether they
are a consequence of wave propagation effects such as re-
flection, refraction, scattering, interface waves, and so on.
The limited core data available~see below! means that it is

FIG. 6. A comparison of mini-boomer seafloor refrac-
tion line shots at different times~indicated! at offsets of
~a! 7 m and~b! 12 m. The mini-boomer was removed
from the seafloor between each shot.
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impossible to provide a definitive answer; however, some
insight can be gained by generating synthetic acoustic
records using the forward reflectivity model of Fuchs and
Müller.21

Figure 9 shows the synthetic acoustic records computed
using the layer model in Table I with parameters derived
from core measurements~see Sec. III C!. The synthetic
records show some of the features seen in the Lough Hyne
data, such as the rapidly attenuating first arrival, the low-
frequency, direct water path arrival with a large positive am-
plitude, and the increase in amplitude between 4–5 m off-
sets. At short offsets the two arrivals merge while they are
clearly separated at larger offsets. Destructive interference
between these two arrivals may explain the spectral notch at
1500 Hz in Fig. 3, that might be expected at a frequency
equivalent to about half the dominant wavelet period, here
equal to 0.68 ms, giving destructive interference at 1470 Hz.

Using the same model with a spike source pulse instead of
the Ricker wavelet used in Fig. 9 demonstrates that the re-
fracted ‘‘arrival’’ is a combination of closely spaced, re-
fracted arrivals from the model layers. Surprisingly, while
the direct water path arrival in the model (Qp51000) has
virtually no decrease in amplitude, this arrival on thein situ
data closely follows the amplitude decay of the sediment-
borne arrivals; the most logical explanation is that the water
near the seabed is actually quite highly attenuating. This
could be related in some way to the peak spawning times of
invertebrates in Lough Hyne from July to September22 and to
the rough seabed; underwater photographs reveal an abun-
dance of mounds on the seafloor, created by burrowing ani-
mals, and very cloudy water due to suspended organic mat-
ter.

The velocity and attenuation calculations do not distin-
guish between the refracted and water-borne arrivals, but

FIG. 7. Log-spectral ratios~LSR! plot for CRG H1 off-
sets 6 and 13 m. The reference signal was at an offset of
5 m.

FIG. 8. Average compressional wave
velocity, attenuation coefficient, and
quality factor spectra for CRG H1 for
offsets 5–13 m. The 95% confidence
limits are indicated.
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simply compute the values for each passband frequency. The
in situ data in Figs. 4 and 5 seem to show that the water-
borne pulse is of a much lower-frequency content than the
refracted sediment arrivals, therefore, it is probably safe to
assume that the apparent velocity dispersion in Fig. 8 is due
to the difference in velocity of water and sediment. The re-
sults suggest that the near-seafloor water has a similar attenu-
ation to the sediments with a quality factor between 10–20.

Linear least-squares regression of the first break arrival
times gives a velocity of 1716610 m/s for thein situ data,
and 2211650 m/s for the synthetic data; the simple, un-
weighted, average velocity of the model layers is 1782
637 m/s. On this basis, it would appear that thein situ ve-
locities of the sediment layers at 200–1500 Hz are signifi-
cantly lower than those measured in the laboratory at 342
kHz, and lower than the first break velocity; the phase veloc-
ity of about 1600 m/s above 800 Hz in Fig. 8 seems a rea-
sonable estimate.

Realistic quality factors vary between 5–20 for 200–
1500 Hz in Fig. 8 and compare well with the LSR result
above. The various assumptions of constantQ and
frequency-independent spherical spreading seem to be self-
consistent here. The instability of the data make it very dif-
ficult to derive any more detail on the frequency dependence
of the quality factor. Changing the Qp values to 100 for each
of the layers in the reflectivity model in Table I has the
predicted effect on the refracted arrivals; hence, the assump-
tion seems valid that the high attenuation of the refracted
arrivals is directly related to the lowQ of the sediment lay-

ers. Some doubts may stem from the nature of the shell layer
at 22–37 cm depth, the acoustic properties of which could
not be measured on the sediment core because of signal scat-
tering ~see Sec. II C!. However, scattering from individual
shells ~1–2 cm long! is not thought to be a problem at the
wavelengths of thein situ experiment~.1 m!. The core den-
sity measurements~reliable! and subsequent prediction of
P-wave velocity in the shell layer indicate an intermediate
velocity to the adjacent layers, and not a large velocity con-
trast.

III. LABORATORY MEASUREMENTS

A. Method

A 1 m push core was taken at the refraction line site for
laboratory analysis. The core was split longitudinally and
logged forP-wave velocity~500 kHz!, bulk density~gamma
ray attenuation method!, and magnetic susceptibility at 1 cm
intervals using an automated system~a multisensor core log-
ger, or MSCL!.23 The core was also described and sub-
sampled for grain size analysis. The mean logged core tem-
perature was 14 °C.

Velocity and quality factor measurements were also
made on the core using broadband transducers in the trans-
mission mode, placed manually in contact with the core in a
similar manner to the automated core logging system@see
Fig. 10~a!# and coupled using water~the core temperature
was also about 14 °C!. The measurement locations were se-

FIG. 9. Synthetic acoustic records for the reflectivity
model in Table I.

TABLE I. Horizontal layer parameters for input to the reflectivity model of Fuchs and Mu¨ller ~Ref. 21!.

Layer No. Depth~m!
Vp

~m/s! Qp
Vs

~m/s! Qs
Density
~kg/m3!

0 0.0 –15.0 1500 1000 0 1000 1024
1 15.0 –15.23 1745 10 50 10 1784
2 15.23 –15.37 1765 10 50 10 1838
3 15.37 –15.56 1830 10 50 10 1896
4 15.56 –16.00 1770 10 50 10 1809
5 16.00 –25.00 1800 10 50 10 1800
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lected according to the MSCL results to give velocities and
attenuations representative of the Lough Hyne sediments for
a comparison with thein situ results.

The curvature of the core liner means that the contact
area of the receiving transducer@Tr in Fig. 10~b!# is not
circular, making it difficult to predict the geometric effects
on signal amplitude and phase. However, geometric effects
can be mostly eliminated by comparing travel times and am-
plitudes measured through sediment- and water-filled liners,
knowing the acoustic properties of water~see below!.

B. Data processing

A direct computation and the filter correlation methods
were used to process the broadband core data. Equation~5!,
with subscripts 1 and 2 referring to the water- and sediment-
filled liner, respectively, could not be used because the small
differences in core thickness gave unstable results. The fol-
lowing equation was used to compute phase velocity,c( f ),
instead~for the filter correlation method!:

c~ f !5
~x22xl !

~ ut22t1u1tw1dt !
, ~6!

wherex2 is the total core thickness,xl is the linear thickness;
t1 and t2 are the start times of the windowed sediment and
water signals, respectively;dt is the time shift computed
using the filter correlation method, as described in Sec. II B;
and tw5xw /Cw , wherexw is 0.0251 m andVw is taken as
1500 m/s. In essence, Eq.~6! corrects the measured travel
time through the water-filled liner for any geometric effects
and adds to this the time delay, including dispersion. In this

case, the time delay due to dispersion in the sediment is
computed, assuming that there is no dispersion in the water
~i.e., tw is constant for all frequencies!, unlike in Eq. ~5!,
where no such assumption is made because the known spec-
tral differences are considered there. Since the water tem-
perature at 15 m depth in Lough Hyne falls in the range
12 °C–16 °C during the summer,22 no temperature correc-
tions were applied to either the core logger or the broadband
velocity measurements.

The attenuation coefficient was calculated using

a~ f !5
1

~x2xl !
lnS Aw~ f !

A~ f ! D1awf 2~xw2xl !, ~7!

whereA( f ) andAw( f ) are the signal rms energies through
the sediment- and water-filled liner, respectively~geometric
effects cancel out!; xw is the measured thickness of the
water-filled liner; andaw is the attenuation in distilled water
(36310215N m21 Hz22 at 10 °C!.24 The quality factor was
calculated usinga( f ) in Eq. ~4!. The filter correlation pass-
bands were 200–300 kHz; 300–400 kHz; 400–500 kHz,
etc., up to 800–900 kHz.

C. Results

The core logs in Fig. 11 show that the Lough Hyne
sediments are quite variable in their physical properties, even
over such a short depth range of 1 m, and these variations
correspond to several layers recognized by visual inspection.
The most obvious layers are the shell bed between 23–37 cm
subbottom depth, which comprises whole and broken gastro-
pod shells up to 2 cm long; and the mud layer between
56–61 cm depth.

The MSCL velocities were highly spurious and are not
shown. Instead, the broadband velocities at 342 kHz are plot-
ted as open circles in Fig. 11, together with velocities pre-
dicted using the Gassmann model25 based on the MSCL den-
sity that seems reliable. The main unknowns in the model are
the frame bulk and shear moduli that must be estimated by
fitting the model velocity to the measured velocity; arbitrary,
constant frame moduli were used in Fig. 11. In reality, the
frame moduli will depend also on the porosity of the sedi-
ment, as this is directly related to the grain size distribution
and, hence, sediment fabric. However, the model results give
some estimate of the velocity variability in the core due to
porosity variations. The results predict a slight increase in
velocity in the shell and mud layers, but no dramatic
changes. This information was used in the reflectivity model
of the in situ data~see Sec. II C and Table I!.

Core drying is a possible cause for concern as the broad-
band results were obtained 1 year after the MSCL measure-
ments, which in turn were made 1 year after the core was
collected, although the core was stored at 4 °C in a dark
room during this time. It is known that coarse sediments
~e.g., sands and gravels! are more susceptible to drying than
muds, although all the sediments have appreciable mud con-
tents~see below!, and there were no visual signs of the core
drying out. If the surface~,1 mm! of the silty sediments had
been only partially saturated then there would have been a
loss in coupling between the upper transducer face and the

FIG. 10. ~a! Experimental setup for acoustic core measurements.~b! Plan
view of transducer/core liner contact area.
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sediment, as all measurements were made with the protective
plastic film ~impermeable to water; approximately 0.1 mm
thick! in place. The broadband transducers were carefully
placed to avoid visible shells to minimize scattering prob-
lems, although scattering was still a problem for the mea-
surements in the shell layer~depths 22, 26, 33 cm; not plot-
ted as they seem spurious at 2342, 4098, and 3335 m/s at 342
kHz, respectively!.

Bulk density varies between 1400–2100 kg/m3, while
porosity varies between 36%–60%. Porosity,f, was com-
puted using the relationship

f5
~rg2r!

~rg2rw!
, ~8!

where r is the measured sediment density,rg is the grain
density~taken here as 2.65 g/cm3, the value for quartz!, and
rw is the density of seawater~1.024 g/cm3!.

Table II lists the results of the grain size analysis for
sediment subsamples taken from core depths corresponding
to the broadband measurement locations. Mean grain diam-
eter~Mz!, sorting (s1) and skewness (SK1) were calculated
according to the methods described by McManus.26 It can be
seen that the Lough Hyne sediments range from moderately
sorted (0.7,s1,1), through poorly sorted (1.0,s1

,2.0), to very poorly sorted (2.0,s1,4.0), and the mean

grain diameter ranges from 2.9f ~fine sand! to 5.5f ~coarse
silt!. The grain size distribution is symmetrical (20.1
,SK1,0.1) to positively skewed (0.1,SK1,0.3). The re-
corded broadband signals and their power spectra are shown
in Fig. 12; the two uppermost plots are for the water-filled
liner used as the reference signal in the filter-correlation
method. The core depths 22, 26, and 33 cm, corresponding to
the shelly layer, have a low signal-to-noise ratio and have
significant spectral power more than 36 dB down on the
maximum power of the water-filled liner spectrum; the other
signals are generally greater than236 dB up to about 600
kHz.

The results from the direct computation and filter corre-
lation methods were very similar, and so only the filter cor-
relation results are presented~there were no interfering
pulses!. The phase velocity, attenuation coefficient, and qual-
ity factor spectra for all core depths measured, shown in Fig.
13, show a range of magnitudes and similar frequency
trends. The exceptions are the attenuation coefficient spectra
for depths 22, 26, and 33 cm~corresponding to the shell
layer! that show broad maxima while the other core depths
show steadily increasing attenuation over the observation
bandwidth~,700 kHz!. Even though the signal-to-noise ra-
tio is approaching the experimental resolution for these three
core depths, the similarity in the spectra give some confi-

FIG. 11. Multisensor core logger results for the 1 m
long Lough Hyne core with lithological description.
The continuous velocity curve was derived from the
density data using Gassmann’s model; the open circles
represent the laboratory broadband velocity measure-
ments~342 kHz! at selected depths.

TABLE II. Porosity, bulk density, and grain size analysis data for the Lough Hyne core subsamples. Mean grain
diameter~Mz!, sorting (s1), and skewness (SK1) were calculated according to McManus~Ref. 26!.

Depth
~cm!

Porosity
~%!

Bulk
density
~g/cm3!

Sand
fraction

~%!

Silt1clay
fraction

~%!
~silt1clay!/
sand ratio

Mean
diameter

~Mz!
Sorting
(s1)

Skewness
(SK1)

11.0 45.2 1.91 44.9 55.3 1.2 3.9 1.8 0.1
22.0 52.7 1.79 62.4 37.6 0.6 3.8 0.9 20.1
26.0 58.4 1.7 50.3 49.6 1.0 4.1 0.8 0.0
33.0 49.6 1.84 17.9 82.2 4.6 5.5 1.4 0.0
40.0 42.3 1.96 68.6 31.8 0.5 2.9 1.7 0.2
47.0 46.1 1.91 21.8 78.6 3.6 5.1 1.3 0.0
55.0 49.8 1.84 74.0 26.0 0.4 3.4 1.0 0.0
63.0 48.2 1.87 57.6 42.4 0.7 3.2 2.2 0.1
72.0 49.2 1.85 56.2 43.8 0.8 3.4 2.2 0.1
75.0 50.9 1.82 64.1 35.8 0.6 3.0 1.8 0.2
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dence that these are not random results. There is no evidence
for Rayleigh scattering (f 4 dependence of the attenuation
coefficient!.

As our main purpose in this paper is to compare the
in situ and laboratory properties of the Lough Hyne sedi-
ments, a simple average of the results was taken~shell layer
results omitted! and plotted in Fig. 14. Phase velocity stays
fairly constant at about 1800650 m/s between 200–700
kHz. The attenuation coefficient shows a linear frequency
dependence while the quality factor is in the 10–20 range
and shows a slight increase with frequency.

IV. DISCUSSION

A. Frequency dependence of velocity and attenuation

Since researchers began to collate sediment acoustic
data from different observation frequencies, the most com-
mon trend to emerge has been a linear dependence of attenu-
ation coefficient on frequency, equivalent to a constantQ
~quality factor! or to a constantQ21 ~dissipation factor!. It is
generally accepted that constantQ is a good first-order ap-
proximation to wave propagation in marine sediments.2,27

Also, many of the published data indicate marine sediments
have relatively highQ ~50–100! and insignificant velocity
dispersion~,1%!, e.g., Wingham.1 However, the laboratory
data presented by Shumway,14,28 supported byin situ attenu-
ation measurements by McCann and McCann29 show that
constantQ does not describe detailed observations over part
of the frequency spectrum~20–30 kHz!, and thatQ in this
part of the spectrum is low~,50! and velocity dispersion is
significant ~.1%!. It would be surprising if clean, well-
sorted sands, such as those used in Wingham’s experiments,
behaved in the same manner as well-sorted marine clays, or
as poorly sorted sediments comprising a mixture of clay, silt,
and sand grains.

The Lough Hyne attenuation coefficients and velocities
~the average values from Figs. 8 and 14! have been plotted
against measurement frequency in Figs. 15 and 16 together

with published data. Sample descriptions indicating mixed
sediments~clay/silt/sand! in Table I of Bowles’ paper27 ~a
compilation of many authors’ results! seemed most appropri-
ate for a comparison with the Lough Hyne results, and are
taken here to represent well-sorted marine sediments over the
whole frequency range of interest~a few Hz to 1 MHz!.
Although Bowles did not provide any geotechnical data, the
last statement can be justified on the basis of the laboratory
results of McCann and McCann~who did provide geotech-
nical data: porosity, grain size information, carbonate con-
tent, etc.! that are included in the Bowles dataset and indicate
porosities greater than 60%, commonly associated with well-
sorted, fine grained marine sediments. The data from Table
1a of Shumway’s paper14 represent mixed sediments of both
low porosity ~36%–50%! and high porosity~50%–75%! in
shallow water~,50 m!.

There are several interesting features worthy of com-
ment.

~1! The Lough Hynein situ velocities at 200–1500 Hz fall
within the range of Shumway’s velocities at 20–30 kHz,
and are lower than the Lough Hyne core velocities at
200–800 kHz. Shumway’s velocity data~none provided
by Bowles! show a bimodal distribution at 20–30 kHz:
poorly sorted, low porosity sediments~refer to Table 1a
in Shumway’s paper14! cluster around 1700 m/s, while
well-sorted, high porosity sediments cluster around
1500–1550 m/s.

~2! The magnitudes of the Lough Hyne attenuation measure-
ments are significantly higher than those for the Bowles
data in both observation bandwidths. Shumway’s attenu-
ation data range between those of Bowles at 20–30 kHz
and significantly higher values.

~3! Fitting trend lines to log–log plots of attenuation coeffi-
cient versus frequencyf gives dependencies of
f 0.6360.33(R250.68) for the in situ results and
f 0.8860.10(R250.98) for the laboratory results. The data
diverge significantly from the linear frequency depen-

FIG. 12. Windowed, broadband acoustic signals for the
Lough Hyne core with their corresponding power spec-
tra. The uppermost plots are for the water-filled liner,
the rest are for core depths 11 cm~top!, 22, 26, 33, 40,
47, 55, 63, 72, and 75 cm~bottom!.
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dencies often quoted in the literature, and show different
dependencies in the two observation bandwidths.

~4! The observed velocity dispersion between thein situ and
laboratory central frequencies is 12.5%~taken here as
1600 m/s at 800 Hz, and 1800 m/s at 342 kHz, respec-
tively!.

Although there are uncertainties associated with both
datasets~discussed in Secs. II C and III C!, it is difficult to
attribute such a large difference in velocity to experimental
error alone. Is it only coincidence that Shumway’s velocities
for similar sediments at 20–30 kHz fall within the range of
the Lough Hyne observations? Is it only a coincidence that a
constantQ model30 with Q515 predicts a velocity disper-
sion of 12.8% for the same frequency range~800 Hz to 342
kHz!?

B. Attenuation mechanisms

Taken at face value, these results provide evidence of
significant velocity dispersion betweenin situ and laboratory
frequencies in highly attenuating marine sediments. Given
the impermeable nature of these sediments, it is no surprise
that Biot’s global fluid flow model4,5 greatly underestimates
the magnitudes of attenuation and velocity dispersion ob-
served in the Lough Hyne sediments, as indicated Figs. 15
and 16. Note that the unknown frame moduli were adjusted
to give a Biot velocity of about 1550 m/s, but they could
have been set to give a velocity of 1800 m/s. In either case,
the predicted velocity dispersion and attenuation are negli-
gible. Stoll’s model8 and Leurer’s adaptation9 were not used
here because they rely on empirical knowledge of the shear
modulus and damping that were unavailable in this case.

FIG. 13. Laboratory compressional wave velocity, at-
tenuation coefficient, and quality factor spectra for the
Lough Hyne core. Core depths 22, 26, and 33 cm are
labeled.

FIG. 14. Average laboratory compressional wave ve-
locity, attenuation coefficient, and quality factor spectra
for the Lough Hyne core.
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However, the idea that the dominant intrinsic loss mecha-
nism can be modeled using complex elastic moduli is valu-
able.

Solid friction between mineral grains was once mooted
as an important attenuation mechanism in sediments and
sedimentary rocks. This has largely been discounted as a
significant loss mechanism in sedimentary rocks at the small
strains associated with acoustic waves.31 Instead, an increas-
ing volume of literature suggests that attenuation in sedimen-
tary rocks is largely caused by local viscous fluid flow~or
squirt flow! due to compliance heterogeneities such as grain
contacts or microcracks,15,32 or even clay minerals.18 In the
absence of a complete squirt flow model based solely on
measurable geotechnical input parameters~i.e., one that al-
lows the derivation of the frequency-dependent, complex
frame elastic moduli from purely geotechnical consider-
ations!, the Lough Hyne data were compared to the phenom-

enological model of Jones33 using a bulk modulus of 4.9
GPa, a pore fluid viscosity of 1.5231023 Pa s, and a com-
pliance heterogeneity aspect ratio of 1.531023. By arbi-
trarily adjusting the model parameter governing the width of
the central relaxation peak~Cole–Cole distribution!, it was
possible to approximate the magnitude and frequency depen-
dence of velocity and attenuation coefficient in Figs. 15 and
16. It was impossible to get an exact fit to both the velocity
and the attenuation curves, although it was possible to fit one
or the other curve using the model. This suggests the data do
not conform precisely to the viscoelastic model, which may
be due either to the experimental errors already outlined, or
to another loss mechanism.

It is easy to imagine how, in a poorly sorted sediment,
compliance heterogeneities with aspect ratios of the order
1023 could exist due to the irregular morphology of clay
mineral flocs and floc-grain contacts. Figure 17 is a log–log

FIG. 15. A comparison of Lough Hynein situ and labo-
ratory velocity data with the published data of Bowles
~Ref. 27! and Shumway~Ref. 14!, and with the theoret-
ical models of Biot~Refs. 4 and 5! and Jones~Ref. 33!.
Note the log-frequency scale.

FIG. 16. A comparison of Lough Hynein situ and labo-
ratory attenuation data with the published data of
Bowles~Ref. 27! and Shumway~Ref. 14!, and with the
theoretical models of Biot~Refs. 4 and 5! and Jones
~Ref. 33!. Note the log–log scale.
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plot of the attenuation coefficient at 342 kHz against the
mass ratio of total clay and silt to sand in the low porosity
~36%–60%! Lough Hyne sediments. Also plotted for com-
parison are the 368 kHz data of McCann and McCann29 for
high porosity~.60%! silty clays. The original intention was
to plot the ratio of clay to total sand and silt~i.e., the ratio of
compliant to noncompliant minerals!, but the limited grain
size data dictated the grouping of clay and silt. Despite this,
there appears to be a strong correlation between attenuation
and (clay1silt)/sand ratio, and the two independent datasets
follow the same trend~note the log–log scale!. ‘‘Clay squirt
flow’’ is a strong candidate for the dominant loss mechanism
in poorly sorted marine sediments. The contacts between
compliant, irregularly shaped clay flocs and stiff silt/sand
grains could provide the necessary compliant, water satu-
rated, pores necessary for squirt flow.

It is interesting to note that there was no evidence of free
gas, either in the Lough Hyne sediment core or observed by
the divers on the seafloor, which is often quoted as being
responsible for high attenuation in marine sediments.

V. CONCLUSIONS

The high-resolution data presented here give an indica-
tion of what can be achieved using broadband measurement
techniques that allow frequency-dependent velocity and at-
tenuation to be measured. The quality of thein situ and labo-
ratory acoustic data is excellent, although the study would
have benefitted from more core samples and early core
analysis. The interpretation of thein situ data would have
benefitted from a more accurate forward reflectivity model in
both the depth below seafloor and the horizontal extent of the
sedimentary layers identified~i.e., deeper and more core
samples needed!. Also, larger samples would have allowed
the laboratory resonant column method to be used that could
have provided unambiguous compressional wave results in
the 10–30 kHz range, and shear modulus data.

Despite these problems, a clear pattern emerges of high
attenuation and significant velocity dispersion in the Lough
Hyne sediments. The observed magnitudes and frequency
dependencies of compressional wave velocity and attenua-
tion can be described by a phenomenological local viscous
~squirt! flow model. One explanation is that the compliance
heterogeneities necessary for squirt flow are most abundant,
and, hence, lead to the greatest losses, in poorly sorted sedi-
ments when mud (clay1silt) and sand are present in nearly
equal proportions; the surface interactions of irregularly
shaped clay flocs, silt, and sand grains provide the compliant
pores necessary for squirt flow.

Perhaps the most significant finding of this study is the
highly attenuating nature of the Lough Hyne sediments and
their correspondence to laboratory data for similar, poorly
sorted, marine sediments reported by other authors. It is sur-
prising that these important and ubiquitous sediments have
merited relatively few studies in the literature when com-
pared to their well-sorted cousins~clean sands or marine
clays!.
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This work investigates the propagation of acoustic pulses through a chain of elastic spheres
embedded in air. This study is an extension of the works realized on individual sphere by several
authors for measuring elastic constant and internal friction with a monofrequential acoustic
excitation. The frequency analysis of the experimental transmitted train waves exhibit maxima
which were correlated to different types of free vibration modes: the Rayleigh modes (Rnl), the
torsional modes (Tnl), and the spheroidal modes (Snl). These resonances may be generated
separately according to the polarization of the excitation pulse. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1385179#

PACS numbers: 43.20.Ks@DEC#

I. INTRODUCTION

In a previous paper, the propagation of acoustic pulses in
a one-dimensional chain of elastic spherical beads embedded
in air was studied in the time domain for two different po-
larizations of excitation.1 The present study is concerned
with the same experimental problem but the results are pref-
erentially analyzed in the frequency domain and more spe-
cifically we explore the high frequency component of the
transmitted signals. The frequency spectra of the experimen-
tal acoustic signals exhibit maxima which are interpreted as
free vibration modes of elastic spheres in air. It is clearly
demonstrated that the generation of these types of
resonances—which is justified by the existence of guided
waves—depends on the polarization of the transmitters. The
Rayleigh waves family is generated only when the polariza-
tion of the incident wave is longitudinal2,3 whereas torsional
and spheroidal modes4–7—which were first studied by
Lamb8—are observed only when a shear polarization is used
for the excitation of the emitter. The physical justification of
these experimental observations is based on the fact that the
surface waves verify the phase condition standing surface
waves such that the distance traveled by the wave around the
target equals an integer or half integer numbers of wave-
length. It is important also to notice that, for spheres embed-
ded in air, we obtained similar Regge trajectories to the ones
observed for samples immersed in water. For the identifica-
tion of the resonances, we used the notation~n,l! according
to the formalism of the classical resonance theory of nuclear
reactions previously applied for the interpretation of acoustic
scattering from submerged elastic spheres and cylinders.9–16

The evolution of the frequency spectra as a function of the
number of spheres in the chain is also performed. This analy-
sis lets us compare our results with those published earlier in
the geophysics field for one sphere.

II. EXPERIMENTAL SETUP AND PROCEDURE

The objective of this work is to achieve a frequency
analysis of acoustic signals traveling through a one-

dimensional chain of identical beads or an individual sphere.
For this purpose, compressional and shear contact broadband
acoustic transducers are used. The experimental technique—
described in detail in Ref. 1—is an association of the NdB
method17 and the ‘‘resonant sphere technique,’’ which was
developed to measure the elastic properties of rocks and
spheres of different materials.18 The local excitation on the
sample is realized with short ultrasonic pulses which pre-
sents major advantages for a frequency analysis. No fluid
coupling is used for the contact between the front face of the
transducers and the balls as well as between two adjacent
spheres. In addition to the harmonic excitation of the piezo-
electric material of the transducers, a constant static forceF0

is applied along the axis of the chain. The frequency analysis
of the acoustic train waves is realized by calculating the fast
Fourier transform~FFT! of the acoustic signal selected on
the screen of an oscilloscope~Lecroy 9200! before being
plotted. When free vibrations of the specimen are excited,
peaks are observed in the frequency spectrum.

Two typical examples of recorded signals are given in
Fig. 1. The first one@Fig. 1~a!# is characteristic of a longitu-
dinal excitation and reception; it was obtained with a chain
made up with six balls of 8 mm in diameter. The second train
wave @Fig. 1~b!# was recorded with a chain made up of two
balls of 8 mm in diameter and is characteristic of a shear
excitation. The two signals which both present a high-
frequency component are differentiated by the existence of a
low-frequency component in the case of a transversal exci-
tation. In the following, we focus our investigation on the
high-frequency component and we shall distinguish two fre-
quency analysis according to the polarization of the transmit-
ters ~longitudinal or transversal!.

III. FREQUENCY ANALYSIS OF THE ACOUSTIC
SIGNALS „CASE OF LONGITUDINAL EXCITATION AND
RECEPTION…

The frequency analysis of acoustic wave trains such as
the one represented in Fig. 1~a! are shown in Fig. 2 for two
different values of the static force@Fig. 2~a!, F0515N; Fig.
2~b!, F0530N#. Similar data are reported in Fig. 3, whicha!Electronic mail: mdebilly@ccr.jussieu.fr
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shows a part of a wave train and its associated frequency
spectrum; the data are obtained with a chain made up of 9
steel beads of 5 mm in diameter and the value of the static
force is constant (F0530N). The purpose of the following
analysis is to argue for elucidating the origin of the quasi-
regularly spaced peaks observed in the frequency spectra.

A. Sound velocity measurement in air: Normalization

Usually most of the experimental data obtained with an
immersed specimen are presented as a function of the nor-
malized frequency:k1a wherek1 is the modulus of the wave
vector calculated in water. In the following some experimen-
tal data will be plotted versus the nondimensional frequency:
k0a wherek0 designates the wave number measured in air
~a is the radius of the specimen!. The sound velocity was
measured and its value was estimated to 34163 m/s.

B. General considerations on the experimental
frequency spectra

Let us designate byaFi
j the frequency position of thei th

peak~or apparition order in the spectrum! of the j th experi-
ment. The left superior index gives the diameter of the in-
vestigated target. In the first three columns of Table I are
given, for different experimental conditions, the frequency
positions of the peaks expressed in kHz. For the definition of
aFi

j let us write the following symbols:

FIG. 1. Typical examples of the acoustical signals transmitted through a
chain of elastic spheres submitted to an axial pressure:~a! the polarization of
the excitation pulse is longitudinal;~b! the polarization of the excitation
pulse is transversal.

FIG. 2. Examples of calculated frequency spectra for two values of the
static force~a! F0515N and ~b! F0530N.

FIG. 3. Part of the acoustic signal~a! and its associated frequency spectrum
~b!. The time shift from the origin is 430ms and the chain is made up of 9
steel beads of 8 mm in diameter (F0530N).
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~a! 8Fi
1: three steel beads of 8 mm in diameter andF0

520N;
~b! 8Fi

2: six steel beads of 8 mm in diameter andF0

510N;
~c! 8Fi

3: six steel beads of 8 mm in diameter andF0

530N.

In the first two columns of Table II are given the data ob-
tained for two chains made up with spheres of 5 mm in
diameter:

~a! 5Fi
1: fifteen steel beads of 5 mm in diameter andF0

530N;
~b! 5Fi

2: thirty steel beads of 5 mm in diameter andF0

530N.

An analysis of the experimental data reported in Tables I and
II confirms the following.

~1! For a given value of the radius of the ball, the position of
the frequencyaFi

j does not vary versus the static force
F0 .

~2! The aFi
j values are not affected by the number of the

beads which make up the chain.
~3! If we designate bŷk0,i& the mean value of the modulus

of the wave vector of thei th peak calculated over thej
experiments, it is verified that the product^k0,i&a is the
same for a constant value ofi ~the order of apparition of
the peak in the spectrum!. This is illustrated by compar-
ing columns 4 and 3 of Tables I and II, respectively.

~4! Similar results are obtained with an individual spherical
bead.

C. Analysis of the frequency spectra in terms of
‘‘resonance’’

Previous experiments realized in air on free chains with
contact broadband transducers pointed out in the wave train a
periodic structure the origin of which was identified as re-
sulting from spherical Rayleigh-type surface waves circum-
navigating in phase around the spheres.1 According to the
formalism of the classical resonance theory of nuclear radia-
tion and usually adopted in the literature in the case of cy-
lindrical and spherical targets immersed in water,2,3,9–16 the
different peaks observed in the recorded experimental fre-
quency spectra were designated by an index pair~n,l! where
n designates the mode order~or the number of circumferen-
tial nodes on the surface! andl the order of resonance within
each moden. The family of resonancesl 51 was identified
as the ‘‘Rayleigh family.’’ The breathing mode~0, 1! and the
mode~1, 1! do not exist in this family. The families labeled
by l>2 were called ‘‘whispering gallery’’ modes.

The identification of the peaks is given in Tables I and II
for the two types of spheres. Twenty one modes were iden-
tified in the case of the target consisting of steel beads of 8
mm in diameter; thirteen modes were observed in the case of
a chain made up with steel beads of 5 mm in diameter.

FIG. 4. Discrete variations of the mode order~n! as a function of the nor-
malized frequency~discrete first Regge trajectory!.

TABLE I. Data obtained in the case of a longitudinal excitation and detec-
tion ~steel beads of 8 mm in diameter!: Experimental values of the resonant
frequency positions; nondimensional frequency values for comparison with
results of Table II; identification of the Rayleigh modes; experimental values
of the phase velocity of the modes and of the normalized phase velocity with
respect to the Rayleigh wave velocity (CR).

8Fi
1

~kHz!

8Fi
2

~kHz!

8Fi
3

~kHz! ^k0,i&a
Mode
(n,l )

Vph

~m/s! Vph /CR

340 340 338 24.8 ~2,1! 3413 1.13
504 504 502 37.2 ~3,1! 3614 1.20
646 644 642 47.3 ~4,1! 3603 1.20
776 776 776 57.0 ~5,1! 3541 1.18
906 904 904 66.6 ~6,1! 3498 1.16

1030 1032 75.8 ~7,1! 3447 1.14
1154 1152 84.8 ~8,1! 3407 1.13
1276 93.9 ~9,1! 3371 1.12
1400 103.0 ~10,1! 3346 1.11
1520 111.9 ~11,1! 3317 1.10
1640 120.7 ~12,1! 3293 1.09
1760 129.6 ~13,1! 3272 1.09
1880 138.4 ~14,1! 3252 1.08
2000 147.2 ~15,1! 3238 1.07
2124 156.3 ~16,1! 3231 1.07
2240 164.9 ~17,1! 3212 1.07
2360 173.8 ~18,1! 3202 1.06
2476 182.2 ~19,1! 3187 1.06
2600 191.4 ~20,1! 3183 1.06
2716 199.9 ~21,1! 3170 1.05
2838 208.9 ~22,1! 3168 1.05

TABLE II. Data obtained in the case of a longitudinal excitation and detec-
tion; steel beads of 5 mm in diameter: Experimental values of the resonant
frequency positions; nondimensional frequency values for comparison with
results of Table I; identification of the Rayleigh modes; experimental values
of the phase velocity of the modes and normalized phase velocity~CR is the
Rayleigh wave velocity!.

5Fi
1

~kHz!

5Fi
2

~kHz! ^k0,i&a
Mode
(n,l )

Vph

~m/s! Vph /CR

540 24.8 ~2,1! 3391 1.13
800 36.8 ~3,1! 3588 1.19

1028 1032 47.3 ~4,1! 3586 1.19
1236 1240 56.9 ~5,1! 3528 1.17
1440 1444 66.2 ~6,1! 3478 1.15
1640 1644 75.4 ~7,1! 3433 1.14
1836 1840 84.5 ~8,1! 3398 1.13

2032 93.5 ~9,1! 3358 1.11
2224 102.3 ~10,1! 3325 1.10
2424 111.5 ~11,1! 3309 1.10
2612 120.2 ~12,1! 3280 1.09
2804 129.0 ~13,1! 3261 1.08
2992 137.7 ~14,1! 3239 1.07
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These results are consistent~within less than 4%! with the
results published by Williamset al.,19 who studied the tran-
sient response of spheres submitted to an acoustic wave in-
cident along the axis. As expected the curven(k0a), which
represents the first Regge trajectory,9,13 should reveal data
aligned for a large range of the productk0a: this is very well
verified in Fig. 4 for the two types of spheres.

For each moden, the phase velocityVph may be calcu-
lated by the classical relationship:

Vph~n!52pa ^Fi&
1

~n11/2!
, ~1!

where ^Fi& designates the value of the resonant frequency
averaged over the different experiments realized on spheres
of the same radius. The term12 is due to the phase jump when
the surface wave goes through the focal point.15 The experi-
mental values of the phase velocity calculated from Eq.~1!
are given in Tables I and II for the two types of spheres. The
variations ofVph versus the adimensional frequency (k0a)
are plotted in Fig. 5. We note that the curve points out a
maximum and has an asymptotic value close to the Rayleigh
wave velocity propagating on semi-infinite unbounded me-
dium (CR53005 m/s) as it is suggested by the values of the
ratio Vph/CR given in the last columns of Tables I and II.
These curves offer a very similar behavior to the plots ob-
tained in air for the aluminum cylinder~Fig. 6 of Ref. 14 and
Fig. 11 of Ref. 16!.

To sum up, we have demonstrated that a dilatational
excitation of a chain of spherical beads immersed in air gives
rise to free vibrations of the target which are limited to the
so-called Rayleigh-type modes. The frequency positions of
these resonances are well identified and many modes of this
family may be detected.

IV. FREQUENCY ANALYSIS OF THE ACOUSTIC
SIGNALS „CASE OF SHEAR EXCITATION
AND RECEPTION…

Experiments were also achieved on individual spheres
and chains of spherical beads located between two shear
broadband contact transmitters and submitted to a static
loading. The transmitter was again excited with short pulses
and a part of the transmitted wave train was gated to calcu-
late the Fourier integral.

In the case of individual spheres, the frequency response
of the samples points out a succession of narrow peaks; this
is illustrated in Figs. 6 and 7 where are plotted the frequency
spectrum obtained with an elastic steel sphere of 7 and 8 mm
in diameter, respectively. The existence of such maxima was
already mentioned by several authors,7,20–22who have iden-
tified these peaks as torsional and spheroidal vibration
modes. These two kinds of vibration were first studied by
Lamb8 and more recently by Satoˆ and Usami,6 who calcu-

FIG. 5. Experimental variations of the phase velocity vs the normalized
frequencyk0a.

FIG. 6. Experimental frequency spec-
trum obtained in air with an individual
steel sphere of 7 mm in diameter.

FIG. 7. Experimental frequency spectrum obtained in air with an individual
steel sphere of 8 mm in diameter.
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lated the numerical solutions of the characteristic equation
for the two types of modes. The notation used for the iden-
tification of the torsional modes~pure shear mode! and the
spheroidal modes~mixed shear and longitudinal modes! is
Tn,l 21 and Sn,l 21 , respectively, wherel designates thel th

mode of thenth harmonic withn51,2,3,... andl 51,2,3,... .
The fundamental torsional modeT10 does not exist.

The identification of the peaks observed in our experi-
mental frequency spectra was obtained from the comparison
between the experimental frequency positions of the peaks
and the frequency positions of the vibration modes calcu-
lated by Satoˆ and Usami.6 Columns 4–6 of Table III give the
experimental values of the productfa ~frequency times the
radius of the sphere! expressed in MHz mm, in the case of
three individual steel spheres of 7, 8, and 5 mm in diameter,
respectively, for which a peak is observed. These values were
first compared with each other and then with the values of
the same quantity calculated from the tables given in Ref. 6
and reported in the first column of Table III. This double
comparison shows a very good agreement between the three

experimental determinations and a very good correspon-
dence between the experimental and the theoretical values of
the resonant frequencies for each free vibration. Most of the
fundamental and low harmonics of the torsional and spheroi-
dal modes were identified without ambiguity~see columns 2
and 3 in Table III!. To confirm the validity of the identifica-
tion, we have plotted in Figs. 8 and 9 the theoretical and
experimental discrete Regge’s trajectoriesn( f a). The agree-
ment is very good and validates identification of the modes
up to the mode order 23 for the torsional modes and up to the
mode order 12 for the spheroidal modes.

In conclusion, it was experimentally verified that in the
case of an individual sphere submitted to a transversal exci-
tation, torsional and spheroidal modes are excited and that
the frequency positions of the two kinds of modes are not
affected by the variations of the axial pressure. Now the
question is: What about a chain made up of several identical
metallic spheres in contact?

Some experimental frequency spectra obtained with
chains of different composition and submitted to a shear ex-
citation are given in Figs. 10, 11~b!, and 12~a!. The fre-
quency spectrum plotted in Fig. 10 was obtained with a
sample formed with two steel beads of 8 mm diameter; the
frequency spectrum of the train wave represented in Fig.
11~a! is redrawn in Fig. 11~b!. It was measured with a chain
made up with fifteen steel beads of 5 mm diameter and the
last spectrum@Fig. 12~a!# illustrates the case of a chain made

FIG. 8. Mode order versus frequency times radius for the torsional waves
family ~discrete Regge trajectories!.

FIG. 9. Mode order versus frequency times radius for the spheroidal waves
family ~discrete Regge trajectories!.

TABLE III. Comparison between the mean values of the productf a ~in
MHz mm! of torsional modes (Tn,i 21) and spheroidal modes (Sn,l 21)
modes measured in this experiment for different experimental conditions
and the values calculated by Saˆto and Usami~Ref. 6!. ~1! One sphere of 7
mm in diameter.~2! One sphere of 8 mm in diameter.~3! One sphere of 5
mm in diameter.~4! Two spheres of 8 mm in diameter.~5! Four spheres of
8 mm in diameter.~6! Nineteen spheres of 8 mm in diameter.~7! Fifteen
spheres of 5 mm in diameter.

f a
~Ref. 6! Modes

Frequency times radius~MHz mm!

~1! ~2! ~3! ~4! ~5! ~6! ~7!

1.27 T20 1.28 1.29 1.29 1.28 1.28 1.29 1.28
1.33 S20 1.33 ¯ 1.33 ¯ ¯ ¯ ¯

1.74 S11 1.78 1.80 1.79 1.80 1.78 ¯ ¯

1.96 T30 1.96 1.98 1.97 1.98 1.98 1.97 1.97
2.54 S40 2.52 2.56 2.54 2.54 2.55 ¯ ¯

2.59 T40 2.59 2.60 2.60 2.60 2.61 2.60 2.59
2.93 T11 2.88 2.93 2.91 ¯ ¯ ¯ ¯

3.07 S50 3.07 3.10 ¯ ¯ ¯ ¯ ¯

3.18 T50 3.17 3.20 3.20 3.20 3.20 3.20 3.19
3.28 S31 3.32 3.36 3.35 3.36 3.36 ¯ ¯

3.58 S60 3.59 3.60 ¯ ¯ ¯ ¯ 3.59
3.63 T21 ¯ 3.64 ¯ ¯ ¯ ¯ ¯

3.77 T60 3.75 3.76 3.77 3.78 3.78 3.78 3.77
4.07 S70 4.06 ¯ ¯ ¯ ¯ ¯ ¯

4.10 S41 4.14 ¯ ¯ ¯ ¯ ¯ ¯

4.23 S22 ¯ 4.18 ¯ ¯ ¯ ¯ ¯

4.33 T70 4.32 4.36 4.35 4.35 4.35 4.35 4.33
4.56 S80 4.55 4.60 ¯

4.89 T80 S51 4.86 4.92 ¯

4.93 S32 4.93 4.96 ¯

4.94 T41 4.97 5.02 ¯

5.03 S90 5.04 5.08 ¯

5.35 T22 5.30 ¯ ¯

5.44 T90 5.42 5.48 ¯

5.52 S10,0 5.53 5.58 ¯

5.61 T51 5.65 ¯ ¯

5.68 S61 5.69 5.74 ¯

6.00 T10,0 or S11,0 5.97 ¯ ¯

6.04 T32 6.00 6.02 ¯

6.19 T61 6.12 ¯ ¯

6.54 T11,0 ¯ 6.58 ¯

7.09 T12,0 ¯ 7.12 ¯
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up of nineteen steel balls of 8 mm diameter. These spectra
represent the FFT of a ‘‘gated’’ received train wave which is
the part of the signal visualized on the screen of the oscillo-
scope~Lecroy 9200!; the ‘‘gate’’ may be shifted by translat-
ing the signal on the screen of the oscilloscope.

As in the case of individual spheres, the frequency spec-
tra reveal the presence of peaks the positions of which agree
very well ~within less than 0.5%! with those observed with
one bead of the same material~steel! and of the same diam-
eter. This is confirmed in columns 7–10 in Table III. So, we
concluded that, again, torsional and spheroidal modes are
excited and propagate in the chain as the Rayleigh surface

waves do when a longitudinal polarization is used for the
excitation of the chain.

It was also experimentally observed that the peak distri-
bution in the frequency spectrum changes when the length of
the chain increases or when the ‘‘gated’’ signal is shifted
from the beginning to the end of the received time signal.
The first observation is confirmed by the analysis of columns
7 and 9 of Table III: For a long chain~column 9! all the
modes other than the torsional modesTn0—which corre-
spond to the first modes (l 51) of all harmonics~n!—
disappear inducing that they are more attenuated during the
propagation than the modesTn0 . The second observation is
illustrated in Figs. 12~b! and 12~c!.

V. CONCLUSION

In the present paper it was carried out that it is possible
to generate and propagate in air two kinds of eigenvibration
modes for individual spherical resonator and for chains made
up with elastic spherical bead~s! with stress-free boundary
conditions according to the polarization of the excitation
pulses: The ‘‘Rayleigh wave family’’ which is excited with
longitudinal pulses and torsional and spheroidal modes
which are generated with a transversal excitation. The results
should contribute to a better apprehension of the free eigen-
vibration modes and could be considered as a complemen-
tary analysis of the resonance excitation mechanism ob-
served in water. The agreement between the experimental
and theoretical resonance frequencies is very good. The ex-

FIG. 10. Experimental frequency spectrum obtained in air with two steel
spheres of 8 mm in diameter.

FIG. 11. ‘‘Gated’’ train wave obtained with 19 steel spheres in contact~a!
and its frequency spectrum associated~b!. The diameter of the spherical
beads is 8 mm and the polarization of the acoustic excitation is transversal.

FIG. 12. Evolution of the ‘‘gated’’ train wave as a function of the position of
the gate in the high frequency component of the signal.
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perimental observations of the evolution of the frequency
spectra with the length of the chain as well as the position of
the temporal gate indicate that information on the attenuation
of the modes may be obtained. So it was verified that the
torsional modes are much less attenuated than the spheroidal
modes during the propagation in chains. As the experimental
method based on the pulse resonant technique is easy to
realize and works very well for measurements in air, it could
be used for testing the sphericity and homogeneity of the
spheres.
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Measurements of the spatial distribution of the time-averaged second-order pressure in a plane
standing wave in atmospheric air are reported. Several measurement pitfalls are identified, and
solutions are described. These include accounting for slight nonlinearity of the piezoresistive
transducer and careful mounting of the transducer. Streaming causes extra complication when a
capillary-connected manometer is used. With the proper technique and instrumentation, results are
in good agreement with theory. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1382615#

PACS numbers: 43.25.Qp, 43.25.Zx, 43.25.Gf@MFH#

I. INTRODUCTION

In thermoacoustic engines and refrigerators, streaming
can transport a significant amount of heat. One initial
attempt1 to diagnose such streaming by measuring the
second-order time-average pressure differences accompany-
ing it was qualitatively reasonable but did not inspire high
confidence in quantitative accuracy. Hence, we undertook the
simpler measurements described here to learn how to mea-
sure second-order time-average pressure differences accu-
rately and routinely.

For our purposes, a nonlinear periodic pressure wave
can be described by

p~x,y,z,t !5pm1Re@p1~x,y,z!eivt#1p2,0~x,y,z!

1Re@p2,2~x,y,z!ei2vt#1¯. ~1!

The Eulerian pressurep, which is the pressure at a given
locationx,y,z as a function of timet, is written as the sum of
several terms. The mean pressurepm is the steady pressure
that exists in the absence of any acoustic oscillation. It is
usually independent ofx,y,z, because body forces such as
gravity are usually negligible. The fundamental acoustic os-
cillation at angular frequencyv52p f is accounted for with
the complex functionp1(x,y,z), whose magnitude gives the
amplitude of the fundamental pressure oscillation and whose
phase gives the temporal phase of the oscillation. In the ab-
sence of nonlinear effects thesepm andp1 terms might suf-
fice. However, nonlinear effects, such as that described by
the (v•“)v term in the momentum equation~wherev is the
velocity!, generate both harmonics such asp2,2 and time-
averaged phenomena such as streaming and the time-
averaged second-order pressure denoted here byp2,0. In our
notation, the first subscript, 2, indicates that the magnitude of
this term is second order in the acoustic amplitude, and the
second subscript, 0, indicates the temporal frequency of the
term. Measurement ofp2,0 is challenging because it is much
smaller than bothpm and up1u.

The nature and magnitude ofp2,0 have generated activity
and controversy in the acoustics literature. Twenty years ago,
much of this activity was inspired by the desire to understand
the radiation pressure on an acoustically levitated sphere.

Decades earlier, the interest focused on the radiation pressure
exerted by an ultrasonic beam on a flat plate. This body of
work is reviewed by Lee and Wang,2,3 who rightly point out
that the confusion and controversy arise because radiation
pressure is a small, subtle nonlinear effect, and in particular
that extreme care must be taken to pose questions clearly. It
is widely accepted2–4 that

p2,05
up1u2

4rma2
2

rmuv1u2

4
1C, ~2!

if viscous and thermal effects can be neglected, whererm is
the mean density,a is the speed of sound, andC is a constant
that is independent of space and time. For the plane standing
wave of interest to us below, whose pressure amplitude isP1

~a positive real number! at the pressure antinodex50, the
fundamental wave is described by

p1~x!5P1 coskx, ~3!

and

uv1~x!u5~P1 /rma!usin kxu, ~4!

yielding

p2,052
P1

2

2rma2
sin2 kx1C8. ~5!

Much of the historic controversy about radiation pres-
sure has arisen fromC ~or C8), whose value depends on
constraints external to the wave itself. For example,C de-
pends on whether a resonator is vented to atmospheric pres-
surepm at a particular location or is sealed withpm trapped
in the resonator before it is insonified. To avoid this confu-
sion, we will consider only the difference betweenp2,0’s
measured at two different locations, so that the location-
independent constantC is irrelevant.~The acoustic-levitation
literature avoids this issue as well, because the net radiation
force on a body completely enveloped by a sound wave is
independent ofC.) Our apparatus, described in Sec. II, had
many pressure-sensor ports disposed along the standing
wave, essentially allowingp2,0 differences to be measured
between ports. The experimental results, described in Sec.
III, are in good agreement with Eq.~5!.
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However, to achieve these experimental results we had
to avoid the many subtle pitfalls discussed in Sec. IV, only
some of which we had anticipated. Some pitfalls depend on
the hydrodynamics and acoustics of the wave and the wave-
to-transducer fluid interface; others are characteristic of the
particular transducer we used. The main purpose of this pa-
per is to explain these pitfalls, so that other researchers can
avoid them.

II. APPARATUS

The apparatus used in this study is shown schematically
in Fig. 1. All measurements are made with 80-kPa air~atmo-
spheric pressure at Los Alamos! inside of a 0.91-m-long alu-
minum pipe having an inner diameter of 10.2 cm. The top
end of the pipe is closed by a plate that enforces a velocity
node at this location. The flow entering the pipe at the lower,
‘‘open’’ end passes through a honeycomb flow straightener
~10-cm-long, 4-mm-diameter tubes, with nearest neighbors
separated by 0.25-mm-thick web! to ensure that no large
turbulent structures enter the pipe and that the velocity pro-
file is uniform. Pressure measurements are made at nine
equally spaced locations~including the closed end! that ex-
tend down the entire pipe. The measurement ports are stag-
gered azimuthally to prevent any disturbance created at one
port from affecting another. The clean geometry is designed
to create a plane standing wave as described by Eqs.~3! and
~4! with x50 at the closed end, and therefore a known dis-
tribution of p1 andp2,0.

The wave is generated by a driver system consisting of
eight JBL 2206H loudspeakers. The speakers are arranged in
four parallel sets of two speakers in series. This arrangement
is capable of providing sufficient displacements and larger
pressure amplitudes than are possible with all eight speakers
in parallel. In order to allow for operation outside of the
manufacturer’s specifications for electrical power and fre-
quency without thermal damage to the voice coil, the passive
cooling system provided in each speaker by the manufacturer
is replaced by the active system sketched in Fig. 1~b!. The
cooling flow loop is closed to ensure that no air is added or
removed from the apparatus. Air driven by a blower is
cooled by a heat exchanger before entering eight parallel
paths, one to each speaker. The air enters the speaker through
the center of the magnet, and is forced though the gap be-
tween the magnet and the voice coil. It then exits through the
three ports in the magnet which originally provided passive
cooling. These ports are connected to the inlet side of the
blower, thus completing the cooling loop.

The fundamental resonance of the system is found to be
f 570 Hz, with almost a quarter wavelength in the 0.91-m-
long pipe. At this frequency, pressure amplitudes of 14 kPa
~174 dB re 20 mPa rms! are easily achievable at the closed
end. For the next resonance, atf 5210 Hz, almost three-
quarter wavelengths are in the pipe and a pressure amplitude
of 7 kPa can be produced. The complicated geometry of the
speakers’ enclosure plus the pipe suppresses harmonic
generation,5 so shock waves do not occur even at these high
amplitudes.

III. MEASUREMENTS OF p 2,0

All of the measurements reported in this section are
made using differential piezoresistive pressure transducers
~Endevco 8510B! referenced to atmospheric pressure. Each
sensor is mounted by the manufacturer inside the tip of a

FIG. 1. Schematics of apparatus.~a! Pipe and driver system. Cross sections
of four of the eight speakers are visible in the lowest part of the drawing; the
other four have the same arrangement, but displaced upward along the ap-
paratus and rotated 90° with respect to the long axis of the apparatus.~b!
Detail of cooling-air loop for one speaker. The blower and chilled-water heat
exchanger are shared among all eight speakers.
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3.86-mm-o.d. threaded tube. The threads begin above the
sensor in an effort to reduce any strain on the sensor element
when the transducer is torqued down. The transducer is
sealed to the apparatus by an O-ring. Although these trans-
ducers are nominally linear~the manufacturer specifies less
than 1% of full scale nonlinearity for the 1- and 2-psi trans-
ducers used here!, their nonlinearity is significant for accu-
rate measurements ofp2,0, so we account for it by in-house
calibration of the transducers. The transducers are calibrated
statically against a Bourdon-tube gauge~Wallace and Tier-
nan model FA 145, checked against a NIST traceable stan-
dard! with ticks of 27 Pa. The specified accuracy for this
gauge is 33 Pa. The dial was read and recorded to an esti-
mated accuracy of 13 Pa. The calibration data are shown in
Fig. 2 for two 1-psi transducers~open symbols! along with
linear fits to the data. The errors that would be incurred by
using the linear fits are also plotted~closed symbols!. Rather
than the linear fit, we use a third-order polynomial to convert
voltage to pressure. The differences between the data and the
polynomial appear random with an rms value of 6 Pa, much
smaller that the accuracy of the Bourdon-tube gauge. As will
be shown in Sec. IV, failure to account for the nonlinearity of
the pressure transducer would result in a substantial error in
the time-averaged pressure result. The manufacturer’s speci-
fications for the piezoresistive pressure transducers give hys-
teresis and nonrepeatability errors that are each 0.2% of full
scale. The rms sum of these two uncertainties plus the accu-
racy specification of the Bourdon-tube gauge is 0.6%, which
will be assumed to be the uncertainty of the measurements.

For measurement of the time-dependent signals, data are
acquired phase locked to the forcing signal by a 100-K
sample/s 12-bit A-D acquisition system and stored on a labo-
ratory computer. All results are averaged over at least 100
cycles. For each measurement, one transducer is placed in
the closed end, while the second is successively moved along
the other eight measurement ports. The voltage signals from
the pressure transducers are converted to pressurep(t) using
the calibration curves described above before averaging. The

fundamental pressure amplitudep1 is calculated using a Fou-
rier transform ofp(t), and the time average is also com-
puted.

Two cases are studied: 210 Hz, for which two pressure
antinodes exist within the measurement domain, and 70 Hz,
which allows larger amplitudes. The 1-psi full-scale trans-
ducers are used for the 210-Hz case, while the 2-psi trans-
ducers are used for the 70-Hz case. In both cases, the largest
amplitude studied is nominally the full scale of the trans-
ducer. Data are acquired as fast as the data acquisition sys-
tem allows, resulting in 220 samples/cycle for the 210-Hz
case and 700 samples/cycle for the 70-Hz case. The distribu-
tion of p1(x) and p2,0(x) are shown for these two cases in
Figs. 3 and 4. In each case, data were acquired for several
closed-end amplitudesP1 , and each amplitude is given a
unique symbol. For each of thep1(x) distributions, the data
are fitted toP1 coskx, where P1 is a fit parameter andk
52p f /a. Recall from Sec. I that the theoretical distribution
of p2,0 contains a spatially independent constant that may
vary with pressure amplitude. Since we are not interested in
the absolute time-average pressure, but rather how this pres-
sure varies in space, we ignore this constant by subtracting
the time-averaged pressure at the closed end from each dis-
tribution. The results are shown in Figs. 3~b! and 4~b!, along
with curves generated using Eq.~5! and theP1 values from

FIG. 2. Calibration data for two 1-psi pressure sensors. The raw data indi-
cated by the open symbols and the linear fits to them are associated with the
left axis. The filled symbols, associated with the right axis, show differences
between the linear fits and the data.

FIG. 3. Symbols show measured distributions of~a! p1(x) and ~b! p2,0(x)
for 210-Hz waves of nine different amplitudes in the pipe. In~a!, the lines
represent Eq.~3! with P1 adjusted to fit the data. In~b!, the lines represent
Eq. ~5! with no adjustable parameters, withP1 obtained from the fits in~a!,
and withC850. A representative error bar is also shown.
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the first-order curve fits. Thep2,0 distributions for 210 Hz
shown in Fig. 3~b! match the theoretical distributions well,
with differences everywhere less than the measurement ac-
curacy. The agreement of the measurement with Eq.~5! is
very good. A more accurate result can be obtained at higher
amplitudes, such as the 70-Hz case shown in Fig. 4~b!.

The writings of the theoretical leaders of a previous gen-
eration, such as Morse and Ingard6 and Westervelt,7 suggest
that the truth of Eqs.~2! and~5! was once so well known that
citation or publication of experimental validation was unnec-
essary. This attitude seems surprising, given the controversy
in the literature mentioned above in Sec. I. Nevertheless, we
have found only one previously published experimentalp2,0

result for a plane standing wave, similar to our Fig. 3: Van
Doren’s master’s thesis.8 His experiment is based on Morse
and Ingard’s suggestion to measurep2,0 in a horizontal stand-
ing wave in air by observing spatial variations in the depth of
a thin layer of water below the standing wave. Van Doren’s
results agree with the accepted theory to better than a factor
of 2, but perhaps not as well as one would expect.

IV. PITFALLS

These results belie many possible pitfalls with the mea-
surement of second-order time-average pressure, some of
which have already been discussed briefly. In this section,

the pitfalls that we have identified and therefore avoided will
be discussed in detail.

For steady flow, it is well known that a pressure sensor
in the presence of fluid motion must be mounted flush to a
wall that is parallel to the flow direction in order to provide
an accurate measurement of Eulerian~static! pressure,9 and
that the pressure gradient normal to the wall is negligible.10

However, the error incurred due to misalignment in an oscil-
latory flow is not known. For this reason, an additional pres-
sure port was added to the apparatus atx50.864 m that
allowed the pressure sensor to be extended into the flow. The
arrangement is shown schematically in Fig. 5. The sensor is
traversed through the domain21.3 mm,y,1.3 mm, where
y is the extension of the sensor from the wall, by incremen-
tally rotating the threaded transducer 1/6th of a turn resulting
in increments of 0.13 mm iny. We estimate thaty is known
to within 60.13 mm. The maximum difference in alignment
between the center of the sensor and its edges due to the
curvature of the pipe wall is less than half of this estimated
error. The speakers are driven at 70 Hz and the local velocity
magnitude is estimated using Eq.~4! and the measured val-
ues ofP1 at the closed end. Data for five local velocities are
shown in Fig. 6. In general, extending the sensor into the
flow results in a negative pressure error that scales with
ruvu2. The extension of the sensor from the wall is normal-
ized by the sensor diameterD since we conjecture that three-

FIG. 4. Symbols show measured distributions of~a! p1(x) and ~b! p2,0(x)
for 70-Hz waves of nine different amplitudes in the pipe. In~a!, the lines
represent Eq.~3! with P1 adjusted to fit the data. In~b!, the lines represent
Eq. ~5! with no adjustable parameters, withP1 obtained from the fits in~a!,
and withC850. A representative error bar is also shown.

FIG. 5. Arrangement used to study the impact of pressure-sensor misalign-
ment.

FIG. 6. Error in time-average static pressure measurement as a function of
the sensor–wall alignment. Positivey values indicate that the sensor extends
into the flow. Inset shows values ofuv1u. Note that the normalization by
uv1u2 increases the scatter of the low-velocity data.
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dimensional effects will begin to dominate as this value ap-
proaches 1, and the behavior may depart fromruvu2. The
static pressure measurement error is caused by the pressure
gradient associated with the streamline curvature induced by
the obstacle~sensor! as shown in Fig. 5. No effect is seen
until y.0.05D, which is not surprising given that the vis-
cous penetration depth (dn5A2n/v, wheren is the kine-
matic viscosity! for these conditions is 0.078D. Interestingly,
however, retracting the sensor inside of the pipe wall has no
effect, at least up toy521.27 mm. With these results in
mind, all measurements discussed in Sec. III were made with
the pressure sensors recessed slightly from the inside wall of
the pipe.

Although the results in Sec. III speak to the utility of the
piezoresistive pressure transducer for simultaneous measure-
ment of pressure amplitude and time average, other more
sensitive devices for time-average measurements are avail-
able at a lower price. For example, a capacitance manometer
with an uncertainty of 0.3% of the reading can easily be
found. Furthermore, since the time-average pressure values
are so small compared to the oscillation amplitudes, it is
reasonable to expect that a great advantage in accuracy of the
p2,0 measurement could be obtained by utilization of a sen-
sitive manometer. Even a simple water manometer, observed
through a cathetometer, can easily resolve pressure differ-
ences of 0.1-mm H2O51 Pa. However, such devices are
much less compact than their piezoresistive counterparts, and
thus cannot be easily embedded directly in the wall of the
apparatus. Typically, such devices are connected to a small
‘‘tap’’ in the wall of the apparatus via a flexible hose. It was
anticipated that the acoustic impedance of the tap would
need to be large to prevent the large acoustic pressure oscil-
lations from causing large oscillatory velocity through the
tap and therefore perhaps altering the reading. Despite our
use of small-diameter taps, early results using this method
indicated problems, so it was abandoned in favor of the pi-
ezoresistive transducers as described above. With confidence
in the piezoresistive results, they now provide a baseline for
comparison to illustrate problems encountered with the tap/
remote manometer method.

In some measurements 6 years ago at Los Alamos, a
440-Hz standing wave in helium was used, with mean pres-
sures ranging from 0.3 to 3 MPa and with two tap capillaries
of 0.1-mm diameter and 1-m length extending from a differ-
ential manometer to two different places in the standing
wave. Results bore little resemblance to Eq.~5!. We have
now identified two possible causes of error in this method:
streaming in the capillary, and jetting at the capillary en-
trance.

Streaming occurs in the capillary because acoustic

power Re@p1Ũ1#/2, whereU1 is the complex volume-velocity
amplitude, must flow into and along the capillary to maintain
viscous acoustic dissipation in it, and hence a term

Re@r1Ũ1#/2 in the second-order time-averaged mass flux,
with r15rmp1 /pm , must flow in as well. If the manometer
has no leaks, no net mass can flow into the capillary, so

rmU2,052 Re@r1Ũ1#/2 must flow out of the capillary. Then,
the second-order Navier–Stokes equation indicates that

Dp2,0 must exist in the capillary, in order to overcome vis-
cous forces acting onU2,0. The calculation of thisDp2,0 is
simple for a short capillary, treated as a lumped flow resis-
tanceRn , connected to an infinitely compliant manometer. In
this case,U15p1,e /Rn , wherep1,e is the complex pressure
amplitude at the capillary entrance. Then,p1(x) varies lin-
early along the lengthl of the capillary, fromp1,e at the
entrance to 0 at the manometer. Hence,U2,0 is also linear,
varying from up1,eu2/2pmRn at the entrance to 0 at the ma-
nometer. Integrating¹p2,05Dp2,0/Dx5U2,0Rn / l along the
length of the capillary yields

Dp2,05up1,eu2/4pm ~6!

for the pressure drop along the length of the capillary. Be-
causepm5rma2/g, whereg is the ratio of isobaric to iso-
choric specific heats, the error indicated by Eq.~6! is the
same order of magnitude as the effect given in Eq.~5! that
we are trying to measure. Remarkably, repeating this calcu-
lation for an infinite-length acoustic transmission line com-
prised of resistance per unit length and compliance per unit
length gives exactly the same result. Including the effects of
inertance and thermal relaxation present in a capillary whose
diameter is not much smaller than the viscous and thermal
penetration depths would presumably change the result. We
have not verified Eq.~6! experimentally, but there seems to
be no way to avoid such an effect if a capillary is used in an
attempt to ‘‘time average’’ the pressure hydrodynamically.

Even if Eq. ~6! ~or its equivalent with inertance and
thermal relaxation included! is accepted as true and is ap-
plied as a correction to measured results, jetting at the cap-
illary entrance can sometimes add yet another second-order
time-averaged pressure difference to the measurement. At
Reynolds numbers much greater than unity, oscillating flow
at the entrance to a tube is very asymmetric, with outflow
creating a long jet~often with vortex rings! and inflow more
broadly distributed in angle. This asymmetry of flow pattern
causes asymmetry in the oscillating pressure drop across the
entrance, so that the time-average pressure drop is nonzero.
The magnitude of this pressure drop depends on details of
the entrance edges, but its order of magnitude isruvu2.

Details of one such jet are shown in the schlieren image
taken in the vicinity of a pressure tap exposed to an oscillat-
ing pressure of amplitude 0.51 kPa shown in Fig. 7. A 1.8-
mm-diameter 35-mm-long tap is used, and is connected to a
3.2-mm-i.d., 3.8-m-long hose. The pressure oscillations force
air in and out of the pressure tap. The exiting air rolls into a
vortex ring which propagates away under its self-induced
velocity. The image clearly shows the roll-up of a nascent
vortex ring and the starting jet behind the ring, which is

FIG. 7. Schlieren image of the flow induced when a pressure tap (D51.8
mm! is exposed to an oscillating pressure. Pressure amplitude at the tap
location is 0.51 kPa andf570 Hz.
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indicative of a stroke length 2uv1u/v much larger than the
orifice diameter. The remnants of rings from several previous
cycles are also visible farther down stream. This type of flow
is referred to as a synthetic jet, and it has been shown11 that
the pressure near the orifice of a synthetic jet is altered. Jet-
ting is likely also occurring on the opposite side of the tap
~into the flexible hose!, resulting in a situation so complex
that no resulting pressure measurement should be surprising
or believed. Images were also acquired at higher frequencies
and higher amplitudes and are not shown. In general, larger
amplitude results in a longer stroke length and therefore a
longer starting jet column. Increased frequency will reduce
the stroke length and decrease the spacing between vortices.
Note that the pressure amplitude used in Fig. 7 is very small
compared with those used elsewhere in this study.

To assess the impact of this flow on pressure measure-
ments, we used a capacitance manometer connected via the
same hose to a 35-mm-long tap. Two tap diameters were
used: 0.18 and 1.8 mm. As indicated above, we anticipated
that this method would suffer most in regions of large pres-
sure amplitude. For this reason, the speakers were driven at
210 Hz, and measurements were made at both the pressure
node (x50.40 m! and an antinode (x50.81 m! and are plot-
ted versus the closed-end pressure amplitude in Fig. 8. As
expected, the pressure tap results are in good agreement with
the piezoresistive transducer results at the pressure node
@Fig. 8~a!#. However, where the pressure amplitude is large,
at the pressure antinode@Fig. 8~b!#, use of a pressure tap
results in large errors that increase with pressure amplitude.

It is also remarkable that the tap diameter seems to have little
effect.

Other sources of error in the time-averaged measure-
ment are due to effects within the transducer and how its
output is interpreted. Although not of concern for these mea-
surements, it is crucial to sample the signals rapidly enough
to capture any short-duration features1 that might contribute
to p2,0. Furthermore, if the transducer is nonlinear, measure-
ment of its average voltage does not give the average pres-
sure directly. Suppose that the transducer is exposed to pres-
sure

p~ t !5pm1up1ucos vt1p2,0, ~7!

and that the transducer voltage depends on pressure via

V5Vm1A~p2pm!1B~p2pm!2, ~8!

with B a small coefficient of nonlinearity. Substituting Eq.
~7! into Eq. ~8!, taking the time average, and neglecting the
very small termBp2,0

2 yields

Vavg5Vm1Ap2,01Bup1u2/2, ~9!

so that a naive measurement of average voltage would sug-
gest that the average pressure ispm1p2,01Bup1u2/2A in-
stead of the true value,pm1p2,0. For our calibrations of
these transducers,B/A is found to be of the order of 0.005
kPa21.

In addition, it was found that for the more sensitive
transducers used, the zero value was altered significantly
each time the transducer was moved to a new port and
torqued down. In fact, even though an effort was made to
reproduce the same torque each time, the zero value of the
transducer varied with a standard deviation of 0.03 kPa over
the entire data set. For this reason, at each location, data were
taken with the speakers off to obtain a correct zero value.

V. CONCLUSIONS

Accurate measurements of the second-order time-
averaged pressure in a standing wave in atmospheric air have
been made at two frequencies and at pressure amplitudes as
large as 17.5% ofpm using piezoresistive pressure transduc-
ers built into the resonator walls. Several possible error
sources are identified including sensor–wall alignment and
transducer nonlinearity. It is found that the former error
source can be eliminated simply by ensuring that the sensor
is either flush or slightly recessed. Nonlinearity errors are
removed by full calibration of the transducers, and the use of
polynomial fits to the calibration data. It has also been shown
that the use of capillary taps can lead to very erroneous re-
sults.
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On the theory of acoustic flow measurement
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The motivation for this paper arises from problems frequently encountered in acoustic flow
measurement. Of primary concern is that acoustic flow meters, rather than directly measuring the
volume flow rate, measure some biased average of fluid velocity in a duct. That is, the average is
usually not equal to the volume flow rate divided by the duct cross-sectional area, and is influenced
by alterations in the flow profile. In this paper perturbation analysis is used to characterize nontrivial
situations under which a sound field may be convected to first order by the unbiased
cross-sectionally averaged flow. Perturbation analysis previous to this paper has considered only the
plane-wave approach to the problem. This paper will examine the use of higher-order duct modes.
It will be shown that under certain circumstances these modes are less prone to distortion by the
flow field than the plane wave, and will still average the flow to an approximation which improves
with mode order. The study is restricted to the consideration of rectangular section ducts and
cylindrical ducts with axisymmetric flow fields. As an aside, the two-dimensional viscous
convective wave equation by Mungur and Gladwell@J. Sound Vib.9, 28–48 ~1969!#, has been
extended to three dimensions in this paper. In deriving this form it was noticed that an error existed
in the original equation. This error has been corrected in the present three-dimensional version of the
equation. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1369103#

PACS numbers: 43.28.Gq@DEC#

I. INTRODUCTION

Fluid flow measurement by acoustic, or more particu-
larly ultrasonic, techniques has become a problem of consid-
erable practical interest. The primary advantages of such a
technique are noninvasion of the flow and high dynamic
range~see von Jenaet al.1 and Lynnworth2 for applications!.

The motivation for this paper arises from problems fre-
quently encountered in the design of ultrasonic fluid flow
meters. Foremost among these is that ultrasonic flow meters,
rather than directly measuring the volume flow rate, by their
nature measure the fluid velocity, or more accurately, some
weighted average of fluid velocity in a conduit. Except in the
simplest cases~i.e., low-frequency plane waves, see
Robertson,3,4 or where ray theory is valid and multiple paths
are used, see Lynnworth2!; this average is not equal to the
volume flow rate divided by the duct cross-sectional area,
and is influenced by alterations in the flow profile~see, for
instance, Ha˚kansson and Delsing5 and Heritage6!.

In this paper, perturbation analysis is used to character-
ize nontrivial situations under which a sound field may be
convected to first order by the mean flow. That is, in a man-
ner which is insensitive to the cross-sectional flow profile in
the duct~assuming the profile is axially invariant!. Perturba-
tion theory is often valid at first order in flow metering ap-
plications, as the Mach number is often sufficiently small to
warrant this. It should be pointed out that perturbation analy-
sis has previously been used in the study of sound convec-
tion in ducts~see Robertson3 and Shankar7!. We restrict our-
selves to the consideration of rectangular section ducts, and
cylindrical ducts with axisymmetric flow fields, as these are
the most commonly considered cases.

The majority of approaches to the analysis of ultrasonic
flow measurement seem to have relied on numerical and
physical experiments, and ray-type approximations~see von
Jena et al.,1 Kroemer et al.,8 Lynnworth,9 Lynnworth,2

Sanderson10!. Correspondingly, many loose prescriptions for
design arise such as: ‘‘uniform insonification of the conduit.’’
Although this statement does contain some truth, refraction
can play a significant role at the frequencies commonly used.
Consequentially, entities such as plane waves and pencil
beams, as they are generally used, can become invalid ap-
proximations.@Generally, if the required flow resolution is to
be improved~all other things being equal!, the component of
the ray path in the direction of the flow must be increased. In
a medium where the flow profile is nonuniform, this increase
in path length will increase the refractive effects on beams
approximated as rays. Some current flow-meter designs in
fact incorporate reflections down the conduit which increase
the path length~see von Jenaet al. 1!. Under these circum-
stances it would appear to be profitable to examine guided
waves themselves, which have axially invariant profiles.#

The papers by Robertson3,4 are an exception to this in
that they do provide rigorous treatment of the subject within
certain approximations. They present the conclusion that
low-frequency plane waves in ducts convect in a fashion
insensitive to velocity and temperature profile variations.
However, there is no indication in their work as to whether
there are other ways to achieve the same result. Indeed, the
conclusion that low-frequency plane waves average profile
inhomogeneities is expected. It is well known from scatter-
ing theory that the scattered field is insensitive to details of a
scatterer which are small compared with a wavelength. It
will be shown in this paper that increasing the order of the
acoustic duct mode can, in certain circumstances, reducea!Electronic mail: johncw@tip.csiro.au
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flow-induced modal distortion, that is shape change~to
which the plane wave mode is most prone!, and that the bias
error also decreases with increasing mode order.

We note at this stage the papers by Lechner.11,12 These
papers make claim to having developed approximate analyti-
cal solutions for modes in a flow duct. Furthermore, they
suggest certain modal combinations which convect in a man-
ner supposedly insensitive to flow profile. Some doubt exists
in this work owing to the use of an incorrect governing equa-
tion @Eq. ~8! of Lechner12#.

A great deal of theoretical and numerical work has been
done in the general area of flow ducts.3,4,7,13–65It seems to
the author, however, that this vein of literature is somewhat
divorced from the large body of literature concerned with
ultrasonic flow measurement. The focus of the former is usu-
ally on low frequencies and high Mach numbers, such as is
appropriate to high-speed gas applications, as opposed to the
low speed, high frequency applications considered in this
paper. The basic governing equations developed in this area
~flow ducts! are the same as those used in this work. This
paper does, however, make a small extension and a small
correction to a very general form of these equations.

In particular, the two-dimensional viscous convective
wave equation by Mungur and Gladwell13 has been extended
to three dimensions in this paper~although perturbation
analysis is only performed for the inviscid case!. This is a
rather straightforward extension. However, in deriving this
form it was noticed that an error existed in the original equa-
tion. This error does not appear to be a simple misprint, as it
is followed through several equations. It has been corrected
in the present three-dimensional version of the equation.
Mungur and Gladwell13 is a canonical reference to the litera-
ture cited above; hence, it was thought worthwhile to include
this work.

II. CIRCULAR SECTION WAVEGUIDES

In this section a perturbative approach is employed to
examine a rigid-walled circular section waveguide, carrying
a low Mach number steady flow of arbitrary profile. It is true
that fully developed profiles, in the absence of external
fields, take a fixed shape depending on the shape of the duct
section. However, flow around obstacles may produce devel-
oping profiles~particularly in the case of high-speed laminar
flow! which develop slowly over a length of several duct
diameters~and many wavelengths, at ultrasonic frequencies!.
The shape of the profiles depends upon the perturbing object.
The aim of this work is to describe sound fields which con-
vect with the duct mean flow velocity no matter what the
profile shape. As a first approximation to this end, we make
the assumption that the profiles are invariant along the duct
axis. This condition will be discussed at greater length in
Sec. III.

Assume a polar coordinate system for the duct withr as
the radial coordinate~going from 0 toR, the pipe radius!, u
the polar angle, andz the axial coordinate. LetK represent
the axial wave number component divided by the free-space
wave number (k), and m be an integer~representing the
number of circumferential nodes!. The flow field is assumed
to be axisymmetric; hence, the pressure field may be written

as p(r )ei (kKz1mu) ~where the time dependence is harmonic
and has been suppressed!. The equation forp(r ) is then

p9~r !1S 1

r
1

2K

12M ~r !K
M 8~r ! D p8~r !

1k2F ~12M ~r !K !22K22
m2

k2r 2Gp~r !50, ~1!

whereM (r ) is the Mach number profile~see Agarwal and
Bull14!. PositiveM implies the flow is in the positivez di-
rection. A diagram of this configuration is given in Fig. 1. In
linearized equations of this general type, the particle veloci-
ties associated with the sound wave are considered to be
small with respect to the steady flow velocities. A further
discussion of the approximations made in equations of this
type is given in Sec. III.

A. A perturbative formalism

Consider a rearrangement of Eq.~1! such that the explic-
itly flow-dependent terms are taken to the right as a source
term. The resulting equation is

p9~r !1S 1

r D p8~r !1S k2~12K2!2
m2

r 2 D p~r !524pr~r !,

~2!

where

r~r !5
1

4p F S 2K

12M ~r !K D M 8~r !p8~r !

2k2~2KM ~r !2M ~r !2K2!p~r !G . ~3!

Now consider a homogeneous version of Eq.~2!. This de-
fines the unperturbed radial factors of the transverse eigen-
functions of the waveguide which are Bessel functions, but
are written here symbolically ascmn . They are equal to
Jm( j mnr /R), whereJm8 ( j mn)50. The equation is

1

r

d

dr S r
dcmn

dr D1S kmn
2 2

m2

r 2 Dcmn50, ~4!

where kmn
2 5k2(12Kmn

2 ) represents the transverse wave
number component of the (m,n)th acoustic mode.

First-order perturbation formulas for the flow-perturbed
modes and wave numbers may be developed by applying the
perturbation procedure found in Morse and Feshbach.66 In
our case, the resultant formula forkt

2(5k2(12K2)) is im-

FIG. 1. Cutaway of a circular duct carrying a shear flow and being interro-
gated by a sound field~the flow field is assumed axisymmetric!.
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plicit even at first order, sincer(r ) is a function ofK and
hencekt . The first-order results of interest are

~kt
~1!!25kpq

2 1Upqpq ~5!

and

ppq
~1!~r !5cpq~r !1 (

~m,n!Þ~p,q!

`

cmn~r !
Upqmn

~kpq
2 2kmn

2 !
, ~6!

where

Upqmn5
2K ~1!

ADpqDmn
E

0

R

r dr cmn~r !F S 12
1

2
M ~r !K ~1!D

3k2M ~r !cpq~r !2S M 8~r !

12M ~r !K ~1!Dcpq8 ~r !G . ~7!

The normalization factorDpq is equal to*0
Rr dr cpq

2 (r ). A
further approximation will now be made by omitting terms
involving M2(r ) or M (r )M 8(r ), sinceM (r ) andM 8(r ) are
presumed to be small quantities. This results in a simplified
expression forUpqmn given by

Upqmn
~ l ! 5

2K ~1!

ADpqDmn
E

0

R

r dr cmn~r !

3@k2M ~r !cpq~r !2M 8~r !cpq8 ~r !#. ~8!

Now, from our definition ofkt we have (kt
(1))25k2(1

2(K (1))2). Similarly, we have thatkpq
2 5k2(12Kpq

2 ). It fol-
lows then that

Kpq
2 2~K ~1!!252K ~1!I pqpq, ~9!

whereI pqmn5Upqmn
( l ) /(2K (1)k2). The following identities are

also defined:

I 1
~pq!5

1

Dpq
E

0

R

cpq
2 ~r !M ~r !r dr , ~10!

I 2
~pq!5

R2

Dpq
E

0

R

cpq8 ~r !cpq~r !M 8~r !r dr . ~11!

These imply that

Kpq
2 2~K ~1!!252K ~1!S I 1

~pq!2
I 2

~pq!

k2R2D . ~12!

The assumption is now made that

~K ~1!!2@2K ~1!S I 1
~pq!2

I 2
~pq!

k2R2D . ~13!

Equation~13! will be valid for first-order perturbations
except for frequencies near the modal cutoff frequencies. As
the frequency approaches cutoff, the normalized axial wave
number~K! tends to zero for the upstream wave and is of
O(M ) for the downstream wave. The plane wave is ex-
empted from this, however, since for small Mach numbers
K;1. Equations~12! and ~13! imply

K ~1!5Kpq2S I 1
~pq!2

I 2
~pq!

k2R2D , ~14!

which we will evaluate for various mode sets and radial de-
pendences of the Mach number.

B. Perturbation integrals

The first case we will consider is for the plane-wave
mode. In this casec0051, c008 50, andD005R2/2. This im-
plies that

I 1
~00!5

2

R2 E
0

R

M ~r !r dr , ~15!

I 2
~00!50. ~16!

Hence,

K ~1!512Mav , ~17!

which confirms that the axial wavenumber of the plane wave
is perturbed by theaverageMach numberMav , as expected.
A case which is of special interest is that of a Mach number
profile which depends on the square of the radius, as well as
a constant term. This case is interesting for two reasons.
First, the exact solution of the Navier–Stokes equations for
Poiseuilleflow, happens to render a flow profile of the said
form. Second the integrals in Eqs.~10! and ~11! are exactly
tractable whenM (r ) is of the said form. The results for
M (r )5r 2/R2 are

I 1
~0q!5 1

3 q.0, ~18!

I 2
~0q!50 q.0. ~19!

These results may be obtained by using Eq.~3! in Sec.
2.12.32 of Prudnikoffet al.,67 and Eqs.~42! and~114! in Sec.
7.14.2 of Prudnikoffet al.68 Equation~3! of Ref. 67 gives
results for the definite integralsI 1

(0q) and I 2
(0q) in terms of

generalized hypergeometric functions, and Eqs.~42! and
~114! of Ref. 68 allow simplification of the hypergeometrics.
Equations~18! and ~19! imply that for a profile of the form
M (r )5Mc(11Ar2/R2), we have forq.0

K ~1!5K0q2Mc~11A/3! ~20!

5K0q2Mav~11A/3!/~11A/2!, ~21!

which for the case of a fully developed laminar profile (A
521) renders

K ~1!5K0q2Mc~2/3! ~22!

5K0q2Mav~4/3!. ~23!

Hence, for the common case of laminar flow, the plane-wave
mode convects with the mean flow andall the symmetric
higher modes convect with 4/3 of the mean flow. A curious
result, but one which may shed some light on complicated
calibration curves encountered by ultrasonic flow meter de-
signers with nonideal transducers~i.e., ones that should act
like ‘‘pistons’’ but do not!. This result has been verified by
the author, using Taylor expansions.

Obviously, the Mach number profile in the integrands of
Eqs. ~10! and ~11! is in unknown form. To make general
progress, we consider limiting asymptotic~large argument!
forms of the modal functions in the integrand of Eqs.~10!
and ~11!, in order to demonstrate conditions under which
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Eqs. ~10! and ~11! may become independent of the Mach
number profile. This is done as follows. First, we have that

I 1
~pq!5

2Mav

Jp
2~ j pq!~12p2/~ j pq!

2!
E

0

1

Jp
2~ j pqm!P~m!m dm, ~24!

and

I 2
~pq!5

2Mav j pq

Jp
2~ j pq!~12p2/~ j pq!

2!
E

0

1

Jp8~ j pqm!Jp~ j pqm!

3P8~m!m dm, ~25!

where

P~r /R!5M ~r !/Mav . ~26!

~The prime on the functions above denotes differentiation
with respect to the argument not necessarilym.!

Now, consider the case whenp is fixed, q@p, and q
@1, so that

Jp~ j pqm!;A2/~p j pqm!cos~ j pqm2pp/22p/4!. ~27!

We will substitute this form into Eqs.~24! and ~25! and
integrate the resulting lowest-order asymptotic expressions.
Obviously Eq.~27! will not be valid for sufficiently smallm,
but assuming that the integrand is piecewise continuous on
@0, 1#, the error caused by the asymptotic expression van-
ishes in the asymptotic limit asq→` since j pq→` and so
the invalid portion of the integral tends to zero. Substituting
Eq. ~27! into Eqs. ~24! and ~25!, and using some standard
double-angle trigonometric identities, we have

I 1
~pq!2I 2

~pq!/~k2R2!

5MavE
0

1

P~m!dm1Mav~21!pf q

3E
0

1

sin~~2q1p21!pm!cos~pm/2!P~m!dm

1Mav~21!pf qE
0

1

cos~~2q1p21!pm!

3sin~pm/2!P~m!dm, ~28!

where f q5122(pq/kR)2. @We have also usedJp
2( j pq)

;2/(p j pq) and j pq;p(q1p/223/4) which hold for fixedp
andq@p.# For any piecewise continuous function represent-
ing the profileP(m), the last two terms must tend to zero by
virtue of the completeness of the trigonometric series
sin(npm),cos(npm). The first term then gives a direct integral
over the Mach number profile.This average, however, isn’t
the correct one for mean flow. It should, of course, be
*0

1P(m)m dm. The average contains a bias, ostensibly intro-
duced by the shape of the duct. This result can be generalized
to other duct shapes which have sections with rigid bound-
aries and which lie on coordinate lines in systems in which
the unperturbed Helmholtz equation separates. However, this
is beyond the scope of the present work.

III. RECTANGULAR CROSS SECTIONS

In this section a general three-dimensional version of the
flow problem is solved. It will be demonstrated that in a
rectangular duct it is possible to generate a single higher-
order mode that will convect with a flow average which
tends toward becoming unbiased as the mode number is in-
creased.

A partial derivation of a three-dimensional version of the
convective wave equation of Mungur and Gladwell13 is
given in this section. This has been done for the reasons
given in the Introduction as well as to demonstrate the appli-
cability of such equations to practical ultrasonic cases.

A. The convective wave equation in rectangular
coordinates

The Navier–Stokes equations for continuity of momen-
tum density in a fluid may be written in a Cartesian coordi-
nate system, in tensor form as

r
]ui

]t
1ruj

]ui

]xj
5rFi2

]p

]xi
1

]

]xj
2m

3F1

2 S ]uj

]xi
1

]ui

]xj
D2

1

3

]uk

]xk
d i j G , ~29!

whereuj represents the fluid velocity,p represents the pres-
sure,m represents the shear viscosity, andr represents the
density. The symbolFi represents the resultant external force
on the fluid. It should be noted that implied summation over
like indices in a term has been assumed in Eq.~29!.

To derive the linearized wave equation it is necessary to
assume that the above variables may be written as the sum of
large steady terms and small fluctuating terms, the latter be-
ing associated with the acoustic field. Furthermore, we as-
sume that the steady velocity field varies only in thex, y
directions, being constant, as with the other variables, in the
z direction. A diagram of the present configuration is given in
Fig. 2.

The latter assumption will not of course be true in most
realistic cases, since flows are seldom fully developed. The
purpose of this paper, however, is to find fields which are
insensitive to shear profiles. In this regard it is hoped that
such results will also remain insensitive to shear profiles

FIG. 2. Cutaway of a rectangular duct carrying a shear flow and being
interrogated by a sound field.
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which depend weakly onz. Obviously, this analysis is ap-
proximate in nature. If changes of the steady parameters with
z are significant over a wavelength, then it seems likely that
the eigenfunction analysis will be useless. In ultrasonic
work, however, one may expect wavelengths to be of a scale
much smaller than that characteristic of steady velocity
changes in a slowly developing flow~note we also ignore
cross flows!. One might make these statements quantitative
by assuming the modal amplitudes to be slowly varying
functions of displacement and perhaps time~see Nayfeh
et al.,40 Sec. II B!, but this extension is beyond the scope of
the present paper.

The assumption that the acoustic particle velocities are
small with respect to mean flow velocities will break down at
sufficiently low flow velocities. Take for instance a water
flow of 1 liter per minute in a 50-mm pipe. The average
velocity v of this flow is

v51 l min21/~p30.0252 m2!50.0085 m s21. ~30!

The characteristic impedance of water (rc) is approximately

1000 kg m2331500 m s2151.53106 N s m23. ~31!

Now, consider a disturbance which may be approximated as
a linear plane wave wherep5rcu ~wherep is the acoustic
pressure amplitude andu is the amplitude of the particle
velocity!. In order to haveu equal to less that one-tenthv,
we requireu5(0.0085/10) m s21. In this case, the acoustic
pressure amplitude would be:p51.5310630.000 85
51.3 kPa. That is,;1% of an atmosphere. This condition
may easily be violated in common ultrasonic applications.
Care must therefore be taken in the application of the present
work to practical cases.

Assuming acoustic fluctuations in density are approxi-
mately equal to acoustic pressure fluctuations divided by the
speed of sound squared, it can be seen that even at 10 kPa the
density fluctuations are only about 431024% of the mean
density of water. For the purposes of the following derivation
it will also be assumed that the viscosity fluctuations are
small compared with the mean viscosity.~In the final analy-
sis it will be assumed that the fluid is inviscid: a far cruder
assumption.!

We therefore write our variables as

p5p81P0 , uj5uj81U0d j ,3 ,
~32!

r5r81r0 , m5m81m0 ,

where the fluctuating components are primed~and lower
case! and the steady components are subscripted with zero
~and are both lower and upper case!. As we are interested in
a homogeneous wave equation, we shall assume that the re-
sultant external forceFi is steady. This force is often negli-
gible, but could be included in this analysis to allow us to
rigorously consider fully developed profiles other than the
standard types.

A full derivation of the three-dimensional version of the
convective wave equation of Mungur and Gladwell,13 for an
ideal gas, is given in the Appendix. A brief description of the
derivation is given here. One result from this derivation is
also included to show the error in the original work of Mu-

ngur and Gladwell. This result is given in Eq.~33!. Up to this
result, the fluid is not assumed to be a gas as the fluctuating
viscosity remains in the equation. The description follows.

The forms in Eq.~32! are substituted into Eq.~29!,
whereupon the time average of this equation is subtracted,
and the products of fluctuating terms are neglected. This re-
sults in three linearized equations representing continuity of
momentum density, for thex, y, and z directions, respec-
tively. In addition to these equations, a time-filtered linear-
ized conservation of mass equation is required, as well as a
good many rearrangements and differentiations. These result
in

]2r8

]t2 5¹2p822U0

]2r8

]z]t
2U0

2 ]2r8

]z2

12r0F]ux8

]z

]U0

]x
1

]uy8

]z

]U0

]y G1
4

3

m0

r0
F ]

]t
¹2r8

1U0

]

]z
¹2r812S ]U0

]x

]2r8

]z]x
1

]U0

]y

]2r8

]z]yD
1

]r8

]z S ]2U0

]x2 1
]2U0

]y2 D G22
]m8

]z F]2U0

]x2 1
]2U0

]y2 G
22F]2m8

]z]x

]U0

]x
1

]2m8

]z]y

]U0

]y G . ~33!

The factor of 2 in boldface does not appear in the corre-
sponding two-dimensional expressions in Mungur and
Gladwell13 @see Eq.~13! of their paper#. This error has been
followed in their work and appears to arise from the neglect
of one part of a product rule differentiation. This factor does
not affect Eq.~34! or ~39! below, and therefore is not impor-
tant to the remainder of this paper. The final version of the
three-dimensional Mungur and Gladwell equation requires a
little more work and, as mentioned above, has been relegated
to the Appendix.

When the viscosity is neglected this governing equation
becomes

1

c2

]2p8

]t2 5¹2p82M2
]2p8

]z2 12r0cF]ux8

]z

]M

]x
1

]uy8

]z

]M

]y G
2

2M

c

]2p8

]z]t
, ~34!

whereM (x,y)5U0(x,y)/c. @See the Appendix, and sett1 ,
t2 , andd to zero in Eq.~A11!. NoteM is positive when the
flow is in the positivez direction.# We now drop the primes
and subscripts on the variables and search for separable so-
lutions of the form

p5F~x,y! f ~z,t !, ~35!

ux5G~x,y! f ~z,t !, ~36!

uy5H~x,y! f ~z,t !, ~37!

where

f ~z,t !5e2bazei ~vt2kzz!, ~38!

728 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 J. C. Wendoloski: Acoustic flow measurement



ba is the attenuation constant, andkz is thez component of
the wave vector. Substituting these expressions into Eq.~34!,
and using Eqs.~A1! and ~A2! whenm50, we finally arrive
at

]2F

]x2 1
]2F

]y2 1S 2K

12MK D F]F

]x

]M

]x
1

]F

]y

]M

]y G
1k2@12K2~12M2!22MK#F50, ~39!

where

K5
ba1 ikz

ik
, ~40!

and k5v/c. Equations~34! and ~39! already exist in the
literature, being derived directly from the linearized inviscid
equations of flow@see Kapur and Mungur,29 who actually
derive equations slightly more general than~34! and ~39!#.
Our main purpose for including the preceding derivation is to
extend ~to three dimensions! and correct the equations of
Mungur and Gladwell.

A couple of points should be noted about Eq.~39!. First,
it cannot in general be reduced further to ordinary differen-
tial equations by separation of variables. We might consider
a two-dimensional version of this equation, but even that
does not represent a standardSturm Liouvilleproblem. This
implies that we cannot prove that the eigenfunction solutions
to this equation are complete or orthogonal. Indeed, they do
not in general appear to be orthogonal, although numerical
studies suggest they are complete, at least in some cases~see
Shankar45!. If eigenfunctions of the form shown in Eqs.
~35!–~37! do not form a complete set, then clearly other
types of solution exist and may be excited by some source
distributions.

These points will not be expounded upon as we are con-
sidering only single modes in this paper. The subject of com-
pleteness is, however, of concern in general, as one may wish
to place finite aperture transducers in duct walls to generate
particular solutions of Eq.~39!.

B. Perturbation theory for the rectangular duct

In this section we are concerned with rectangular geom-
etries. For this purpose consider a rectangular section duct of
width a in the x direction andb in the y direction ~the axial
direction being thez direction!. Again, the diagram of this
configuration is given in Fig. 2. Application of the perturba-
tion theory described in Sec. II A to Eq.~39! leads to

Kpq
2 2~K ~1!!252K ~1!I pqpq, ~41!

where

Kpq5A12kpq
2 /k2, ~42!

with

kpq
2 5~pp/a!21~pq/b!2, ~43!

and

I pqmn5
1

ADpqDmn
E

0

aE
0

b

dx dy

3FMcpq2
1

k2 ~“xyM•“xycpq!Gcmn . ~44!

The symbol“xy is the two-dimensional Laplacian in thexy
plane. As before, terms ofO(M2) have been neglected. Fur-
thermore, the attenuation constantba is set equal to zero. For
rigid boundary conditions, we have that

cmn5Aemen

ab
cos~pmx/a!cos~pny/b!, ~45!

where the Neumann factorem is defined by

em5H 1 m50,

2 m.0,
~46!

and the normalization factorDpq is equal to unity, since or-
thonormal eigenfunctions have been used.

Placing these results in the form of Eq.~14!, we have
that

K ~1!5Kpq2S I 1
~pq!2

I 2
~pq!

k2a22
I 3

~pq!

k2b2D , ~47!

where

I 1
~pq!5

epeq

ab E
0

aE
0

b

dx dy M~x,y!cos2~ppx/a!cos2~pqy/b!,

~48!

and

I 2
~pq!52~ppa!

epeq

ab E
0

aE
0

b

dx dy
]M ~x,y!

]x
sin~ppx/a!

3cos~ppx/a!cos2~pqy/b!, ~49!

I 3
~pq!52~pqb!

epeq

ab E
0

aE
0

b

dx dy
]M ~x,y!

]y

3cos2~ppx/a!sin~pqy/b!cos~pqy/b!. ~50!

Note that in writing the above expressions we have imposed
a condition analogous to Eq.~13! for the circular case. This
is

~K ~1!!2@2K ~1!S I 1
~pq!2

I 2
~pq!

k2a22
I 3

~pq!

k2b2D . ~51!

It would be simpler to have perturbation integrals which
only depend onM and not its gradient. This may be achieved
for rigid ducts by re-expressing Eq.~44! using Green’s theo-
rem as

I pqmn5E
0

aE
0

b

dx dy MFcpqcmn1
1

k2 “xy•~cmn“xycpq!G
~52!

2
1

k2 R
S
Mcmn“cpq•dS, ~53!

where the surface integral is over the boundary of the duct
and the surface elementdS points away from the interior of
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the duct. Of course, for rigid wall conditions the surface term
is zero. The volume integral may be reduced to Fourier
cosine-type integrals whenpq5mn ~i.e., as occurs in a first-
order perturbation expression!. The latter is achieved using
well-known double-angle trigonometric identities, and the
result is

I pqpq5
epeq

4ab H E
0

aE
0

b

dx dy M~x,y!1
1

2
~11Kp0

2 !

1E
0

aE
0

b

dx dy M~x,y!cos~2ppx/a!1
1

2
~11K0q

2 !

1E
0

aE
0

b

dx dy M~x,y!cos~2pqy/b!1
1

2
~11Kpq

2 !

1E
0

aE
0

b

dx dy M~x,y!cos~2ppx/a!cos~2pqy/b!J .

~54!

Again, we write this result in the form of equation~14!

K ~1!5Kpq2I pqpq. ~55!

Equations~54! and ~55! govern the first-order convec-
tion of the acoustic field. The first and foremost property of
interest arises from the first term in Eq.~54!. This integral
~together with its normalization factor! is the definition of
average flow. It contributes a convection term in Eq.~55!
which is equal to the profile-averaged Mach number. Fur-
thermore, the other terms contribute correctly to this average
asp andq are set to zero. The Neumann factors adjust cor-
rectly for the inclusion of the extra terms. This of course
must be the case since all that is then being said is that a
plane wave correctly averages any flow profile, when first-
order perturbation theory is valid~this was mentioned in the
Introduction and seen before in the case of the circular duct!.
Whenp or q or both are not equal to zero, error terms exist
in Eq. ~54!.

The task at hand appears to be choosing the mode num-
bers so as to simultaneously minimize the above~bias! error
terms as well as excursions from the first-order theory. Nu-
merical experiments in the literature~see Shankar45 and
Agarwal and Bull14! have shown that plane waves are gen-
erally the most prone to flow-induced shape change and that
the change decreases with increasing mode order. This effect
will be derived later in this paper using perturbation theory.
Significant modal shape changes of course invalidate first-
order perturbation theory, which assumes no shape change in
the mode field. We will, therefore, consider methods which
encompass higher-order modes for eliminating bias errors.

The first integral in Eq.~54! contributes an unbiased
average of the flow. The other three integrals are basically
Fourier cosine integrals, with arguments double the corre-
sponding modal arguments. It seems then that a method of
minimizing the last three integrals would be to choose a
mode so that the cosine factors in Eq.~54! are approximately
orthogonal to the flow profile. This is obviously difficult to
arrange in practice, and if one knew for certain what the flow
profile was, this theory would be redundant.

If M (x,y) is a piecewise continuous function, the cosine
integrals must tend to zero asp and q tend to infinity. This
occurs by virtue of the completeness of the Fourier cosine
basis functions cosppx/a and cosqpy/b ~as in the case of the
circular duct!. Therefore, an obvious way of minimizing bias
error is to use higher-order duct modes. To put this in prac-
tical terms, if the flow profile may be approximated by a
low-order polynomial, then the use of a large-order mode in
one coordinate direction~say, perhaps,p;20 andq50! may
provide a sufficiently unbiased average for many applica-
tions.

Some other observations can be made along the lines of
symmetry arguments. Profiles comprised of a constant term
plus terms which are antisymmetric about the center of the
duct will be averaged correctly, due to the fact that the cosine
functions appearing in Eq.~54! are all even, about (a/2,b/2).

C. Modal shape change

The above arguments for eliminating bias errors are re-
ally only useful if the first-order perturbation theory becomes
a superior approximation as the mode number increases. This
may easily be shown for the case of a cylindrical duct with
an axisymmetric flow field or the nondegenerate case of a
two-dimensional duct. For three-dimensional rectangular
ducts the situation becomes somewhat problematic~again,
except where the effective dimensionality can be reduced!.
Strictly degenerate cases are dealt with by assuming that the
unperturbed state is a specific linear combination of the de-
generate modes. This linear combination, of course, depends
upon the nature of the perturbation~in our case this would
include the flow profile!, which is a rather undesirable state
of affairs. In nearly degenerate cases, some perturbed modes
will demonstrate high sensitivity to the perturbation. Minute
variations in the aspect ratio of the duct can change the first-
order correction for the perturbed mode by an order of mag-
nitude, or simply invalidate the first order theory~see Fig. 3
in what follows!.

For the above reasons it is desirable for us to limit the
aspect ratio so as to eliminate problems associated with de-
generacy. In the next section a first-order expression for the
shape change in the flow perturbed modes will be introduced
and a ‘‘perturbation parameter’’ depending on the shape of
the flow profile and the frequency will be extracted from this
expression. This parameter will in effect be an upper bound
for the flow-dependent terms in the first-order expression.
Section III E will then examine problems associated with
modal degeneracy, which also arise from the first-order ex-
pression for the shape change in the flow. Section III F will
summarize these results into a simple expression, which will
be valid for most practical cases.

D. A perturbation parameter

The perturbed mode may be written as

cpq
~1!~x,y!5cpq~x,y!1 (

~m,n!Þ~p,q!

Upqmn

~kpq
2 2kmn

2 !
cmn~x,y!,

~56!
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whereUpqmn52K (1)k2I pqmn. The mean square difference in
mode shape can therefore be written as

spq5E
0

aE
0

b

icpq
~1!~x,y!2cpq~x,y!i2dx dy

5 (
~m,n!Þ~p,q!

iUpqmni2

~kpq
2 2kmn

2 !2

5
a4

p4 (
~m,n!Þ~p,q!

iUpqmni2

@p21~qa/b!22m22~na/b!2#2 . ~57!

The numerators of this series, i.e., theiUpqmni terms, con-
tain the flow-dependent information in the series. Replacing
them with an upper bound will allow us to more easily esti-
mate the magnitude of the series, and provide information on
how the series depends on the shape of the flow profile and
frequency.

To do this, it will be easiest to use the perturbation in-
tegrals in the form of Eq.~44!. Using the result thatc i j (x,y)
and its partial derivatives~with respect tox and y! form
complete trigonometric series over@a3b#, we have that

a2

p2 iUpqmni<~enemepeq!1/2Lk,pq , ~58!

where

Lk,pq5
2K ~1!~ka!2

p2 H ^M2Mav& rms1
pp

ka K ]M

]X L
rms

1
pq

kb K ]M

]Y L
rms

J , ~59!

and

^ f ~x,y!& rms5S 1

ab E0

aE
0

b

i f ~x,y!i2dx dyD 1/2

, ~60!

X5kx, ~61!

Y5ky. ~62!

It is implied in this derivation thatM and its partial deriva-
tives are piecewise continuous functions over@a3b#. The
term Lk,pq may be interpreted as a perturbation parameter
based on the standard deviation of the flow profile from its
mean, and the rms. magnitude of the flow shear in thex and
y directions. The term̂M2Mav& rms will be referred to later
as sM : the standard deviation in the Mach number profile.
Note that there is no implication of ‘‘randomness’’ intended
by use of the term ‘‘standard deviation.’’ It is used simply as
a mathematical formula for measuring shape deviations from
the mean in the flow profile.

The assumption of piecewise continuity of the partial
derivatives ofM breaks down for the classical expressions
used for fully developed turbulent profiles. The profiles of
Nikuradse and Prandtl~see Blevins,69 page 41! indicate a
logarithmic dependence on the radial coordinate for circular
ducts. This dependence, however, has been derived from the
wall condition alone and is therefore thought to be indepen-
dent of the shape of the duct.

In reality, of course, a viscous sublayer exists near the
wall so that the gradients at the wall are not infinite as pre-
dicted by the logarithmic dependence~see Blevins,69 page
41!. Nevertheless, for high Reynolds number flows the loga-
rithmic dependence can be a good enough approximation to
make the derivative terms in Eq.~59! dominant. In fact, they
become excessively large upper bounds in this case, since the
integrands of the integrals upon which they are based contain
sin(ppx/a) and sin(pqy/b) terms which go to zero at the
boundaries@these terms can be seen in Eqs.~49! and ~50!#.
Actually, they do so at the same rate that the classical profile
gradient becomes singular. For these reasons a more precise
~but also more cumbersome! version of Eq.~59! is given. It
renders an appropriate upper bound for turbulent profiles
with large wall gradients

Lk,pq5
2K ~1!~ka!2

p2 H ^M2Mav& rms

1
pp

ka K ]M

]X
sin~ppx/a!L

rms

1
pq

kb K ]M

]Y
sin~pqy/b!L

rms
J . ~63!

Equation~63! is a rather awkward-looking expression; how-
ever, it and Eq.~59! will be referred to in Sec. III F and both
simplified into one expression which will cover virtually all
cases of practical interest.

E. Degeneracy

Now, with regard to our discussion on degeneracy and
aspect ratio in Sec. III C, we shall examine the perturbation
of theq50 modes only. TheiUmnp0i2 term in the numerator
of the sum in Eq.~57! will be replaced by an upper bound of
the type shown in Eq.~58!. The sum may then be broken up
as follows to take into account the Neumann factors, and to
demonstrate the limit to the two-dimensional case. The mean
square difference in mode shape is thus subject to the fol-
lowing inequality:

sp0<Lk,p0
2 F2ep(

n51

` H 1

@~na/b!22p2#2

12 (
m51

`
1

@m21~na/b!22p2#2J
12ep (

m.0
mÞp

1

@m22p2#2 1H 0 p50

2/p4 p.0G . ~64!

Now, for the purposes of removing problems associated
with modal degeneracy, we shall limit the aspect ratio so that

a/b>H 1 p50,

&p p.0.
~65!

~Note that we deal here only with ducts of aspect ratio
greater than unity to avoid redundancy.! The factor of& in
the preceding equation was chosen for analytical conve-
nience to some extent. Suffice it to say that this factor must
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be somewhat larger than unity to remove problems associ-
ated with near degeneracy@examine the first term of Eq.~64!
for a quantitative description of the singularity ata/b5p#.
Using result 25 in section 5.1.25 of Prudnikovet al.,70 Eq.
~64! may be reduced to

sp0<Lk,p0
2 F 2ep(

n51

` H p

4a3 cothpa1
p2

4a2 cosech2 paJ

1H p4/45 p50

p2

3p22
3

4p4 p.0G , ~66!

wherea25(na/b)22p2 ~note that this formula is valid for
imaginarya!. The expression inside the square brackets in
Eq. ~66! has been plotted in Fig. 3 fora/b>1 andp520.
The spikes occurring in the figure are poles of the summa-
tion. These occur at aspect ratios where two or more modes
are exactly degenerate. The present first-order theory is ob-
viously no longer valid for these aspect ratios. The positions
of the poles are given by a simple expression

a/b5
1

n
Ap22 l 2, ~67!

where l 50,1,2,...,p. The density of the poles increases on
average asn becomes large~anda/b becomes small! since a
small percentage change inn ~i.e., n changing by 1! then
gives rise to a new series of poles.

We now return to the cases governed by Eq.~65!. By
limiting the aspect ratio as per Eq.~65!, we may neglect the
cosech2 pa term in Eq.~66! ~with less than 3% error in the
worst case!. Furthermore, cothpa may be approximated by
unity ~with less than 0.5% error!. Therefore, the sum overn
in Eq. ~66! is to a good approximation

p

4 (
n51

`
1

~~na/b!22p2!3/2

55
p

4 S b

aD 3

(
n51

`
1

n3 p50,

p

4

1

b3p3 (
n51

`
1

~n221/b2!3/2 p.0,

~68!

whereb5a/(bp) and is greater than or equal to& in ac-
cordance with Eq.~65!. The sums in Eq.~68! may be evalu-
ated numerically.~This first sum has a well-known numerical
value. In the case of the second sum an upper bound may be
given corresponding tob5&. This is trivially evaluated by
direct summation.! Hence, we may write

sp0<Lk,p0
2 H p4

45
1

p

2 S b

aD 3

31.2020... p50,

p2

3p2 1
p

b3p3 33.0627...2
3

4p4 p.0.

~69!

Of course, the productbp, in the p.0 branch of the pre-
ceding equation is simply the aspect ratio of the duct (a/b).
It has been written in this fashion so that when one uses Eq.
~65!, which fixes a range forb by relating aspect ratio to
mode number, it can be seen that the term in question goes as
1/p3. The upper bounds are not excessive, having been care-
fully evaluated, and therefore ought to give reasonable indi-
cations of the relative sizes of the various modal shape per-
turbations in worst-case scenarios.

Let us examine the case where ten modes are excited in
turn in a duct~i.e., cp0 with p<10!. So that the expressions
are true for all modes and the same duct is used for all
modes, we will seta/b5103&. Figure 4 shows the results.
It is apparent from this graph that modal shape change in
worst-case scenarios may be minimized by using higher-
order modes.

FIG. 3. s20 0 /Lk,20 0
2 versus aspect ratioa/b @for mode number~20, 0!#. FIG. 4. sp0 /Lk,p0

2 versus mode numberp, for aspect ratioa/b510&, is
shown as dots. Asymptotic two-dimensional limitp2/3p2 is shown as a
solid curve.
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Further, it may be seen that in the asymptotic limit for
large p, sp0 /Lk,p0

2 ;p/3p2 @again, assuming that the aspect
ratio is allowed to increase with the highest mode number
according to Eq. ~65!#. Figure 4 superimposes this
asymptotic limit on the preceding example and the difference
is small in this case forp>2. In the case of an idealized
two-dimensional waveguide, Eq.~69! reduces to

sp0<Lk,p0
2 H p4

45
p50,

p2

3p22
3

4p4 p.0.

~70!

The minimization of modal shape change by the use of
higher-order modes is suggested very clearly by this expres-
sion.

F. Summary of results on modal shape change

In the previous section, we showed that in certain cases
higher-order modes are less prone to shape perturbation. The
cases we considered in this regard are where the (p,0) modes
are used anda/b>&p. In the limit asa/b→` this becomes
the case of a two-dimensional duct.

Now consider Eq.~59!. What we desire is to simplify
this expression@and/or Eq.~63!# by showing that the shear
terms may be neglected or replaced by an upper bound
which is constant~of order unity! times the standard devia-
tion term.

It may often be the case that for shear flows, changes in
M (x,y)/sM , on the scale of a wavelength, are on rms aver-
age~over the cross section of the duct! of order unity or less.
This is true for laminar profiles, which do not contain sharp
variations over the scale of the duct widtha. In this case,
provided the profile is interrogated with a mode well above
its cutoff frequency, the shear terms in Eq.~59! may be of
similar magnitude to the standard deviation term, or smaller,
depending on the wavelength.

A common case where the flow shear is much larger
than the profile standard deviation is fully developed turbu-
lent flow. In this case sharp gradients exist near the wall.
This was addressed before in Sec. III D. In this case, Eq.~63!
should be used to estimate the size of the modal perturba-
tions.

In order to examine this case we consider a Mach num-
ber profile with a constant standard deviationsM . This can
be written as follows:

M ~x,y!5sMP~x,y!/sP . ~71!

To estimate the size of the derivative terms for theq
50 modes, assume the profileP(x,y) in Eq. ~71! to be of
the form

P~x,y!5 f ~x!g~y!, ~72!

where

f ~x!5H log10~2x/a!1c1 x<a/2

log10~222x/a!1c1 x.a/2,
~73!

wherec1 is an arbitrary real constant. The functiong(y) is
left unspecified for the moment, but will be addressed

shortly. The form in Eq.~72! is by no means all encompass-
ing, but should be general enough to demonstrate the re-
moval of the gradient singularity in Eq.~73!.

According to Eq.~63!, the derivative term should con-
tribute a value of

Tderiv5
pp

k2a
sM^ f 8~x!g~y!sin~ppx/a!& rms/sP , ~74!

where

f 8~x!5H 1/~x ln 10! x<a/2

1/~~x2a!ln 10! x.a/2.
~75!

For fixed sM , Eq. ~74! becomes large whensP→0 @i.e.,
whenP(x,y)→1#. Sincef (x) andg(y) are functions of in-
dependent coordinates, in this example, we setg(y)51 to
maximize its contribution toTderiv. @Note that for practical
situations which give rise to fully developed turbulent flows,
settingg(y)51 is likely to be a good approximation in the
limit of high Reynolds number, asg8(y) does not enter into
Eq. ~74!.# By evaluating the integrals in Eq.~74!, we have
that

Tderiv<sM

p2pAp

~ka!2 ~76!

for all values ofc1 .
Now, the conditions in Eqs.~13! and ~51! imply that

K (1) is of order unity~say for practical purposes larger than
1/2!. This also implieska.pp. Taking all these things to-
gether and further approximatingsp0 /Lk,p0

2 by its
asymptotic limit ~i.e., p2/3p2! we have that first-order rms
perturbations in mode shapesp,0

1/2 are governed by a number

W5H ~ka!2sM p50,

~ka!2sM /p p.0.
~77!

This number indicates the dependences onka, sM , and
mode number, of first-order modal perturbations, in two-
dimensional and extreme aspect ratio cases. It should be
valid for many practical acoustic flow measurement applica-
tions; that is, those where changes in the profile over a wave-
length are small or of the order of the standard deviation of
the profile, except for the possibility of turbulent wall shear,
which is also allowed. The full expression in Eq.~69! can of
course be used where one wishes to consider strong flow
gradients other than turbulent wall shear.

The number W governs first-order shape changes.
Higher-order perturbation expansions of shape change con-
tain higher powers of (kpq

2 2kmn
2 ) in their denominators. It

may then prove to be true that worst-case higher-order shape
perturbations are killed off faster than 1/p @shown in Eq.
~77!#.

IV. A NUMERICAL STUDY

For the purposes of illustrating the results of the pertur-
bation theory, a numerical example has been calculated for a
two-dimensional rigid-walled duct with a shear flow profile
shown in Fig. 5. The profile is assumed to exist in approxi-
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mately the same form for several duct diameters and many
wavelengths in accordance with the assumptions given in
Sec. III A.

The profile is given as a worst case and was picked on
the basis of its lack of ‘‘specialness,’’ that is, lack of symme-
try and flatness. It also has a nominal similarity to an actual
profile produced by experimental work at the laboratory
where this paper was written~see the author’s address!.
Other profiles were studied and similar results were obtained.
In general, laminar-type wall conditions@;(12r 2) as r
→1# produced more modal distortion for a given wavelength
and mean flow rate. Hence, the chosen profile contains these.

Figure 6 shows the modal shape perturbations atka
5100. Although numerical values are not given here, it is

clear that the first-order theory qualitatively predicts the
trend, with the flow-induced shape perturbation in the mode
decreasing with mode order.

Figure 7 demonstrates the effect of frequency, mode
number, and Mach number on flow averaging. A normalized
upstream–downstream axial wave number differential
DK/2Mav is plotted againstka at several Mach numbers.

The quantityDK/2Mav should be equal to unity for an
unbiased acoustic average of the flow at small Mach num-
bers. @The exact expression forMav,1 is DK(1
2Mav

2 )/2Mav ; however, for the Mach numbers used in this
example the difference is negligible.#

According to Eq.~77! the first-order theory should be-
come more accurate aska and the Mach number profile stan-
dard deviation are decreased~W is minimized!. In the present
example the Mach number profile standard deviation in-
creases with Mach number. Equation~77! also predicts the
first-order theory should become more accurate as the mode
number increases~again,W is minimized!.

In Fig. 7 we see that, sufficiently far from the cutoff
frequencies, and at combinations ofka, sM , and mode num-
ber whereW is minimized, the wave number differential ap-
proaches the first-order perturbation prediction. The first-
order error is the difference of this prediction from unity and
has been denoted a ‘‘bias error’’ in Sec. III B. The first-order
perturbation predictions are given in the caption of Fig. 7.

Departures from the first-order theory are pronounced
for mode 0 and mode 2, whereas for mode 10, the departures
are relatively small. Even though mode 0 has a zero bias
error, the departure from the first-order theory is enough to
produce a maximum total averaging error of;10% for this
mode. Mode 2 has a 19% bias error, and the total error is
highly dependent on Mach number andka. Mode 10 has both
small bias error and total averaging error, for the ranges of
Mach number andka shown. These results are consistent
with the perturbation analysis.

FIG. 5. Normalized Mach number profile~M /Mav vs x/a!, for the two-
dimensional example problem.

FIG. 6. Normalized mode functions~p/ipi1 vs x/a, whereipi1 is the L1

norm of p! at various Mach numbers for the two-dimensional example.
Here, ka5100. ~a! mode 0 ~fundamental! upstream;~b! mode 0 down-
stream;~c! mode 2 upstream;~d! mode 2 downstream;~e! mode 10 up-
stream;~f! mode 10 downstream. The curves are for the Mach numbers: 0,
0.001, 0.003, 0.01, 0.02, 0.03, corresponding to shades from light gray to
black, respectively.

FIG. 7. Normalized upstream–downstream axial wave number differential
DK/2Mav vs ka at several Mach numbers. Mode 0~fundamental!, mode 2,
and mode 10 are shown in different shades ranging from black to light gray,
respectively. The curves for each mode~shade! represent the Mach numbers
0.001, 0.004, 0.0075, 0.0015, 0.03. These lie respectivelybeloweach other
for mode 0 and mode 10, and, respectively,aboveeach other for mode 2.
Note that the mode 10 curves lie nearly on top of theka axis as well as each
other in this figure. The first order perturbation prediction for the wave
number differentials are 1, 0.81, and 0.995 for modes 0, 2, and 10, respec-
tively.
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V. CONCLUSIONS

In Secs. II and III we have employed perturbation theory
to examine the convection of higher-order modes in rigid
flow ducts. It has been shown that for rigid circular
waveguides, only the plane-wave mode convects with the
mean flow. The higher modes in this case convect with an
incorrect flow average. The problem with using a plane wave
appears to be that it is the most sensitive to flow-induced
distortion. Modal distortion~shape change! has been shown
to increase for all modes with the rms shear and the standard
deviation of the flow profile, as well as the square of the
frequency.

It has been noted before in the literature that flow-
induced modal distortion decreases with increasing mode
number. A rigorous result has been obtained in this paper for
the case of rigid rectangular waveguides which approximate
one-dimensional systems@in the sense of Eq.~65!#. The re-
sult is that, in the first-order limit, the worst-case modal
shape change goes as 1/p ~where p is the mode number!.
This result cannot be easily generalized to rigid rectangular
waveguides with arbitrary aspect ratio owing to a problem
with modal degeneracy.

Concerning convection, a result has been obtained for
rigid rectangular waveguides~of any aspect ratio! and a fixed
piecewise continuous flow profile. First-order perturbation
theory predicts that in the worst case, increasing the mode
number will decrease the convection bias. That is, the higher
the mode order, the closer it will be to being convected by
the average Mach number. A two-dimensional example is
given in Sec. IV, which bears out this conclusion as well as
that of the modal shape change decreasing with mode num-
ber.

Putting these results together, we find that in flow me-
tering applications where distortion of the plane wave is a
problem, higher-order modes may be used to improve the
average of the flow. The caveats are that the duct must be
acoustically rigid and rectangular, and must approximate a
one-dimensional system in the sense of Eq.~65!.

APPENDIX: THE CONVECTIVE WAVE EQUATION

Following from the text in Sec. III A, we substitute the
forms in Eq.~32! into Eq. ~29!, whereupon the time average
of this equation is subtracted from itself, and the products of
fluctuating terms are neglected. This results in three linear-
ized equations
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for thex, y, andz directions, respectively. In addition to these
equations, we require the time-filtered linearized conserva-
tion of mass equation, which reduces to
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Combining these equations, with a good many rearrange-
ments and differentiations, one arrives at@compare with
Mungur and Gladwell,13 Eq. ~13!#
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This is the same as Eq.~33! of Sec. III A. The next stage in
obtaining the required equation involves expressingr8 and
m8 in terms of p8. Mungur and Gladwell state that in an
inviscid fluid with no thermal conductivity, propagation may
be considered to take place adiabatically and isentropically.
In this case, we have

r85
p8

c2 , ~A6!

where c is the velocity of sound. In viscous fluids energy
dissipation by viscosity gives rise to a change in entropy of
the system. Thermal, entropic, and viscous waves are the
result. Mungur and Gladwell take these effects into account
by deriving the following approximate relations, which now
assume the fluid is an ideal gas:
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where
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e

iv~12MK !
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The e term is extended to three dimensions here and is
given by
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The symbol“xy is the two-dimensional Laplacian in thexy
plane,M is the Mach number (U0 /c), andK represents the
normalizedz component of the complex wave vector. The
symbolh is the index relating viscosity and temperature, and
is approximately 0.72 to 0.75 for gases~according to Mungur

and Gladwell!, g is the ratio of the principal specific heats,
and k0 is the steady thermal conductivity of the gas. The
term d in Eq. ~A8! will transform our wave equation from
second order to fourth order. Presumably, some simplifica-
tions can be made for gases in which the viscosity plays only
a small part in determining the acoustic fields.

In order to obtain our final wave equation, we note that
Mungur and Gladwell have also given an expression relating
the fluctuating viscosity top8 andd. This is

m85t2@~g21!p82d#, ~A10!

where t25hm0 /(r0c2). Mungur and Gladwell further de-
fine t154m0 /(3r0c2) as the viscous relaxation time. By
substituting all these relations into Eq.~A5! and by rewriting
U0 /c asM, we obtain
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Compare this with Eq.~19! of Mungur and Gladwell,13 not-
ing the extra factor of 2 present in boldface, as for Eq.~33! in
this paper.
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motion is taken into account by averaging values from individual, short time-average matched-field
ambiguity functions; each resulting average value corresponds to a trial source track. The result is
a new ambiguity function which depends on six parameters: the three-dimensional coordinates of
the initial and final source positions. A simplification to four parameters is made by assuming the
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the resulting ambiguity surfaces can be plotted as a function of final coordinates by holding the
initial coordinates fixed at the optimal position. When applied to experimental data, the number of
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I. INTRODUCTION

Matched-field tracking~MFT! is a generalization of tra-
ditional matched-field processing~MFP! where source mo-
tion is included in the parameter landscape, thereby extend-
ing the MFP result of localization into one of localization
and tracking. In its simplest and most widely used form,
MFP is a detection and localization technique that correlates
measured hydrophone data with simulated acoustic fields, or
replicas, which correspond to trial source locations.1–3

Matched-field tracking incorporates source motion into the
parameter landscape by averaging traditional MFP results
along candidate tracks through a time sequence of MFP am-
biguity functions. In general, a resulting MFT ambiguity
function depends upon several source variables: initial posi-
tion, speed, and direction.

The specific MFT applications presented in this paper
reduce the parameter landscape to the source’s initial and
final position by assuming a constant speed and a constant
direction for each segment of a track. This is a reasonable
limitation for short periods of time. By iteratively applying
MFT over time to consecutive track segments, with each
iteration allowing for a different constant speed and direc-
tion, a history of MFT ambiguities can follow a source with-
out serious limitations on the movement of the source.

The MFT applications presented here are of experimen-
tal data using a vertical line array~VLA !, although the
method is not limited to vertical array applications. A range-
dependent propagation model is used to precompute the rep-
licas over the analysis area, where the complexity of the
range-dependent environment is relied upon to break the azi-

muthal symmetry of the VLA; this is referred to as ‘‘envi-
ronmental symmetry breaking.’’4,5 Tracking based on varia-
tions in received level due to environmental complexity has
also been proposed.6

The MFT results presented show ambiguity functions
which maintain many of the same robust characteristics of
the constituent MFP ambiguity surfaces, while additionally
suppressing many of the MFP ambiguous peaks. This ambi-
guity suppression characteristic is a result of the averaging
technique applied, as well as of the environmental complex-
ity of the particular analysis area. As the source moves, am-
biguous MFP peaks will eventually fade, while the peak cor-
responding to the source, even when not a global peak,
moves in a more consistent fashion, providing a higher av-
erage value along the corresponding MFT track~even in the
case of data ‘‘drop outs’’!.

The idea of searching for tracks in a sequence of ambi-
guity functions is not new. The historically more common
approach is to identify peaks within individual MFP ambigu-
ity surfaces, and determine tracks through these peaks.7,8

However, determining what defines a peak is a common dif-
ficulty, especially at higher frequencies where propagation
patterns dictate a more complicated MFP ambiguity function
with many ambiguous peaks. Other authors have proposed
surface summation techniques which ignore the determina-
tion of peaks.9–12 For example, in 1994 Bucker proposed a
matched-field tracking method using a sum over time and
frequency.12 Due to the computationally intensive nature of
his method, constraints were placed on the endpoints of the
track. Maranda and Fawcett proposed an algorithm in 1991
that also ignores peak determination.9 Similar to the MFP

739J. Acoust. Soc. Am. 110 (2), Aug. 2001 0001-4966/2001/110(2)/739/8/$18.00 © 2001 Acoustical Society of America



ambiguity surface averaging technique presented in this pa-
per, Maranda and Fawcett implement a sum of frequency-
azimuth ~FRAZ! spectra which implicitly has high values
along tracks with more peaks. One of the main attractions of
this method is that the algorithm is able to ‘‘ride out’’ fades,
and associate a reappearing peak with one that existed sev-
eral measurements prior to the fade. This idea was further
improved in 1992, when Fawcett and Maranda implemented
a Newton’s maximization algorithm and used a coarser grid
to improve computational efficiency.10 The same authors ex-
tend the work further to incorporate passive MFP into their
methods by including propagation information.11

The method presented here differs from already-
published efforts in several ways. The tracking is performed
in a horizontal plane, with very mild restrictions on the
source’s position, speed, and direction. The method does not
involve the identification nor tabulation of peaks among in-
dividual MFP ambiguity surfaces, which in turn reduces
computational overhead. It should also be noted that a full
range-dependent propagation model is used, and replicas are
precomputed to lessen the computational burden. Although
the method presented in this paper is demonstrated for a
single frequency, the extension to multiple frequencies is
straightforward by the application of either coherent or inco-
herent multifrequency matched-field methods.13–15The tech-
nique presented in this paper is successfully applied to ex-
perimental data, showing its viability in real-world scenarios.

One problem that must be addressed in any MFP appli-
cation is the nonstationarity of a source. For MFP, a stable
cross-spectral density~CSD! matrix of the data is necessary.2

This is especially critical with high-resolution or adaptive
techniques requiring inverses or eigenvalue decompositions.
For a stationary source, a stable CSD matrix is simply ob-
tained by a long average over time in the spectral domain.
However, if a source is moving, then the amount of time that
can be averaged without violating the stationarity assumption
is limited. Song has researched this very issue extensively
and provided general rules for limits on averaging time.16

Tran and Hodgkiss17 found that low speeds do not degrade
standard processing results significantly. In the case of high
speeds, many methods have been suggested to overcome this
difficulty, ranging from more sophisticated replica
generation3,18,19 to more sophisticated matched-field
processors.20 In the data analyzed for this paper, the source is
moving slowly and therefore obtaining enough averages for
a stable CSD matrix is not a problem. However, this issue
needs to be addressed in the future for the more general MFT
problem.

In the next section, the formulation of the MFT tech-
nique is presented. The section following contains a brief
description of the experimental data set processed. In the
fourth section, results of MFT applied to experimental data
are presented. In the final section, results are summarized.

II. MATCHED-FIELD TRACKING

Matched-field tracking~MFT! is a technique based on
the average of individual matched-field processing~MFP!
ambiguity surfaces. In conventional MFP at a single fre-

quency, a vector of replica fields is matched to a single-
frequency time-averaged data covariance matrix. For ex-
ample, the Bartlett processor is defined by

bn~x!5p̂~x!* K̂np̂~x!, ~1!

where

K̂n5
^dn* dn&

u^dn* dn&u
5

( i 5n
n1Md~ t i !* d~ t i !

u( i 5n
n1Md~ t i !* d~ t i !u

. ~2!

Here,K̂n is the normalized cross-spectral density~CSD! ma-
trix averaged overM time realizations,dn is the acoustic
pressure data vector measured at timetn , p̂~x! is the normal-
ized time-invariant phone pressure replica vector for a source
at the physical locationx, and* denotes complex conjuga-
tion. Although the replica vector is sometimes provided by a
database of measured data,21 it is more commonly provided
by one of several numerical simulation models. For the re-
sults presented in this paper,p̂~x! is provided by an adiabatic
normal mode calculation,22 and a short time-averaged CSD
data matrix is used to avoid violating the assumption of the
source’s stationarity. The Bartlett processor is chosen for its
robustness, rather than a high-resolution processor which
would require a longer CSD matrix average time.

In general, an MFP ambiguity is a function of three spa-
tial coordinates, which is often reduced to two by either as-
suming the target maintains a constant depth, or a constant
azimuth. For the implementations presented in this paper, the
dimensional simplification ofx5~lat, lon! at a constant depth
is made, or simplyx5(x,y). Searching for a target in the
parameter space ofx5(x,y) is chosen over the more com-
mon parameter search space ofx5~range, depth! because, in
most applications, an unknown source does not travel at a
constant azimuth to the receiver array.

One MFT ambiguity function is defined by

BJ~xi ,yi ;xf ,yf !5
1

N (
n50

N21

10• log~bn1J~xn ,yn!!, ~3!

where

xn5xi1~n21!
xf2xi

N21
, ~4!

yn5yi1~n21!
yf2yi

N21
. ~5!

Here, (xi ,yi) and (xf ,yf) are the initial and final coordi-
nates, respectively, which define a track of constant speed
and direction in two dimensions. The integerN corresponds
to the number of individual MFP ambiguity surfaces in the
sum, andJ indicates the time of the first CSD matrix of the
track, K̂J @see Eq.~1!#. The assumption that a source main-
tains a constant speed and direction for the duration of the
track is the only constraint on how many elements~N! can be
included in the average; the amount of time represented by
the average should not be so long as to make this assumption
too restrictive or unrealistic. The average in Eq.~3! is done
in logarithmic units because Makris23 has shown that
matched filtering with logarithmic units is an optimal ap-
proach to pattern recognition in a wide variety of problems.
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For the results in this paper, each MFP ambiguity is
normalized to its peak prior to incorporation into an MFT
average. That is,

BJ~xi ,yi ;xf ,yf !5
1

N (
n50

N21

10• log~ b̂n1J~xn ,yn!!, ~6!

where

b̂J1n~xn ,yn!5
bJ1n~xn ,yn!

max~bJ1n~xn ,yn!!
. ~7!

This normalization scheme results in an ambiguity function
BJ that is a measure of the relative degradation of each point
along the track. It is also appropriate to average the MFP
ambiguity surfaces without prior normalization, so that the
MFP results are relative to each other over time. In doing so,
the value ofBJ gives the average degradation for the whole
track. The resulting ambiguity functionBJ in either normal-
ization scheme has the same structure and dynamic range;

there is simply a constant shift equal to the average of the
MFP ambiguity function peaks

1

N (
n50

N21

10• log~max~bJ1n~xn ,yn!!!.

For the general case of MFT of a source with constant
speed and direction, the resulting ambiguity is a function of
six parameters: the three initial spatial coordinates of the
track, and the three final spatial coordinates of the track. The
~lat, lon! dimensional simplification implemented here re-
sults in a four-dimensional parameter space forBJ . Four
dimensions is still beyond simple visualization capabilities,
and therefore the ambiguityBJ is plotted as a function of the
two final coordinates, (xf ,yf). The two initial coordinates,
(xi ,yi), are held fixed at those which produce the overall
highest value forBJ . That is, if

BJ~xI ,yI ;xF ,yF!5 max
~xi ,yi ;xf ,yf !

BJ~xi ,yi ;xf ,yf !, ~8!

then

BJplot~xf ,yf !5BJ~xI ,yI ;xfyf !. ~9!

This is a convenient way of displaying the results because a
sequence of MFT ambiguity functions clearly depicts the
movement of the source in a horizontal plane.

If the parameter space for (xi ,yi) and (xf ,yf) is large,
the computation time required to compute eachBJ can be
significant, although not necessarily prohibitive. In the inter-
est of computational time savings, a two-step iterative

FIG. 1. Bathymetry for SWellEx-96 region. Overlay
depicts analysis area for matched-field tracking and the
two source tracks analyzed in this paper, event S9 and
event S19.

FIG. 2. Experimentally recorded source depth during events S9 and S19.

TABLE I. Sediment parameters used for replica computations in analysis
area. These were obtained from archival sources.

Sediment layer 1 Sediment layer 2 Basement

Thickness~m! 30 800
Cp top ~m/s! 1572.4 1881 5200
Cp bottom ~m/s! 1593.0 3245
r ~g/cm3! 1.76 2.06 2.66
a ~dB/l! 0.3 0.09 0.03
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scheme is employed for the tracking in this paper. For the
first iteration, the parameter space for (xi ,yi) and (xf ,yf) is
coarsely gridded. The initial coordinates which produce the
overall highest value forBJ over this coarsely gridded space
are chosen as the candidate global optimum initial coordi-
nates, (x̂I ,ŷI). The tracking is then repeated with a much
finer grid for the parameter space for all spatial coordinates,
with the parameter space of (xi ,yi) constrained to be
‘‘close’’ to ( x̂I ,ŷI). The optimum initial coordinates for this
constrained region (x9 I ,y9 I) are chosen to represent the global
(xI ,yI). How coarsely the initial replica grid should be
sampled depends on the processing frequency and the envi-
ronmental complexity of the region of interest.

Further computational time savings is achieved for the

results in this paper when examining asequenceof overlap-
ping MFT tracks. The iterative grid refining process de-
scribed in the previous paragraph is only applied to the first
segment of the track sequence. In subsequent segments, the
parameter space of (xi ,yi) is constrained to be close to
(x9 I ,y9 I) of the previous segment. This specific MFT applica-
tion assumes that the first MFT ambiguity has successfully
located and tracked a source@BJ(x9 I ,y9 I ;xF ,yF)#, and that
subsequent MFT results will follow the path of the same
source. Such an approximation is especially useful in a sce-
nario where a source is localizable for a short period of time,
but difficult to follow thereafter.

MFT works on the principle that, on average, each am-
biguity surfacebJ1n in the summation@Eq. ~3!# has a high
value at the source’s true location, even if it is not the peak
of each individual MFP ambiguity surface. False tracks are
not as likely to have high average values, since false-alarm
peaks within each MFP ambiguity function fade in time,
thereby degrading the average value.

The robustness of MFT is due in part to the added in-
formation of more data in one result. However, a balance
must be struck between allowing a track to be long enough to
reap the added benefits of MFT over MFP, but not so long as
to unrealistically constrain the target’s movement, since each
individual MFT track assumes a constant speed and constant
direction. The appropriate constraints on track parameters
~time and physical length! depend on the problem and should
be applied on an individual basis. The constraints applied for

FIG. 3. Experimentally obtained sound-speed profile for SWellEx-96; used
for replica computations.

FIG. 4. Four typical Bartlett processor
MFP results for event S9. The dy-
namic range of each plot is 6 dB, with
red representing lowest degradation
and blue representing highest degrada-
tion. The true source location, as deter-
mined by GPS, is denoted by the white
circle, and is at the following distances
from the VLA-32: ~A! 3.19 km; ~B!
2.99 km; ~C! 3.09 km; ~D! 3.99 km.
The VLA-32 is at~0,0!.
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the data set analyzed in this paper are described in detail in
Sec. IV, where the MFT results are presented.

III. SWellEX-96

The data analyzed in this paper were collected during
SWellEX-96, a field experiment carried out as a joint effort
between Space and Naval Warfare Systems Command, Ma-
rine Physical Laboratory-Scripps Institution of Oceanogra-
phy, and the Naval Research Laboratory.24

All results presented are from data recorded on a 32-
element vertical line array~VLA-32! located in approxi-
mately 200 m of water near latitude 32° 378 North and lon-
gitude 117° 228 West. The hydrophones are separated by 5
m, with the deepest 6.4 m from the bottom, and the shallow-
est 161.4 m from the bottom. Figure 1 is a schematic depict-
ing the VLA-32 location and two experimental source tracks
overlying the bathymetry. The analysis area chosen for re-
sults presented in this paper is approximately 15 by 20 km,
and is also depicted in Fig. 1. The analysis of the two source
tracks depicted, event S9 and event S19, is presented in this
paper. Event S9 is an east–west track across bathymetric
contours, while event S19 is a northward track along a bathy-
metric contour.

The data in both events are recorded from a J-15-3
towed source, which emitted taper signals.24 The frequency
processed here is 148 Hz, for which the J-15-3 source level
was 156 dB. The nominal source tow speed is 5 kn~about

2.6 m/s!, and was taken into account when determining the
appropriate amount of averaging necessary to achieve a
stable cross-spectral density~CSD! matrix of the data with-
out violating the stationarity assumption.16

The nominal source tow depth is 54.86 m. Figure 2 dis-
plays the actual source tow depth for the events processed as

FIG. 5. Four typical tracking results
for event S9. The dynamic range of
each plot is 6 dB, with red represent-
ing lowest degradation and blue repre-
senting highest degradation. Each
tracking result is a function of four pa-
rameters (xi ,yi ;xf ,yf). The ambigu-
ity surfaces shown result from holding
(xi ,yi) fixed at the optimal initial po-
sition. The true final source position
for each tracking result is denoted by a
white circle, and is at the following
distances from the VLA-32:~A! 3.19
km; ~B! 2.99 km; ~C! 3.09 km; ~D!
3.99 km. The VLA-32 is at~0,0!.

FIG. 6. Summary of all MFT results for event S9. Red line is source’s true
track as measured by ship’s GPS. Black lines represent the peaks of con-
secutive MFT ambiguity functions.
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determined by the depth sensor on the source. The depth
variations of the source are expected to cause some degrada-
tion in the horizontal plane MFP results because these results
are based on the assumption that the source remains at a
constant depth. However, these degraded MFP results are
appropriate for showing MFT’s robustness to periodic mis-
placement of the peak due to imprecise modeling in the rep-
licas~in this case, the violation of the constant depth assump-
tion!.

IV. MFT RESULTS

In this section results of MFT applied to SWellEx-96
experimental data are presented. All replicas@p~x!# are com-
puted using theWRAP model,25 in conjunction with the
KRAKEN model for computing the required adiabatic normal
modes.26 The environmental parameters used for the modal
computations are from a combination of archival and experi-
mental sources. The bathymetry and sediment parameters are
archival,27 while the water column sound-speed profiles were
recorded during the experiment.24 The bathymetry is dis-
played in Fig. 1. Table I contains a summary of the sediment
parameters, and Fig. 3 displays the sound-speed profile used.
The replicas were computed using the nominal source depth
of 55 m over the entire 15- by 20-km region.

All CSD matrices represent a spectral domain average of
15 consecutive snapshots in time, each computed using a 2-s

FFT of the time series. Therefore, each CSD matrix repre-
sents 30 s of time, during which the source moves approxi-
mately 78 m.

The first track presented, event S9, is an east–west track
that traverses across bathymetric contour lines. Processing
for this event was started at 132:04:19:28 Z, which corre-
sponds to a time when the source was well within the bound-
aries of the analysis area. Figure 4 shows four typical 148-Hz
MFP ambiguity functions from event S9, at 5, 10, 20, and 30
min into the track. Thex- andy-axis on these plots are dis-
tance in kilometers from the VLA, and the VLA is located at
~0,0!. These ambiguity surfaces clearly display how the en-
vironment breaks the east–west symmetry in the MFP out-
put; without environmental asymmetry, the MFP ambiguity
function for a vertical array has circular ambiguity rings.
Although the peaks of most of the surfaces in Fig. 4 are close
to the source’s true location~denoted by a white circle!, there
are also ambiguous peaks far from the source location. This
is especially true in the case of Fig. 4~D!, where the source is
in much shallower water~'100 m!, and may be due to the
inability of adiabatic normal modes to properly model steep
downslope propagation. Figure 5 depicts MFT results where
the final source location of each MFT track is the same as the
source locations from the MFP results in Fig. 4. In other
words, the last ambiguity surface in each sum corresponds to
the CSD matrix at 5, 10, 20, and 30 min into the track. For

FIG. 7. Two typical Bartlett processor
MFP results for event S19. The dy-
namic range of each plot is 6 dB, with
red representing lowest degradation
and blue representing highest degrada-
tion. The true source location, as deter-
mined by GPS, is denoted by the white
circle, and is at the following distances
from the VLA-32: ~A! 4.7 km;~B! 6.6
km. The VLA-32 is at~0,0!.

FIG. 8. Two typical tracking results
for event S19. The dynamic range of
each plot is 6 dB, with red represent-
ing lowest degradation and blue repre-
senting highest degradation. Each
tracking result is a function of four pa-
rameters (xi ,yi ;xf ,yf). The ambigu-
ity surfaces shown here result from
holding (xi ,yi) fixed at the optimal
initial position. The true final source
position for each tracking result is de-
noted by a white circle, and is at the
following distances from the VLA-32:
~A! 4.7 km; ~B! 6.6 km. The VLA-32
is at ~0,0!.
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each plot in Fig. 5, ten MFP ambiguity functions were in-
cluded in the average, creating tracks corresponding to 300 s.
In all cases, when compared to the corresponding MFP out-
put, the main peak is broadened while the high ambiguities
are suppressed. Figure 6 is a visual summary of the MFT
results along the whole track of event S9. The red line is the
source’s true track, as recorded by GPS. Each of the short
black lines is the peak track from each overlapping MFT
segment along the portion of event S9 analyzed; the circle
denotes the optimum initial position (xI9 ,yI9), and the triangle
denotes the optimum final position (xF ,yF). The first opti-
mum track is the result of the two-step iterative scheme de-
scribed in Sec. II. The first step involves a full search of the
analysis area for all four parameters using a coarse grid
~550-m resolution! in order to identify the candidate global
optimum initial coordinates (xÎ ,yÎ). The second step in-
volves a finer grid~110-m resolution! with a search for the
optimum initial coordinates (xI9 ,yI9) constrained to be within
1.1 km of (xÎ ,yÎ), and a full search for the optimum final
coordinates. The rest of the optimum tracks depicted in Fig.
6 were found using the finer grid~110 m! with the initial
coordinates constrained to be within 2.2 km of the previous
initial coordinates, and the final coordinates only constrained
by the grid resolution~110 m! over the entire analysis area.

The other experimental track analyzed, event S19, is a
north–south track which runs along the 200-m bathymetric
contour line. The path between source and receiver is prac-
tically range independent, and therefore the MFP results

show clearer localization than those of event S9. The envi-
ronmental range dependence to either side of the source track
provides more azimuthal variations than in the case of event
S9, so the environmental symmetry breaking of the MFP
ambiguity surface is enhanced. MFT tracking on event S19
was started at 132:08:10:46 Z, which is a time shortly be-
yond the rapid change in depth seen in Fig. 2~B!. Figure 7
shows two typical 148-Hz MFP ambiguity functions from
event S19; the first is 5 min into the track, and the second is
20 min into the track. Although the peaks of both of these
surfaces are close to the source’s true location~denoted by a
white circle!, there are also ambiguous peaks far from the
true source location. Figure 8 depicts MFT results where the
final source location of each MFT track is the same as the
source locations from the MFP results in Fig. 7. As with the
previous example, the main peak is broadened around the
correct source position, while the high ambiguous peaks
from the corresponding MFP ambiguity surfaces are sup-
pressed. Similar to Fig. 6, Fig. 9 is a visual summary of
event S19. The red line is the source’s true track, as recorded
by GPS. Each of the short black lines is the peak track from
each overlapping MFT segment from the portion of event
S19 processed; the circle denotes the optimum initial posi-
tion (xI9 ,yI9), and the triangle denotes the optimum final po-
sition (xF ,yF). All of the constraint parameters are the same
as for event S9.

V. SUMMARY

A matched-field tracking technique is presented which
expands on traditional MFP techniques by incorporating
source motion into the parameter landscape. With the source
moving, the number of snapshots for each source position is
limited, so results presented combine a short time-average
CSD matrix with the Bartlett processor. The high sidelobes
often present in MFP results are successfully reduced by the
tracking algorithm.

MFT is applied to experimental data obtained during
SWellEX-96. For the applications presented, the source is
assumed to maintain a constant depth, speed, and direction
for each 5-min segment of data. This assumption reduces the
number of parameters of each ambiguity function to four: the
initial and final (x,y) locations of the source. Plots of the
MFT ambiguity as a function of final position for successive
track segments show the movement of the source. In addition
to successfully tracking a source, the method reduced the
problem of high sidelobes and was robust to periodic mis-
placement of the peak in the individual MFP ambiguity func-
tions.
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BBN and the ASW Environmental Acoustic Support program office of ONR conducted a
low-frequency reverberation and transmission loss experiment in the central Arctic during the spring
of 1992. In this article we report analysis of these data which extracts the controlling propagation
and reverberation characteristics. The recorded source levels are combined with the received levels
recorded at range to estimate the dependence of the scattering strength of the ice canopy on incident
and backscattered grazing angle in frequency bands between 10 and 70 Hz. Results show that the
monostatic backscattering strength is roughly proportional to frequency and angle squared, with a
nominal value of247 dB at 40 Hz and 8.5° grazing. ©2001 Acoustical Society of America.
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I. INTRODUCTION

Propagation and reverberation under the Arctic ice
canopy has long been of interest to the underwater acoustics
community. In the spring of 1992, BBN and the ASW Envi-
ronmental Acoustic Support program office of ONR con-
ducted a reverberation experiment as a part of AREA-92
which was directed toward measuring low-frequency propa-
gation and reverberation characteristics in the central Arctic.1

The experimental parameters were ideal for generating data
suitable for a propagation and scattering strength analysis. A
large aperture vertical line array and horizontal line array
were deployed in the upwardly refracting low-speed upper
duct in the central Arctic, and large sources were deployed in
this duct both in a quasimonostatic geometry to evaluate re-
verberation and also at large ranges~between 30 and 200
km! from the receiving arrays to evaluate transmission loss.
The goal was to understand and characterize the angular and
frequency characteristics of reverberation in the central Arc-
tic and incident signal characteristics.

Examination of the reverberation time series obtained
from this experiment showed peaks in received energy at late
times on all beams that seemed to be associated with conver-
gence zone propagation to and from the ice cover by deeper
diving rays. These periodic arrivals were observed to be su-
perimposed on a more uniform background of reverberation
that arrived at shallower angles. The relative amplitude of the
energy in the shallow angles was also observed to be dimin-
ished at late time. These distinguishing characteristics of the
received time series motivated the use of the multipath ar-
rival times to separate signals which had scattered from the
ice at different grazing angles.

Propagation in the Arctic, while quite stable in terms of
low water column variability, has been the subject of exten-

sive study over the years as researchers have tried to under-
stand a loss mechanism that is anomalously high. Recent
advances in wave theory modeling of the acoustic–elastic
interaction of acoustic energy with the ice canopy have im-
proved the ability to estimate this propagation loss at the
lower frequencies~under 70 Hz! of interest in this experi-
ment. Using the new theoretical loss parameters in combina-
tion with a standard normal mode propagation code, an im-
proved capability for the prediction of the propagation
characteristics in the Arctic is obtained. This capability in
turn offers new opportunities for interpreting and under-
standing Arctic reverberation time series. The ability to pre-
dict forward propagation offers the potential to eliminate
propagation effects from the backscattered time series to ex-
pose the underlying backscattering properties of the ice
canopy. A particularly powerful approach is to pursue a
model-based inversion for these parameters. This paper pre-
sents a model-based inversion for the unknown ice canopy
scattering strength parameters using a partially coherent for-
ward model~where groups of modes interact coherently with
themselves and incoherently with other groups of modes!,
and a two-parameter model for ice canopy scattering
strength. The results obtained from this inversion agree well
with ice canopy scattering strengths predicted by theory. The
results show that there is much promise in model-based in-
version of reverberation time series for scattering strength
parameters in environments where the forward propagation
has been sufficiently well characterized, and where propaga-
tion effects conspire to reveal angular information about the
scattering process.

II. EXPERIMENTAL SCENARIO

The low-frequency active component of the AREA-92
experiment was conducted over a period of 10 days begin-
ning on 18 March 1992.1 The source shots and the receiving
arrays were located at the ZIRCON base camp, situated at
approximately 87.5 °N and 10 °W in the eastern central
Arctic. The camp geometry is illustrated in Fig. 1. The

a!Present address: Saclant Undersea Research Centre, VI. S. Bartolomeo
400, 19138 La Spezia, Italy; electronic mail: lepage@saclantc.nato.int

b!Present address: Ortho-Clinical Diagnostics, Johnson & Johnson Co., 100
Indigo Creek Dr., Rochester, NY 14626.
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JACKPOT camp at 86.5 °N and 27 °W provided additional
recording of the incident field at range and a retransmissions
at known equivalent scatter strength for calibration. During
the experiment approximately 55 Gbytes of time series data
were recorded at a sample frequency of 752 Hz from the
horizontal line array~HLA ! and the vertical line array~VLA !
located at the base camp. The HLA was composed of 32
individual ‘‘staves,’’ each of which was a vertical line array
composed of eight omnidirectional hydrophones. The aper-
ture of the staves was 60 m, with the upper element deployed
at a depth of 62 m. The staves were used to obtain gain
against local bottom reverberation and nearby ice noise. The
responses from the eight elements in each stave were
summed to form a single ‘‘element’’ in the HLA and were
recorded. In addition the response from the top hydrophone
of each stave was also recorded. The horizontal aperture of
the HLA was 480 m, or approximately 13 acoustic wave-
lengths at 40 Hz. The HLA was deployed 1.5 km from the
source drop hole in a quasimonostatic configuration. The ar-
ray geometry is illustrated in Fig. 2.

The large aperture 32-element VLA was also deployed
approximately 1.5 km from the drop hole. This array had an
aperture of 217 m with the uppermost element deployed at a
depth of 62 m. In addition to recording the 32 summed stave
outputs and the 32 top hydrophones of the HLA, and the 32
hydrophones of the VLA, 64 other channels were also re-
corded, including 5 desensitized hydrophones deployed at
various depths approximately 100 m from the sources, and 5
geophone channels from the ice canopy. The source monitor-
ing hydrophones made it possible to directly measure the
wave form and energy source level of the shots in the mono-

static geometry for quality assurance and for comparison to
the source model. All the hydrophones were calibrated to 1
dB rms.

For quasimonostatic experiments, explosive charges of
38-lb TNT equivalent were deployed through the drop hole
indicated in Fig. 1. The charges were detonated at a depth of
95 m and the resulting quasimonostatic reverberation time
series were recorded on the HLA and VLA. To calibrate the
acoustic propagation, several bistatic experiments~called
transects! were also carried out. During these experiments
sources were deployed at 95 m depth at significant ranges
from the receiving array. These remote sites were accessed

FIG. 1. ZIRCON ice camp layout and
reverberation experiment geometry.

FIG. 2. HLA geometry, showing the small vertical line array elements
which were used to obtain array gain against high-angle reverberation.
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by helicopter. By analyzing the arrivals of these remote deto-
nations on the VLA and HLA at the ZIRCON camp, the
characteristics of the incident sound could be quantified as a
function of range from the source.

Collection and on-site analysis of the data was facili-
tated by a real time data processing suite designed and
implemented for the experiment by members of the BBN
team.1 The Arctic Processing and Display System displayed
the received level in each of two selectable frequency bands
as a function of time in a pseudocolor geo display~reverbera-
tion time series converted to color display as a function of
range and azimuth! and inA-scan form~time series displayed
in a stacked format! for each of 32 beams. It also provided a
data retrieval and analysis capability for quick look analysis
of the data. The system also archived all 128 channels of raw
16-bit sensor data continuously.

The collected data sets were of high dynamic range and
signal-to-noise ratio~SNR!. The ambient noise was below 80
dB re mPa/AHz at 40 Hz. The time series of the shots them-
selves were highly repeatable and inspection of the source
monitoring hydrophones showed that their signature corre-
sponded well to the Wakeley explosive source model2 for the
95-m source depth and the 38 lb of explosives used. About
300 s of data, corresponding to roughly 200 km of range
from the ZIRCON camp, was analyzed from a single stave
for the purposes of the reverberation analysis. This azimuth-
ally omnidirectional receiver served to average the rever-
beration data over a large annular scattering area at each time
analyzed, giving statistical stability to the resulting scattering
strengths. It also obviated the need for the beam-shape cor-
rections to the received data that would have been required if
beam output data had been used. Future analysis of these
data should include individual beam analysis to characterize
the range and azimuth variation of the scattering strength due
to inhomogeneity of the ice surface. Cursory inspection of
the 32 beam outputs of the HLA beamformer showed that the
azimuthal distribution of reverberation at times before the
interaction with the bathymetry was quite uniform.

At times beyond 300 s, significant interaction with
bathymetry in the vicinity of Greenland and the Morris Jesup
Plateau was observed. Even at these ranges, the reverberation
power level from the ice surface was above the noise floor of
the experiment. However, contamination of the surface scat-
tered data with bottom backscatter caused us to discontinue
use of the data beyond this range.

The sound speed profile was measuredin situ using both
winched CTD and XSV/XBT systems. In addition local mea-
surements of the under-ice profiles1 were used to provide
inputs to the propagation loss model. The measured rough-
ness standard deviation measured in the vicinity of the array
was 2.2 m, with a correlation length scale of 22 m and a
fractal dimension3 of 2.5. In most respects, other than the
lack of information on the basin-wide distribution of under-
ice roughness, the environment was very well characterized.

III. SEMICOHERENT MODEL FOR FORWARD
PROPAGATION TO SCATTERING PATCHES

The stability and range independence of the forward
propagation, the unique upper duct of the sound channel, and

the vertical partitioning of the source energy caused by the
interference between the source and its image, provide an
opportunity to divide the forward propagation to the scatter-
ing patches on the ice canopy into three naturally distinct
propagation groups. The first of these groups, ‘‘group 1,’’
corresponds to the low grazing angle first~and at higher fre-
quencies, second! acoustic modes. In the Arctic these modes
suffer very high propagation loss due to significant interac-
tion with the ice cover, and mode 1 in particular is trapped in
a lower-speed upper duct at all but the lowest frequencies.
This mode also has a significantly slower group speed than
all the other modes. For these reasons this mode is the only
component of group 1 up to 40 Hz. At frequencies above 40
Hz, mode 2 also becomes trapped in the upper duct and is
therefore included in group 1. The sparse modal population
in group 1 contrasts with the second and third groups;
‘‘group 2’’ is a bundle of modes representing a mid-depth
refracted surface-reflected~RSR! ray, and ‘‘group 3’’ is a
bundle of modes representing the deepest diving RSR ray. At
low frequencies group 2 is composed of modes 2 through 15.
These modes combine together coherently into a raylike
propagator that is launched at the first angle of maximum
constructive interference between the source and its image,
and interacts with the ice canopy approximately every 30
km. ~The first Lloyd mirror angle of maximum constructive
interference occurs at a grazing angle of approximately 10.9°
at 40 Hz for a source depth of 95 m, assuming a uniform
sound speed of 1436 m/s.! Group 3 is launched at the second
Lloyd mirror angle, which assuming isovelocity is 22.2°~it is
actually closer to 17.5° for the actual profile; this is deter-
mined by the third maximum of the mode shape function at
the source depth corresponding to a mode with this grazing
angle!. Modes in group 3 interact with the ice canopy every
50 km or so. The characteristics of the three groups are sum-
marized in Tables I and II for the 30- and 40-Hz frequency
bands.

Due to the convergence-zone-like nature of the group 2

TABLE I. Group characteristics for the 30-Hz band as determined
by KRAKENC.

Propagation groups at 30 Hz

Group

Grazing angle
at surface

~deg!

Normal
modes

included

Group
speed
~m/s!

Turning
depth
~m!

15upper duct 7.9 1 1439 170
25mid-depth 12.561.30 2–13 145762.0 15146545
35deep RSR 17.560.63 14–30 146561.3 39356327

TABLE II. Group characteristics for the 40-Hz band as determined byKRAK-

ENC. Comparison with Table I shows that the propagation group character-
istics are quite stable in adjacent frequency bands.

Propagation groups at 40 Hz

Group

Grazing angle
at surface

~deg!

Normal
modes

included

Group
speed
~m/s!

Turning
depth
~m!

15upper duct 8.462 1–2 1442 2106100
25mid-depth 12.561.30 3–17 145761.5 15276506
35deep RSR 17.560.63 20–40 146561.4 39376327
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and group 3 propagation, the reverberation signatures of
these groups are fairly isolated in time. These modes interact
most strongly with the ice canopy at the interference distance
of their mode sets and lead to reverberation features in the
received level that are periodic in time. The periods are set
by the convergence zone separation and the average group
speeds of the modes in the groups. Energy propagating to
and from a scattering patch via group 1 gives a more con-
tinuous received level~RL! that attenuates slowly with time.

At long range, the reverberation caused by group 1 be-
comes less important, as energy is stripped out of mode 1
sooner than out of the higher-order modes. This is a unique
feature of Arctic propagation and is caused by the higher
derivative of the mode shape function of mode 1 at the ice
boundary.4 The effect of the high mode 1 attenuation is that
the reverberation has a distinctly evolving structure in energy
distribution as a function of grazing angle and time. At early
times ~sufficiently late to allow for the decay of the high-
angle bottom multiples!, the reverberation is evenly distrib-
uted across grazing angles, but at times corresponding to
scatterer ranges greater than 150 km, mode 1 is attenuated to
the point where most of the reverberation arrives at the
steeper RSR angles. The resulting temporal characteristics of
the RL time series are illustrated in Fig. 3, where the beam-
formed time response of the vertical line array is shown. The
colors on the angular spectrum in the lower plot correspond
to the colored part of the reverberation time series in the
upper plot from which the angular spectra were obtained.
The green result~corresponding to times around 250 s after
the shot! at the right-hand side of the lower plot shows a
dimple in the angular distribution of energy at low grazing
angles that is absent from the red curve of the angular dis-
tribution taken 130 s after the shot.

It is worthwhile to point out here that although the mode
1 attenuation is higher than for the other modes, there are
favorable characteristics to this propagation path that can be
exploited for sonar operations. First, since the mode 1 path is

continuously ensonifying the upper reaches of the ocean,
there is continuous coverage in range. Second, the~back!
scattering strength associated with this mode is lower than
for all the higher angle modes, despite the fact that the cu-
mulative losses suffered by this mode are higher than for the
other modes. Third, even though mode 1 suffers unfavorably
high transmission loss, this has only a second-order effect on
sonar operations in a reverberation-dominated environment
like the Arctic. The most important implication is that the
range beyond which the detection becomes impossible due to
the ambient noise floor is shorter than for the higher-order
modes. However, the results shown in this paper indicate that
this range is not restrictively short, so the advantages out-
lined previously can be exploited over reasonable distances.

Given the characteristics of the propagation in the Arc-
tic, it is possible to pose an inverse problem where an as-
sumed spatially homogeneous scattering strength for the ice
canopy may be determined for three grazing angles corre-
sponding to the three distinct groups of modes. The inverse
uses the ‘‘semicoherent’’ mode model outlined previously,
where the three groups of modes interfere coherently among
themselves in order to yield the well-defined convergence
zone behavior of groups 2 and 3, but where the groups them-
selves interact incoherently at the receiver due to raylike be-
havior of the groups sampling independent ice surface
patches. Thus, we use coherent propagation of the modes in
the groups to get the required transmission losses, but may
analyze the total received reverberation by separating the
contributions of each group in the reverberation level
~power! domain. This model of the reverberation is moti-
vated by~1! the natural distribution of incident energy into
the three groups caused by the analysis bands and the source
deployment depth,~2! the different group velocities of the
three groups, which implies that independent ice scattering
patches are interrogated by each group at late times, and~3!
the character of the observed reverberation, which shows re-
verberation features that seem to be associated with the three

FIG. 3. The angular distribution of re-
verberation as a function of time in the
40-Hz band. At early time~shown in
violet! the energy was observed to ar-
rive from the bottom and the near sur-
face. At later times~shown in red!, af-
ter the bottom interacting modes died
out, the reverberation energy was uni-
formly distributed in arrival angle.
However at late times~shown in
green!, corresponding to two-way
travel times to ranges greater than 150
km, propagation losses suffered by the
first acoustic mode lead to reduced re-
verberation at low angles, leaving a
distinct time-angle distribution of
backscattered consistent with periodic
boundary interactions of the deeper
diving RSR rays.

750 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Duckworth et al.: Propagation and reverberation in the central Arctic



different groups as defined, with relatively little azimuthal
fluctuation from beam to beam.

Critical to the success of an inversion of ice canopy
scattering strength is the ability to model the amplitude of
the signal incident on the ice canopy in an accurate way. In
Sec. IV we discuss the forward model used to estimate the
one-way TL, and compare the model predictions to the data
obtained during the bistatic experiments. Following this the
inverse problem is formally defined and results for the ice
canopy scattering cross section are obtained.

IV. DETERMINATION OF THE PROPAGATION
CHARACTERISTICS OF THE SEMICOHERENT
FORWARD MODEL

Recent advances in modeling acoustic interactions with
the ice canopy have enabled improved forward modeling of
acoustic propagation in the Arctic. A hybrid technique that
combines reflection coefficients from a perturbation theory
for rough elastic ice5 with KRAKENC6 has proven to yield
good agreement between predictions and historical
observations.4 The complex version ofKRAKENC is required
when using this approach because the complex reflection co-
efficients used to define the upper boundary condition yields
a complex characteristic equation for the modal eigenvalues.
This hybrid modeling technique is able to predict the histori-
cally measured attenuation coefficient for the Arctic, and was
used with good success to predict received energy levels for
the combined Russian–American TransArctic Acoustic
Propagation experiment conducted in April 1994.7 Reference
4 gives a detailed discussion of the theory, along with com-
parisons of theoretical modal attenuations to historical obser-
vations of attenuation, but the technique’s requirements and
sensitivities are discussed here in reference to modeling the
data under consideration.

The insertion of complex rough surface reflection coef-
ficients intoKRAKENC involves no approximation. However,
the determination of the reflection coefficient for the Arctic
ice is the subject of a substantial body of research.8–10 Re-
cently it has been shown4 that when the elasticity of the ice
canopy is accounted for properly, first-order perturbation
theory can return estimates of the reflection coefficient with
the correct order of magnitude and frequency dependence.
The elastic perturbation theory takes as arguments the inci-
dent angle and the rough surface power spectrum of the ice
cover, the mechanical properties of the ice, the ice thickness,
and the sound speed of the water directly under the ice. It
returns a reflection coefficient that is good to second order in
the roughness itself and the scattered field. When inserted
into KRAKENC this reflection coefficient yields complex
modal eigenvalues that are in general agreement with experi-
mental observations for overall empirical loss. Because of
the unique propagation characteristics of the Arctic, it is
found that mode 1 always suffers the highest propagation
loss in the frequency range of interest, because this mode
interacts most strongly with the ice cover. Put another way,
the dependence of the mode shape for mode 1 at the ice–
water interface is much stronger than for the other modes,
and consequently small changes in the under-ice profile
cause large changes to the incident field. The result is a sig-

nificant amount of forward scatter of energy of spatially un-
correlated phase, resulting in a higher than usual accumu-
lated loss along the propagation path for this mode.
However, due to the very low grazing angle, backscatter re-
mains low for this mode.

It is important to point out that at the grazing angles
corresponding to the propagating modes for the frequency
range of interest in this study, the perturbation approximation
is valid. For instance, at 40 Hz a roughness excursion of 33
m would cause the expansion parameterkzh, whereh is the
local ice excursion in meters, to equal one for mode 1. For
this reason there is cause to be confident that the first-order
perturbation solution is the first term in a rapidly convergent
series and is therefore appropriate for modeling low-
frequency Arctic ice canopy scattering from most features.

As mentioned in Sec. II, ice roughness parameters were
measuredin situ during the experiment. Spectral estimates of
the under-ice profiles in the limited area in the immediate
vicinity of the ZIRCON camp yielded a correlation length
scale of 22 m, and rms roughness of 2.2 m, and a fractal
dimension of 2.51 ~for a definition of fractal dimension see
for instance Goffet al.3!. These measured values are in close
agreement with the ice roughness measurements cited by Di-
Napoli and Mellen,8 so we expected the empirical attenua-
tion over all paths measured during the experiment to closely
conform to their empirical value of 0.04 dB/km at 40 Hz.
However, a simple fit to the forward propagation loss mea-
surements from the experiment indicated an empirical at-
tenuation value of 0.078 dB/km best fit the 40-Hz data. Scal-
ing the roughness of the ice canopy to a rms value of 3 m
was required in order to obtain good agreement between the
theoretical predictions and the data.

It is interesting to note that the 3-m rms ice roughness
value required for proper modeling agrees with the rough-
ness found in the LeSchack ice roughness standard deviation
database in ICECAP11 at the location of the experiment. This
database also indicates an increase of the standard deviation
with decreasing latitude, as the ice pack compresses in the
vicinity of the Lincoln Sea and over the Morris Jesup Pla-
teau. In these regions the database shows the roughness in-
creasing to a value between 3.5 and 4 m rms. An opposite
trend is observed in the database for ice north of the experi-
mental location, with values slightly greater than 2.5 m
found over the north pole. These numbers are all substan-
tially higher than the 2.2 m measuredin situ. For these rea-
sons, along with the higher than normal observed propaga-
tion loss, we conclude that the local measurement may
under-represent the global value of ice roughness present
during the experiment.

Therefore, for the purposes of this study, a loss model
similar to scenario D in Ref. 4 was implemented, using a
roughness standard deviation of 3 m instead of the measured
value of 2.2 m, while retaining the ice roughness correlation
scale of 22 m, and the ice roughness fractal dimension of 2.5
determined from the power spectral estimates of the under-
ice profiles. The compressional and shear velocities in the
model corresponded with those estimated by Milleret al.,12

and an ice thickness of 3 m was chosen, as this corresponded
to thicknesses observed during drilling operations. The mag-
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nitude of the reflection coefficient for the ice estimated by
the theory using these parameters is illustrated in Fig. 4. The
sound speed profile measured by CTD cast during the experi-
ment is illustrated in Fig. 5. The modal attenuations corre-
sponding to the propagating modes obtained using this rough
surface reflection coefficient and this sound speed profile are
illustrated in Fig. 6, where it can be seen that the modal
attenuation at 40 Hz varies between 0.08 dB/km for mode 1
and 0.02 dB/km for the higher-order modes.

Comparison between modeled and observed propaga-
tion characteristics. Using the source monitoring hydro-
phone, which was unaffected by the surface reflection over a
sufficiently long duration to capture the bubble pulses, the

complex source spectrum of one of the shots was estimated.
This spectrum was used along with theKRAKENC model dis-
cussed previously to synthesize the total received time series
over the 5- to 75-Hz band at ranges measured during the
bistatic transects. Comparisons between the actual recorded
time series in Fig. 7 and the predictions in Fig. 8 show that
excellent agreement was obtained by using the 3-m rms
roughness value. The agreement shows that the propagation
characteristics of the Arctic sound channel can be modeled to
very high fidelity, given the data to tune the model. This
highlights the importance of obtaining direct measurements
of propagation loss during reverberation experiments, espe-
cially when pursuing a model-based inversion, in order to
ensure modeling the forward propagation with sufficient ac-
curacy.

During the experimental period, helicopter transects
were flown to drop sources for bistatic scattering experi-
ments. These drops also served as spot-checks for transmis-
sion loss as a function of range, but due to their sparsity,
could not be used directly to construct propagation loss
curves. The time domain comparison shown in Figs. 7 and 8,
and similar frequency domain comparisons with the empiri-
cal models derived from theKRAKENC modeling mentioned
previously, were used to validate the forward propagation
losses needed for the inversions. The excellent amplitude and
kinematic matching of the model and data goes far to reduce
our initial discomfort with using a historically supported
roughness of 3 m rms, rather than the 2.2 m rms measured
over a limited region.

V. REVERBERATION MODEL

In Sec. III we characterized the reverberation in the cen-
tral Arctic as the incoherent sum of three coherent modal
groups, identified with surface, mid-depth, and RSR paths.
Since the mean grazing angle and group delays of these three
paths are distinct and quite tightly grouped about the mean, it
is reasonable to hypothesize a model of the reverberation that
assumes that at any given time the reverberation is received

FIG. 4. Reflection coefficient as a function of grazing angle and frequency
for the rough elastic ice model. The correlation length of the ice cover is
taken to be 22 m, the rms roughness is assumed to be 3 m, and the fractal
dimensionD of the ice roughness is assumed to be 2.5. The correlation
length scale and the fractal dimension were determined byin situ measure-
ments, but the 3-m rms roughness assumed was substantially rougher than
the measured value of 2.2 m. This roughness was used in order to obtain
agreement with the measured propagation loss, which was twice as high as
historical measurements predict.

FIG. 5. Central Arctic sound speed profile obtained from CTD measurement
taken at the ZIRCON camp.

FIG. 6. Modal attenuations for forward scatter from ice with roughness
parameters roughness variance (H2)59 m2, correlation length (l )522 m,
fractal dimension (D)52.5.
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from a total of nine scattering patches. Each of these patches
is associated with a different pair of the three possible in-
coming and outgoing propagation paths. The reverberation as
a function of time may therefore be viewed as the incoherent
superposition of nine time series, each of which is caused by
the same homogeneous scattering strength interrogated at
different sets of incident and scattered angles and at different
ranges, and hence independent realizations~in the case of
patches associated with different incoming and outgoing
groups, there are two possible ways for energy to come in
and leave, corresponding to thenm and mn pairs: these are
also assumed to be incoherently additive although strictly
they are not!.

Proceeding accordingly, we propose the following
model for the time-dependent received reverberation plus
noise power level, rl, centered about frequencyv0 that is
parametrized on a range independent, narrow-band scattering
kernel s(un ,umuv0). Suppressing the explicit dependence
on frequency the model has the form

esl(
n

(
m

tgn
1~r nm~ t !!Anm~ t,t!s~un ,um!tgm

2~r nm~ t !!1nl

.rl~ t,t!, ~1!

where un and um are the average incident and scattered
angles of the energy in groupsn andm, the integration time
t is equal to the reciprocal bandwidth, 0.1 s in our analysis,
and esl and nl are the energy source level and the ambient
noise power in the analysis band. The propagation gain tgn

1

on the group trajectoryn from the point source to the scat-
tering patchAnm is corrected to include the incident field
only. The backscattered propagation gain tgn

2 from the scat-
tering patch back to the receiver is similarly corrected to
include the scattered field only. The means of determining
the incident and scattered modal amplitudes,f1 andf2, is
based on the Wentzel–Kramers–Brillouin decomposition of
the modes into up-going and down-going plane waves. The
approach and its limitations are discussed in Appendix A.

In Eq. ~1! the ranger nm to the center of the scattering
patch is defined by

r nm~ t !5
t

Sn1Sm
, ~2!

whereSn,m are the modal group slownesses

]kn,m

]v U
v5v0

.

FIG. 7. The time series received at various distances
from the source during the bistatic transect experiments.
The range at which the experiment was conducted is
indicated on the vertical axis.
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This is found by taking the stationary phase approximation to
the round-trip propagator of the modes

ei ~v0t2~kn1km!r !E
vB

eiv~ t2~Sn1Sm!r !dv,

wherevB is the band of interest centered aboutv0 .
The ensonified areaAnm observed over the pulse dura-

tion timet is defined as half the pulse duration multiplied by
the average group velocity, the range and the horizontal di-
rectivity of the receiver

Anm~ t,t!5t
Cg

n1Cg
m

4
r nm~ t !DQ, ~3!

where the modal group velocityCg
n is equal to the inverse of

the modal slownessSn . The additive noise level term nl in
Eq. ~1! is included for generality and plays an important role
in the robustness of the inversion for the scattering strength,
for without it scattering strength estimates would be biased
upwards by ambient noise at late time.

The ‘‘transmission gains’’~always less than one and ex-
pressed as power ratios, not dB, and hence distinct from TL!
for the various groups are determined by summing the cor-
rected modal amplitudes over the contributing modes

tgn
1~r !5

2p

r2~zs!r
U(

j Pn
f j~zs!f j

1~0!
e2 ik j r

Akj
U2

~4!

and

tgm
2~r !5

2p

r2~zr !r
U(

j Pm
f j~zr !f j

2~0!
e2 ik j r

Akj
U2

, ~5!

wherezs and zr are the source and receiver depths, respec-
tively, and kj are the complex modal eigenvalues obtained
from KRAKENC using the rough surface reflection coefficient
obtained from elastic perturbation theory, as explained in
Sec. IV.

Our goal is to obtain robust estimates of the scattering
kernel~assumed homogeneous, or spatially invariant and iso-
tropic! with the model outlined previously. For this reason
we evaluate the reverberation from all azimuthal angles si-
multaneously to increase the degrees of freedom available in
the data. This is consistent with the uniformity of the rever-
beration observed over the 32 beams of the HLA. Integrating
the reverberation over all azimuths, we selectDQ52p. In
addition we restrict the degrees of freedom available for fit-
ting the data by parametrizing the scattering kernel according
to a grazing angle power law

FIG. 8. The synthetic time series computed for the
ranges recorded in Fig. 6. The good agreement gives
confidence that the forward propagation modeling nec-
essary for the scattering strength inverse has captured
the proper magnitude and interference structure of the
actual propagation channel.
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ŝ~un ,um!5a$sinun sinum%g, ~6!

wherea is defined to be the scattering strength in dB.
Aside from ensuring the overconstraint of the inversion

equations, the parametrization in Eq.~6! is also useful in that
it can model at least two of the canonical scattering laws
from commonly used scattering theory. For instance Lam-
bert’s law, which indicates that the scattered power is depen-
dent on the projected scattered area, is obtained withg51
and 10 log 10(a)5227, while the perturbative expressions
for homogeneous boundary scattering strengths are well ap-
proximated byg52. The latter result is discussed in more
detail in Appendix B.

On the left-hand side of Eq.~1! only the scattering
strength average and noise level over the observation are
unknown. As pointed out earlier, the source energy levels esl
are known from the analysis of the source monitoring hydro-
phones, and corresponded closely to those predicted using
the Wakeley source model2 directly to estimate the time se-
ries. The transmission gains are determined numerically ac-
cording to the techniques outlined in Sec. IV and in Eqs.~4!
and ~5!. As discussed in Sec. IV, the good agreement be-
tween the transect data in Fig. 7 and the broadband transect
predictions in Fig. 8 indicates that the calculated transmis-
sion gains will accurately represent the energy incident on
the ice as a function of range and time. It is worthwhile to
reiterate that high-quality transmission gains are required if
estimates of the scattering strength are to remain unbiased by
late time reverberation levels, where inconsistencies in over-
all propagation loss levels can introduce significant biases
into the inversion results. The coherent structure of the trans-
mission gains is also of primary importance for successful
scattering strength inversion, as the propagation model must
be able to predict the temporal structure observed in the re-
verberation time series.

VI. INVERSION OF REVERBERATION TIME SERIES
FOR SCATTERING STRENGTH

The known environmental parameters: transmission
gains versus incident and scattered angles and range, energy
source level, and ensonified area are determined through the
evaluations of Eqs.~2!–~5!. It remains to solve Eq.~1! for
the parameters of scattering amplitude,a, noise level, nl, and
power law,g. Inversion for the first two parameters forms a
linear inverse problem. However, the reverberation level is a
nonlinear function of the scattering strength power law.
Since there are few parameters and the forward problem is
very inexpensive to compute, we conceptually solve the lin-
ear inverse problem over a range of assumed power law ex-
ponentsg and then choose the result with the smallest rms
fitting error

erms~g!5A1

T E
0

T

$rl~ t !2rl̂~ t,g!%2dt. ~7!

However, due to the large decrease in rl over time, late
time data are ignored by the metric in Eq.~7!. In order to
place more equal emphasis on the late reverberation arrivals,
the received power levels are therefore multiplied by the in-
verse of the cylindrical spreading term~r or alternatively

time, t! before inversion. This still emphasizes high SNR
early reverberation slightly because we do not try to com-
pensate for attenuation effects in this equalization. We then
choose as our error metric the rms fitting error between the
equalized received and modeled power level

e rms~a,g,nl !5A1

N (
n50

N21

tn$rl~ tn ,t!2rl̂~ tn ,tua,g,nl!%2,

~8!

whereT[NDt is the total time over which the error is evalu-
ated, tn5nDt, and Dt is the sampling interval of the
smoothed reverberation time series, 0.1 s. These are approxi-
mately independent samples for a smoothing interval of 0.1 s
with 10-Hz resolution. The predicted received level rlˆ that
was subtracted from the data to form the error is computed at
the center frequency of each analysis band, and is a function
of the scattering power,a, the angular dependence param-
eter,g and the noise level, nl.

To minimize the error metric in Eq.~8! we compute a
linear inverse for each trial value ofg by the method of least
squares. The linear combination of the three propagation
group outgoing transmission gains tgn

1 with the three incom-
ing transmission gains tgm

2 leads to a total of nine two-way
transmission gains, which are all modulated by the unknown
common scattering amplitudea. For each fixed value of the
angular dependence parameter,g, all the angular dependence
of these nine different scattering paths may be calculated in
advance.

The inverse is found in the following way. The nine
two-way transmission gains are multiplied by the scattering
area and precomputed angular dependence kernel and
summed as in Eq.~1!. This vector of received level structure
elements, denoted rlˆ

0 to indicate that they represent the re-
ceived level for unity scattering strength for the assumed
angular dependence parameterg, are used to define the over-
constrained system of equations

~9!

In condensed notation, we wish to minimize

$e†e%5@$Âs2a%†$Âs2a%#,
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wheree† indicates the transpose ofe. It is well known that
this minimization is obtained by setting

s5$Â†Â%21Â†a, ~10!

the Moore–Penrose or generalized inverse.13 The solution
for s is obtained over the range of relevant angular power
lawsg, and then thee rms from Eq.~8! is plotted as a function
of g to determine the combination ofa, nl, andg that best
represents the observations.

VII. SCATTERING STRENGTH RESULTS

The solution of the overconstrained system of Eq.~10!
using band-limited reverberation data over trial angular
power laws 0.5<g<3.0 yielded scattering strength estimates

for each frequency band. An example of the power law scan
for the 10-Hz band centered at 40 Hz is given in Fig. 9. The
upper-left plot indicates the average noise level and scatter-
ing strength 10 log 10(a(sinumsinun)

g) ~evaluated for group
1 at un5um58°! achieving the best fit as a function of the
angular dependence exponentg. The required noise level
ranges from 78.5 dBre mPa/AHz at g50.5 to 74.5 dBre
mPa/AHz atg53.0. These values compare favorably to typi-
cal omni phone noise levels during the experiment. The
minimum rms error between the measured rl and the estimate
r̂l, shown in the upper-right plot, is achieved at a value of
g52.25. For this angular dependence the inversion yields a
scattering strength estimate of247.6 dBre m2 at 8° grazing.
At this value ofg, the measured and predicted received re-

FIG. 9. Summary of scattering strength inversion for
the 35- to 45-Hz frequency band. Forg52, the scatter-
ing strength is estimated at247.2 dBre m2 at 8° graz-
ing incident and reflected. Good agreement between the
predicted and measured reverberation levels, indicated
in the lower-left panel, is obtained by combining the
constituent propagation groups together to yield the ob-
served structure.

FIG. 10. Components of scattering strength inversion
for the 35- to 45-Hz frequency band. Reverberation
model contributions from the lower sound speed upper
duct path are shown in yellow, while the mid-depth and
RSR contributions are shown in magenta and blue, re-
spectively. The sum of all the propagation paths without
additive noise are shown in red. The constant additive
noise level is shown in purple. The total modeled rever-
beration level, which includes the noise term, is shown
in black. Comparison with the measured reverberation
level, which is shown in green, indicates good agree-
ment and shows the importance of modeling coherent
multipath effects in the propagation.
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verberation power are indicated in the lower-left plot. This
figure shows the general overall agreement, including the
ability of the model to estimate propagation structure related
effects at the first and second convergence zones for the RSR
paths. Forg52, the scattering strength is estimated at247.2
dB, not significantly different. In fact, the estimated group 1
scattering strength is quite robust to assumptions of the
power law and noise level, varying only6 1 dB over the
range of reasonable power law exponents betweeng51 and
g53. Because the reverberation from the higher modes is
more sensitive to the assumed values ofg, the uncertainty in
the scattering strength for group 2~12.5° grazing! varied
over a range from 2.5 dB lower to 1 dB higher than the
estimate atg52, and for group 3~17.5° grazing! the uncer-
tainty varied between 5 dB lower and 3 dB higher for sub-
optimal power lawsg.

These results also make clear that although the RL data
have a large number of degrees of freedom in them and thus
low statistical fluctuation, the residual fitting error overg is
prevented from going much below 1 dB rms by bias errors
introduced by the modeling assumptions, such as use of the
semicoherent, range independent model, and the assumption
of range independence of the scattering strength. While we
feel that the fact that the estimates for gamma cluster around
2 for all frequency bands analyzed is significant, this model
parameter is not well resolved using our current solution to
the inverse problem. The ‘‘flatness’’ of the error curve in the
upper-right panel of Fig. 9 is an indicator of this. The domi-
nant reason for our poor resolution is that, as shown in Fig.
10, the reverberation data are highly dominated by the mode
1 ~group 1, or duct! return that ensonifies the surface at 8°.
The 12° group 2~mid-depth! return is approximately equal to

FIG. 11. Predictions of scattering strength from 2D
elastic perturbation theory and experimental results
from the linear inversion of reverberation level. Here
the inversion has been constrained to adopt the power
law dependence of perturbation theory, i.e.,g52.

FIG. 12. Predictions of scattering strength from 2D
elastic perturbation theory and experimental results
from the linear inversion of reverberation level. Here
the value of the angular power law is unconstrained and
allowed to adopt the best value. Angular dependence of
the scattering strength estimated by the inversion pro-
cedure increases with frequency, withg equaling two at
40 Hz and three at 60 Hz.
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the duct return at a few discrete ranges less than 100 km, and
does dominate beyond 100 km, however the data importance
are diminished by our geometric-only range emphasis to the
data. The 17° group 3~RSR! return is well below the duct
level at all ranges considered. Thus, errors in the power law
are not strongly penalized because the predominance of the
data are at a single angle.

Figure 10 provides insight into how the constituent scat-
tering paths combine to yield the total predicted reverbera-
tion level. In Fig. 10, the measured reverberation level is
plotted in green. In black the best prediction is plotted, show-
ing good overall agreement between the observed reverbera-
tion and the model using the best choice of parameters. The
total estimate is the incoherent sum of the nine scattering
paths discussed earlier. In this plot all the energy backscat-
tered into the three groups from energy incident in the lower
sound speed upper duct is indicated in yellow. At short range
the lower sound speed upper duct contains the most energy,
so the largest contribution to reverberation out to ranges of
about 120 km is from the lower sound speed upper duct
energy. Beyond this range mid-depth energy, indicated in
magenta, tends to excite more reverberation as the lower
sound speed upper duct energy has been stripped by surface
losses. However for shorter ranges, the confluence of mid-
depth modes at ranges of 30, 60, and 90 km can spike up to
provide levels of reverberation equivalent to, or greater than,
those contributed by lower sound speed upper duct paths.
Similarly the RSR paths shown in blue also provide an ob-
servable contribution to the reverberation level at conver-
gence zone ranges of 45, 90, and 135 km. As pointed out
previously, it is precisely the presence of these modes that
provides the inversion scheme with information regarding
the angular power lawg of the scattering strength.

VIII. COMPARISON OF ESTIMATED SCATTERING
STRENGTHS TO THEORETICAL PREDICTIONS

Constraining the angular power law of the scattering
strength to theg52 value predicted by perturbation theory,
inversions for the scattering strength of the Arctic ice canopy
as a function of frequency were obtained and compared to
theoretical estimates obtained with two-dimensional elastic
perturbation theory. The derivations of the two-dimensional
perturbation theory scattering strength is discussed in Appen-
dix B. The two-dimensional scattering model assumes that
scattering patches are azimuthally uncorrelated. In Fig. 11
the results are shown for the first column of the scattering
matrix, i.e., those elements where the incident angle corre-
sponds to the lower sound speed upper duct and the scattered
angles correspond to the three propagation paths. The scat-
tering strength estimated for a 3-m rms roughness, consistent
with the value used for the forward scattering loss analysis,
is shown by the solid curves, and the inversion results are
shown by the asterisks at 20, 30, 40, 50, and 60 Hz withg
constrained to a value of 2.

We see that by constraining the angular power law of the
scattering strength inversion to agree with the asymptotic
form of perturbation theory, the resulting estimates of rever-
beration level in the Arctic underestimate the data by about
3–5 dB. Due to the constraint on the angular dependence of

the inversion, at the higher backscattered angles the agree-
ment is similar. The overall frequency dependence of the
scattering strength inversions seems to be best fit by anf 2

power law indicated by the dashed line, as does the fre-
quency dependence of the elastic perturbation scattering
strength predictions. It is useful to note that the frequency
dependence of the scattering loss predicted by the elastic
perturbation obeys this relationship.4 As scattered energy re-
duces the coherent reflection coefficient, this similarity in
power law between backscattered power and forward loss is
natural.

In Fig. 12 the results of the inversions using the angular
power law that minimized thee given in Eq.~8! are super-
imposed on the perturbation predictions. Here we see a trend
in the data, where for low frequencies the bestg is found to
be quite close to one, and at high frequencies approachesg
53. The result is that at low frequencies the scattering
strength is virtually identical into all backscattered angles,
whereas at the higher frequencies a greater angular depen-
dence to the scattered energy is detected. At this time, we do
not understand the reason for the frequency trend in our best
fit gamma estimate. This may be a result of incorrectly, or
unmodeled, scattering phenomenology that requires further
analysis, or a result of inadequacies in our dataset. Our rec-
ommendation for use of these results in practical sonar equa-
tion modeling is to use the theoretically supported gamma
52 value, and the scattering parameter,a, that results from
it. As mentioned before, the power law parameter was not
particularly well resolved by our dataset. Revisiting the
upper-right panel in Fig. 9 we see that the rms dB fitting
error only varies by about 25% over the entire parameter
range ofg, from 1.2 to 1.4 dB rms. This is consistent with
the fact that the peaks in the reverberation associated with
groups 2 and 3 are rather confined in time, so that matching
them correctly only decreases the rms error obtained over the
whole reverberation sequence by a small factor. As before,
the inversions seem to indicate a scattering strength fre-
quency dependence proportional tof 2 or perhapsf 5/2.

IX. CONCLUSIONS

In summary, the scattering strength of the Arctic ice was
found to roughly obey a frequency squared law, with back-
scattering strengths for the lower sound speed upper duct
with 8° grazing angle varying from approximately257 dB
re m2 at 20 Hz to247 dB re m2 at 40 Hz and243 dB re m2

at 60 Hz. The data at 40 Hz are best fit with an angular
dependence of the Arctic ice canopy scattering strength with
close to a square law dependence of the form

s~u i ,us!50.14~sinu i sinus!
2.25,

quite consistent with perturbation theory, although a trend
from lower angular dependence at low frequency to higher
angular dependence at high frequency was found. Little sup-
port was found for the first power Lambert law angular de-
pendence often cited in bottom scattering strength results,
except at the lowest frequencies. The overall magnitudes of
the observed scattering strengths were found to agree to
within 3–5 dB with the values predicted by two-dimensional
perturbation theory, when the elastic properties of the ice
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were used in conjunction with the measured power spectrum
of the ice canopy, and the LeSchack value of 3-m rms ice
roughness was used. This 3-m rms roughness was also re-
quired to model the higher than average propagation loss
values measured during the experiment, and we have reached
the conclusion that the 2.2-m rms value measured in the
immediate vicinity of the ZIRCON ice camp was not repre-
sentative.

The scattering strength parameters obtained from this
analysis are theoretically reasonable results that are useful
for the practical prediction of Arctic reverberation at low
frequencies. We have high confidence in the scattering values
for the mode 1 contained in the surface duct, which is the
most useful mode for active sonar in the Arctic because of its
favorable depth and range coverage and its lower scattering
strength. The fact that the predominance of our data are due
to mode 1 is not a coincidence—the hypothesis of the Cen-
tral Arctic LFA Feasibility Experiment1 was that the design
of an Arctic low-frequency active sonar should exploit mode
1 to minimize reverberation, despite its larger TL. Our mea-
surement of scattering strength at 12° is also reasonably ro-
bust ~23/11 dB! to our uncertainty in the angular depen-
dence power law,g. However our confidence ing itself, and
hence extrapolation of scattering strength to other angles,
stems more from theory than the measurements reported
here. Our results are further dependent on theory to the ex-
tent that theoretical predictions were used for the source and
propagation models. In this case the quality of the forward
model was ensured by the availability of measured TL from
transects data, and the source model was verified through
favorable comparison to the data collected on the source
monitoring hydrophones. The value of the theoretical mod-
eling of the propagation loss is that it helps to illuminate the
physics behind the unique propagation characteristics of the
Arctic. The model is also required to construct the semico-
herent model in a rigorous way. The reasonable consistency
between the data and model results for the propagation sug-
gest that elastic perturbation theory is capable of modeling
forward propagation loss at low frequencies in the Arctic.
However, the underestimation of the scattering strength by
3–5 dB suggests that the first-order perturbation approach is
not entirely capable of modeling the measured backscatter,
implying that large slope/height features must account for
this deficit.
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APPENDIX A: SURFACE CORRECTION

Although the transmission gains of the total field may be
determined to excellent precision byKRAKENC, Eq. ~1! re-
quires that we correct the transmission gains to the incident
and scattered transmission gains at the surface. The correc-

tion is required in order to estimate the scattering strength as
defined by theory, which is the normalized ratio of the scat-
tered intensitŷ s2& at some ranger to the incident intensity
p2 on the scattering apertureL,

s~un ,um!5
^s2~r !&ur u
p2~un!L

,

wherer5r (cosumer1sinumez) and the scattered field is ob-
served in a halfspace with uniform sound speed.

Since for the geometries of ice canopy scattering the
incident and scattered transmission gains are related to the
up- and down-going component of the total field at the sur-
face, we must appeal to a ray theoretical description of the
mode field to separate the amplitudes of either of these com-
ponents from the total field. For general mode shapes found
by finite differences the distinction between up- and down-
going wave components is lost. However for WKBJ modes,
which are obtained under an eikonal approximation from the
depth separated wave equation, the following expressions for
the up- and down-going wave components in terms of the
mode shapes and their derivatives can be derived from their
approximate forms:14

fn
1~z!52

i

2knz~z!

]f~z8!

]z8
U

z85z

1F1

2
2

i ]knz~z8!/]z8un85z

4kz~z!2 Gfn~z!, ~A1!

fn
2~z!5

i

2knz~z!

]f~z8!

]z8
U

z85z

1F1

2
1

i ]knz~z8!/]z8uz85z

4kz~z!2 Gfn~z!. ~A2!

In Eqs.~A1! and~A2!, knz is the vertical wave number of the
nth mode at the specified depth. At a free surface, where the
total field is identically equal to zero, these equations specify
that the magnitude of the up- and down-going components of
the field are each equal to half of the maximum value of the
mode shape for the case of constant sound speed. Since at
low frequencies the Arctic ice canopy appears acoustically to
be very close to a free surface, this correction gives incident
and scattered field transmission gains that are approximately
one half of the maximum value of the transmission gains
~e.g., the value at the mode shape maximum! at any given
range. Thus measured scattering strengths obtained using
maximum transmission gains could be corrected by adding
12 dB, since each transmission gain is too large by a factor
of 4 ~corresponding to 6 dB too little TL!. However it is clear
that using uncorrected transmission gains to the surface will
result in extremely large estimates of scattering strength
since the total field near the surface becomes quite small.

In practice the approximate relations in Eqs.~A1! and
~A2! are only good for depths shallower than the depth be-
low which the WKBJ modes are cut off and become evanes-
cent in the water column. We evaluate these equations at the
surface so this difficulty is avoided. Since the nonunity gain
elastic perturbation reflection coefficients were used as
boundary conditions whenKRAKENC solved for the modes
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shapes, a small contribution to the up- and down-going field
amplitudes was obtained through evaluation of the second
term in Eqs.~A1! and~A2!. However the bulk of the correc-
tion was provided by the derivative of the mode shape in the
first term, which was determined through postprocessing of
the mode shapes using a finite difference scheme.

APPENDIX B: SCATTERING STRENGTH

The perturbation theory scattering kernels such as those
that appear in LePageet al.4 can be useful representations of
the scattered field. One attraction to the spectral integral for-
mulation is that the solutions for the scattered field are ob-
tained in the frequency wave number domain. Thorsos15 has
derived the transformations from spectral densities to scatter-
ing cross section for the ensemble average of the two-
dimensional scattering kernel

s2D~q,k!5qz
2^s̃~quk!&222D, ~B1!

where s is the scattering cross section,s̃ is the two-
dimensional scattering kernel for unity plane-wave excita-
tion, k is the two-dimensional horizontal wave number vec-
tor of the incident field,q is the scattered horizontal wave
number vector, andqz represents the vertical wave number
of the scattered field in the acoustic half-space. Here it is
useful to include the explicit equation for the ensemble av-
erage of the square of the 22D scattering kernel for unit
amplitude plane wave excitation

^s̃~quk!&25P~q2k!

3UB̃21~q!S ]B̃~k!

]z
2 i ~q2k!+b̃~k! D x̃̄0~k!U2

,

~B2!

where x̄0 is the unperturbed response of the ice sheet to a
unity amplitude incident plane wave. Equation~B2! is the
magnitude square of the scattering kernel Eq.~2! in LePage
et al. for acoustic-elastic scattering. The matricesB̃ enforce
the boundary conditions at the ice–water and ice–air inter-
face. The matrixb accounts for backscatter caused by the
rotation of the boundary conditions under a small slope hy-
pothesis. For scattering from halfspaces, it has been verified
that Eq. ~B2! together with Eq. ~B1! gives scattering
strengths which are in agreement with the perturbation part
of the rough surface scattering strength from Mouradet al.16

Here the scattering is from an elastic ice sheet of 3 m thick-
ness. For the appropriate choice of the boundary operator
and the unperturbed field amplitudex̃0 for this ice sheet, the
scattered field vectors̃ contains as its first element the down-
ward scattered pressure amplitude at wave numberq.

Goff et al.have shown that an isotropic rough surface of
fractal dimensionD obeys a power law asymptotic to
k2812D,

P~k!5
4p~32D !H2~kr !

22

~k2/kr
211!42D . ~B3!

In this case, for a simple boundary interaction, such as with
a free surface, Eq.~B2! is proportional to

^s̃i ,i 11~quk!&2}
k0

2 sin2 u i

~k0
2l 211!42D .

For the fractal dimensionD52.5 and the correlation length
scale ofl 522 m used in this study this is proportional to

^s̃i ,i 11~quk!&2}
sin2 u i

k0

over the upper end of the frequency range of interest. As
discussed in the following the scattering mechanics of the ice
canopy actually modify this frequency dependence. For free
surface scattering the two-dimensional scattering strength
may then be expressed in the angular domain as

s2D~us ,u i !}k0 sin2 us sin2 u i . ~B4!

From Eq.~B4! it is observed that the scattering strength goes
to zero quadratically in the incident and scattered anglesu i

and us , and that for a given wave number spectrum the
two-dimensional cross section grows linearly with frequency.
The results obtained for elastic perturbation grow more
quickly as a function of frequency, due to the effect of the
subsonic flexural wave which is excited in the ice sheet by
the scattering process. The spectrum of this mode away from
resonance effects low-angle scattering in the propagating re-
gime.
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Bubble cloud resonances have been proposed as an explanation of the low-frequency acoustic
radiation produced by breaking waves. A previous model@H. N. Ogũz, J. Acoust. Soc. Am.95,
1895–1912~1994!# considered excitation of the bubble cloud by a rigid piston at the base of a
hemispherical bubble cloud. The present model considers excitation of the cloud by individual point
sources within the cloud. A Green’s function is obtained for a point source displaced from the origin
of a hemispherical bubble cloud beneath a pressure release surface. The method of images and
superposition allow one to obtain the field generated by a distribution of point sources within the
bubble cloud. The frequency-dependent radiation pattern for two distributions of point sources
within the cloud is obtained. Distributing the point sources within the forward sector of the bubble
cloud generates spectral characteristics consistent with measured open-ocean breaking wave spectra.
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I. INTRODUCTION

Ambient noise in the open ocean has long been corre-
lated with wind speed.1,2 More recent work3–7 has shown
that upper frequencies~more than;1 kHz! of the noise spec-
trum are well correlated with oscillations of individual
bubbles entrained during wave breaking and has been mod-
eled theoretically.8 Due to the absence of significant popula-
tions of large bubbles observed beneath breaking waves,9 it
is unlikely that acoustic radiation from individual large
bubbles can explain the low-frequency portion~less than;1
kHz! of the observed ambient noise spectra.

Collective oscillations of bubble clouds were suggested
as a low-frequency sound generation mechanism of breaking
waves as early as 1985.10,11Although a number of other can-
didate mechanisms have been proposed,12 recent laboratory
studies13–15 have provided evidence of sound generation
through collective oscillations of bubble clouds. Addition-
ally, simultaneous at-sea observations of breaking waves and
acoustic signatures16,17have shown a correlation between the
presence of bubble clouds and low-frequency acoustic radia-
tion in the open ocean.

A number of papers18,19 have reported on theoretical
mechanisms governing the oscillation and radiation of
bubble clouds; however, few comprehensive models have
been developed. In developing a comprehensive model for
the generation of low-frequency sound by collective oscilla-
tions of bubble cloud entrained via wave breaking, one must
consider the mechanism by which the bubble cloud is ex-
cited. A number of mechanisms have been proposed; how-
ever, concurrence of opinion is that newly entrained bubble

oscillations are the principal source of sound generation by
breaking waves.8 Therefore, it is reasonable to consider the
entrainment of bubbles as the dominant excitation mecha-
nism of the bubble cloud.

II. PREVIOUS MODEL

In 1994, H. N. Ogu˜z20 proposed a model to predict low-
frequency sound levels generated by a distribution of indi-
vidual breaking waves. The model was based on a simplified
model for low-frequency sound generation from a single
breaking wave. Although this model was somewhat success-
ful in explaining the noise field due to a distribution of
breaking waves, it did not predict spectra from individual
breaking waves that are consistent with experimental obser-
vations. Ogu˜z’s model for a single breaking wave considers
the excitation of the bubble cloud by an effective pressure
due to a distribution of newly formed bubbles at the air–
bubble cloud interface. This is equivalent to forcing the
bubble cloud into oscillation with a rigid disk as illustrated in
Fig. 1. In his model development, he assumes a number of
characteristics of the composition,4,5,7,9,21–29 size,30 and
growth rate31 of the bubble cloud, and strength4 of excitation
based on observations reported by other researchers. He de-
rives the following expression for the far-field acoustic pres-
sure,

p~ r̄ 8!5
1

kr (
n50

`

cni 2n11e2 ikr P2n11~cosu! ~1!

where

cn5
~4n13!(m50

` Amn„j 2n11~kca! j 2m8 ~kca!2 j 2n118 ~kca! j 2m~kca!…

~k/kc!h2n118 ~ka! j 2n11~kca!2h2n11~ka! j 2n118 ~kca!
,
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Amn5
~21!n12m~4m11!~2m21!!! ~2n11!!!

~2n1122m!~n1m11!2mm!2n11n!
.

The functionPn(x) is the Legendre polynomial of ordern,
and j (x) andh(x) are the spherical Bessel and Hankel func-
tions, respectively. The bubble cloud is of radiusa and the
interior and exterior wave numbers are given byk and kc ,
respectively. The primes indicate a derivative with respect to
the argument.

An angle-frequency surface of the pressure field inten-
sity, based on Eq.~1!, is shown in Fig. 2. This surface shows
the angular radiation pattern as a function of frequency
~along the radial coordinate! in the central plane of the
bubble cloud’s cross section at a fixed distance from the
cloud. The parameter values used to produce Fig. 2 are given
in Table I. The cloud radius and void fraction were chosen
such that the fundamental cloud resonance would be in
agreement with the resonance peak observed experimentally,
which appears below. However, these values are still well
within the large range of observed values reported in existing
literature. The remaining parameters are those used by Ogu˜z
in his analysis. The dominant feature of this angle-frequency
surface is the strong harmonic line set. These lines are pro-
duced by the resonances of the bubble cloud and can be

predicted from the bubble cloud size and the effective
frequency-dependent sound speed within the cloud.

III. EXPERIMENTAL MEASUREMENTS

In the spring of 1995, time coincident measurements of
acoustic signatures and the occurrence, locations, and sizes
of individual breaking waves were obtained.17 The Naval
Research Laboratory, in conjunction with the Marine Physics
Laboratory, conducted the experiment from onboard the RP
FLIP moored approximately 2 nm west of San Clemente
Island. The acoustic signatures were obtained from the end-
fire beam of a vertical array deployed at the end of a 23-m
face boom mounted on the lower deck of the FLIP. The
element spacing and the depth of the array were selected to
interrogate a 34-m-diam disk on the ocean surface at a fre-

FIG. 2. Angle-frequency surface of the field predicted by the Ogu˜z model
calculated via Eq.~1!. A strong harmonic line set is predicted with each line
being related to a mode of oscillation of the bubble cloud. The resonance
frequencies can be predicted from the cloud size and the effective sound
speed within the cloud, which is dependent on the composition of the cloud.

FIG. 3. Time-frequency surface obtained experimentally in at-sea measure-
ments on the end-fire beam of an array deployed from aboard RP FLIP
northeast of San Clemente Island. A single low-frequency peak in the spec-
tra appears at;40 Hz. Similar low-frequency peaks were observed in
roughly

1
3 of 221 analyzed spectra. The spectral line at 180 Hz is pump noise

from the research vessel.

TABLE I. Parameter values used in Eq.~1! to characterize the size and
composition of the hemispherical bubble cloud. The cloud radius and void
fraction were chosen so that the fundamental resonance would agree with an
experimental measurement. The remaining values were those chosen in
Ogũz’s analysis. All of the parameter values are within the range of experi-
mental observations.

Parameter Description Value

a bubble cloud radius 0.75 m
r bub2min minimum bubble radius 5.031025 m
r bub2max maximum bubble radius 2.031023 m
f (r bub) bubble radii distribution:r bub

2n n54.3
b void fraction 0.03

FIG. 1. Diagram of equivalent excitation mechanism as used in the Ogu˜z
model. The bubble cloud is excited by the effective pressure of a number of
newly entrained bubbles near the cloud–air interface.
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quency of 400 Hz. A video camera mounted on the upper
deck of the FLIP recorded the breaking wave surface prop-
erties.

Figure 3 shows a time-frequency signature of a single
breaking wave that was observed in the field of view of the
video camera during 12 m/s winds. The video recording in-
dicated that the active portion of the breaking wave had a
duration of 3.5 s and an equivalent radius of about 7.4 m. As
such, it was one of the largest waves observed during the
30-min observation period. The wave itself was a spilling
breaker that was composed of three distinct crests over its
3.5-s lifetime. All of the breaking waves observed during the
period were spilling rather than plunging.

A prominent feature is the single low-frequency peak
near 40 Hz. The line at 180 Hz is due to pump noise from the
research platform. Roughly one-third of the 221 acoustic sig-
natures observed in the video recordings contained a peak in
the 40 to 60 Hz range. The remaining signatures consisted of
broadband bursts with significant energy at the lower fre-
quencies without an obvious resonance peak. The strong har-
monic line set, as predicted by the Ogu˜z model, was not
evident in any of the measured signatures. Previous at-sea16

and laboratory15 measurements indicate similar spectra. The
at-sea measurements did not show discernible resonance
peaks; however, ambient shipping levels precluded observa-
tions below 75 Hz during most of the reported times. The
laboratory measurements did, however, show individual
spectral peaks below 150 Hz that were shown to be associ-
ated with bubble cloud oscillations.

IV. POINT SOURCE EXCITATION MODEL

In an attempt to develop a more physically realistic
bubble cloud excitation model without the inherent reso-
nance structure of the previous model, one considers the field
produced by a distribution of point sources~newly formed
bubbles! within an effectively homogeneous hemispherical
bubble cloud. The field produced by a single point source
within a hemispherical bubble cloud beneath a pressure-
release surface is equivalent, via the method of images, to a
pair of oppositely phased point sources within a spherical
cloud. The total field due to a distribution of sources may
then be found by summing incoherently the fields generated
by the individual point sources and their images.

The field for an individual point source within a spheri-
cal cloud is found by solving for the Green’s function, G, in
the inhomogeneous Helmholtz equation,

~¹21k2!G52
4pd~r 2r 8!d~u2u8!d~f2f8!

r 2 sinu
. ~2!

This function must satisfy the boundary conditions, continu-
ity of pressure and normal velocity, at the surface of the
bubble cloud. The coordinate system used in this develop-
ment is shown in Fig. 4 and is oriented such that the positive
z direction is beneath the surface. Here the primed variables
indicate source location. The Green’s function may be ex-
pressed as a summation of the solutions of the particular and
interior and exterior homogeneous equations,

~¹21kc
2!Gp52

4pd~r 2r 8!d~u2u8!d~f2f8!

r 2 sinu
, ~3a!

~¹21kc
2!Gint50 for r<a, ~3b!

~¹21k2!Gext50 for r>a, ~3c!

wherekc is the effective wave number, as discussed below,
within the bubble cloud.

The particular Green’s function, Gp , may be derived by
following a procedure similar to that found in a paper by Luk
et al.32 It is also presented in the text of Morse and Ingard33

without derivation as

Gp5 ikc(
n50
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where

em5H 1, if m50,

2, if m.0.

The homogeneous solutions may be expressed, based on
the geometry of the problem, in terms of Legendre polyno-
mials, spherical Bessel or Hankel functions, and undeter-
mined constants as

Gint5 (
n50

`

(
m52n

n

anmeimfPn
m~cosu! j n~kcr !, ~5a!

Gext5 (
n50

`

(
m52n

n

bnmeimfPn
m~cosu!hn~kr !. ~5b!

The boundary conditions at the bubble cloud–water interface
are used to solve foranm andbnm yielding an exterior solu-
tion (r .a) of

FIG. 4. Coordinate system chosen for the point source excitation model
development.
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A simple check, necessary although not sufficient, may be
performed by allowingkc→k andrc→r, i.e., removing the
bubble cloud–water discontinuity. In doing this, Eq.~6! re-
duces to Eq.~4! as expected.

As postulated earlier, the bubble clouds that form be-
neath breaking waves may be modeled as a homogeneous
media at low frequencies; i.e., frequencies lower than the
natural frequency of the largest bubbles. The work of Com-
mander and Prosperetti,34 based on linearization of a nonlin-
ear model of pressure wave propagation within a bubbly liq-
uid, yields an expression for the effective wave number
within the bubble cloud as

kc
25v2/c214pv2n̄E

0

` r bubf ~r bub!drbub

vo
22v212ibv

, ~7!

where vo and b are the frequency dependent natural fre-
quency and damping factor of individual bubbles,n̄ is the
number of bubbles per unit volume, andf (r bub) is the nor-
malized bubble radii distribution function. See the work of
Commander and Prosperetti34 for a detailed derivation of
these parameters. The above expressions, Eqs.~6! and ~7!,
may be used to predict the far-field pressure due to a distri-
bution of point sources~excited bubbles! by incoherently
summing the field for each source and its image.

V. EXCITATION MECHANISM

Individual bubbles entrained within the process of wave
breaking may be excited via a number of possible mecha-
nisms. Once excited they radiate acoustic energy. A number
of excitation mechanisms have been proposed,35 such as ra-
dial and asymmetric flows and turbulence. The results of the
present analysis are relatively independent of the excitation
mechanism chosen. Therefore, a simple model will be used
to make the analysis tractable. Hollet and Heitmeyer36 pro-
posed that a bubble is excited into oscillation by a sudden
pressure change when it is instantly entrained into the water
at a depth. A more detailed explanation may be found in the
text by Leighton.35 The pressure difference at the bubble
surface would be that of the liquid pressure plus surface
tension,3

Po5rgz81
2s

r bub
. ~8!

The pressure field radiated by an excited bubble is that of a
damped sinusoid.4 Therefore, the pressure at the bubbles sur-
face can be expressed as

ps~ t !5Poe2bt cos~vot1c!. ~9!

The monopole amplitude37 or source strength as a function
of time would then be given by

S~ t !5r bube
2 ikr bubps~ t !. ~10!

Since the bubble is considered to be entrained instanta-
neously at a depth,c will be considered to be zero. The
source strength spectrum,S(v), of an individual bubble is
obtained via the Fourier transform of Eq.~10! and is ex-
pressed as

S~v!5
r bube

2 ikr bubPo~b2 iv!

A2p~b222ibv2v21vo
2!

. ~11!

Therefore, for some large distance exterior of the bubble
cloud, the pressure spectrum, due to one point source, is
determined by the product of the source strength spectrum
and the exterior Green’s function. The power spectrum from
a distribution of point sources and their images is then deter-
mined by

P~v, r̄ 8!5 (
n51

N

uSn~v!u2uGn~r ,rn8!2Gn~r ,r image n8 !u2,

~12!

whereN is the total number of active bubbles.

VI. MODEL COMPARISON

A comparison between the proposed and existing models
is made by allowing the point source distribution of the pro-
posed model to be analogous to the piston excitation of the
Ogũz model. This is done by randomly distributing the
sources within a thin layer just beneath the water’s surface
~see Fig. 5!. The angle-frequency intensity field shown in
Fig. 6 is due to 1000 active bubbles distributed within a layer
extending 7.0531023 m beneath the surface. The parameters
contained in Table I were used here for comparison purposes.
The bubble radii distribution of the active bubbles is the
same as that of the bubbles composing the bubble cloud. In
comparing Figs. 2 and 6, one sees the same basic harmonic
structure. The point source excitation model predicts broader
resonance peaks and a steeper decrease in peak levels with
increasing frequency. However, the basic structures are simi-
lar and both exhibit characteristics not seen in experimental
measurements.

VII. NEW SOURCE DISTRIBUTION

In an effort to explain the difference between the mod-
els’ predictions and experimental measurements one may
note several postulates of the models. First, the models are

FIG. 5. Distribution of point sources~newly entrained bubbles! used for
comparing the point source excitation model with the disklike excitation of
Ogũz model. Points sources are randomly distributed within a thin layer
(7.0531023 m) just beneath the air–sea interface.
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based on a perfectly spherical bubble cloud geometry which
is obviously an abstraction of entrained clouds under open-
ocean breaking waves. Second, the models consider a well-
defined interface between the edge of the cloud and sur-
rounding water. Since the predicted resonances of the cloud
are associated with the higher modes of the cloud volume,
one maya priori assume that these postulates could contrib-
ute to the disparity with experimental measurements. How-
ever, any shape of an entrained bubble cloud will have higher
order modes of vibrations that would necessarily give rise to
resonances similar to those predicted by the spherical geom-
etry. In studying the images of entrained bubble clouds re-
ported by Lamarre and Melville38 ~wave tank! and by
Deane39 ~surf!, one comes to the conclusion that there does
in fact appear to be a relatively distinct boundary between
the cloud and surrounding water. At the frequencies of inter-
est here, the length scale of the boundaries would be on the
order of 0.2 m, or roughly a quarter of the bubble cloud’s
modeled radius, before being on the same order of a wave-
length. This does not appear to be the case in these images.
Therefore, neither of these two postulates would appear to
give rise to the observed discrepancies.

The main advantage of the point source excitation model
is that sources can be distributed within the bubble cloud
based on the physical mechanisms occurring during wave
breaking. To date, no conclusive study has been carried out
to determine the characteristics of the entrainment and how
they vary for wave parameters and breaker type. However,
one may proceed by making assumptions based on observa-
tions made in the existing literature. Kolaini and Crum40 ob-
served that during the breaking of a wave bubbles are en-
trained at its leading edge. This has also been proposed in
theoretical work by Longuet-Higgins and Turner.41 The
shape and relative dimensions of the entrainment region may
be drawn from observations42 and photographs38 in the
works of Lamarre and Melville. An attempt to illustrate these
properties within a breaking wave is shown in Fig. 7. The
actual entrainment region used in this study is shown in Fig.
8. The active bubbles are randomly distributed within the
boundaries:a/2<r 8<a, 2p/4<f8<p/4, andp/4<u8<p/2.

FIG. 7. Illustration of entrainment region during the breaking of a wave
~side view and top view!. Newly formed bubbles are entrained at the leading
edge of the breaker as it propagates to the right.

FIG. 8. Distribution of point sources modeling a hypothetical entrainment of
bubbles during the breaking of a wave. The active bubbles are randomly
distributed in the outer portion of a volumetric sector.

FIG. 9. Axial spectrum generated by moving the point source from the
origin toward the perimeter of the bubble cloud alongu853p/8. This shows
that the fundamental mode is predominant when the point source is in the
outer portion of the cloud.

FIG. 6. Angle-frequency surface of the field predicted by the point source
excitation model with the layerlike source distribution as illustrated above.
The field characteristics are similar to those predicted by the Ogu˜z model.
The same harmonic structure is apparent, although the resonance peaks are
broader. As in the case of the Ogu˜z model, these characteristics are not
evident in experimental measurements.

765J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 S. L. Means and R. M. Heitmeyer: Low-frequency wave noise



One may investigate the effect of the source locations by
obtaining the response of the cloud by a single source in
different locations. Figure 9 shows the far-field axial~u50!
pressure intensity as a function of frequency as a single point
source is moved from the origin of the hemispherical cloud
to the outer edge along theu853p/8 radial. It is evident that
as the source is moved away from the origin most of the
energy is contained within the fundamental mode. At posi-
tions near the origin most of the energy exists in higher order
modes.

This phenomenon may be explained by considering the
modes of the spherical cloud. It is the modes of the full
sphere, as prescribed by the method of images, which are of
interest here. Figures 10~a!, ~b!, and ~c! show the interior
pressure field within the spherical cloud for the first three
modes of vibration: 38, 56, and 72 Hz, respectively. Pressure
nodes within the spherical cloud can be seen for the higher-
order modes. Therefore, when an active bubble is near a
node it is less effective at exciting the cloud into oscillation
or more effective if it is near an anti node. Since higher

FIG. 11. Angle-frequency surface of the field predicted by the point source excitation model with the sectorlike source distribution as illustrated above. The
spectra is dominated by a low-frequency peak similar to that of at-sea measurements. Harmonics are still noticeable, although they are greatly reduced in level.
The third and fifth harmonics are at least 16 and 32 dB lower, respectively, than the fundamental peak.

FIG. 10. Parts~a!, ~b!, and ~c! represent the instanta-
neous internal pressure field for the first three modes of
oscillation for the given cloud composition and geom-
etry. The resonances of the complete sphere, as pre-
scribed by the method of images, are of interest here.
They have resonant frequencies of 38, 56, and 72 Hz,
respectively. The remaining parts,~d!, ~e!, and~f!, rep-
resent the interior acoustic intensity within the hemi-
spherical cloud excited by the random distribution of
active bubbles, as described in the text, at frequencies
of excitation corresponding to first three modes.
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modes have more nodes within the sphere they are less likely
to be excited by a distribution of active bubbles.

Figures 10~d!, ~e!, and ~f! are the interior acoustic en-
ergy when the cloud is excited by the sectorlike distribution
of active bubbles at frequencies corresponding to the first
three modes of vibration of the spherical cloud. The node at
the upper surface is from the pressure release boundary con-
dition. Since the orientation is chosen arbitrarily for Figs.
10~b! and ~c!, the nodal pattern for the two higher modes
appears to be rotated in Figs. 10~e! and~f!. The larger excited
volume evident in the fundamental mode will correspond to
higher far-field radiation levels, as will be seen in the next
figure.

The angle-frequency surface in Fig. 11 shows the sound
field generated by the sector like distribution of active
bubbles. The harmonics of the fundamental mode of reso-
nance of the bubble cloud are greatly reduced. The odd har-
monics are more prominent than those of the even harmon-
ics. However, the third and fifth harmonics are at least 16 and
32 dB lower, respectively, than the fundamental. The radia-
tion pattern is slightly asymmetric, which is expected at the
low frequencies of interest.

The fundamental peak of the bubble cloud resonance
still coincides with the single low-frequency peak of the ex-
perimental signature. However, the smooth rolloff from the
single peak is not successfully predicted by the new model.
Several mechanisms or a combination of mechanisms could
account for this discrepancy. One may also be able to vary
properties of the sound generation region to tailor the mod-
el’s predictions. To that end, exhaustive measurements of the
mechanisms governing the entrainment of air within oceanic
breaking waves would be needed to aid in that development.

VIII. CONCLUSIONS

In this article we have shown discrepancies between the
spectra predicted by an existing theoretical model which
considers sound generation from an individual breaking
wave and that of at-sea experimental measurements. We have
proposed an alternative model which allows more flexibility
in implementing cloud excitation mechanisms accurately.
Due to the lack of a complete study of the bubble entrain-
ment mechanisms of breaking waves, we have proposed a
hypothetical distribution of sources within the bubble cloud.
Spectra obtained by the new model with the more realistic
distribution of sources have spectral structure that is more in
agreement with at-sea observations. This new model pro-
vides a means of implementing physically realistic cloud ex-
citation mechanisms and suggests the need for more in-depth
studies of the entrainment and excitation of individual
bubbles which occur in open-ocean breaking waves.
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Acoustic data measured in the ocean fluctuate due to the complex time-varying properties of the
channel. When measured data are used for model-based, geo-acoustic inversion, how do acoustic
fluctuations impact estimates for the seabed properties? In May 1999 SACLANT Undersea
Research Center and TNO-Physics and Electronics Laboratory~FEL!, conducted a shallow-water
experiment on the Adventure Bank off the southwest coast of Sicily, Italy to assess the effects of a
time-varying ocean on acoustic propagation and geo-acoustic inversion. A favorable area for
acoustic propagation was identified which had slight internal wave activity and a weakly
range-dependent bathymetry with sand-like bottom properties. Oceanographic and acoustic
measurements were performed continuously over a 3-day period. Broadband~0.2–3.8 kHz! acoustic
signals from a bottom-moored source were transmitted over fixed paths and received on a moored
vertical hydrophone array. During the transmissions extensive environmental measurements~e.g.,
sound speed, current, sea-surface waveheight, etc.! were made to correlate the time-varying
environmental and acoustic data. Modeled acoustic data show time variability which agrees with the
measurements. Results illustrate severe problems when modeling shallow-water acoustic
propagation at ranges beyond a few kilometers in the frequency band considered. Further, the
acoustic fluctuations in time caused erroneous time variability in inverted seabed properties.
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I. INTRODUCTION

Prediction of sound propagation in the ocean is gener-
ally performed by assuming time invariance for the short
period of an experiment. This assumption has been shown to
be sufficient for certain shallow-water regions as numerical
modeling of received energy levels1 and received time
series2,3 has been performed successfully by using ‘‘frozen’’
environmental inputs. However, other experiments con-
ducted in particular shallow-water regions show significant
variability in acoustic data caused by changes in the oceano-
graphic conditions with time.4,5 Anomalies in acoustic en-
ergy levels in a certain frequency band were detected during
the Yellow Sea summer experiment,6 and decorrelation times
as low as a few minutes were observed in time series ac-
quired during the 1995 SWARM experiment.7 The fluctua-
tions in the acoustic data from these experiments are most
likely due to a strong internal wave activity.8,9 The appear-
ance of strong internal waves was knowna priori to those
experiments, and the objective of the experiments was to
investigate how this time-dependent oceanography affects
the acoustic propagation. Accurate predictions of sound
propagation in these regions cannot be achieved unless a
good estimate of the time- and range-varying environment is
included in the modeling. Therefore, a successful propaga-
tion prediction depends on the amount of environmental in-
formation available and the degree of postprocessing desired
from the raw acoustic signals~e.g., averaged transmission
loss or complete time series!.

To address the issue of modeling acoustic propagation in
time-dependent shallow-water environments, SACLANT
Undersea Research Center and TNO-FEL conducted the
Advent’99 experiments. These took place in May 1999 on
the Adventure Bank off the southwest coast of Sicily. Broad-
band linear-frequency-modulated~LFM! and multitone~MT!
acoustic signals were transmitted every minute for up to 18
h, and the signals were received on a moored 64-element
vertical line array~VLA ! at three fixed ranges of 2, 5, and 10
km. This experimental setup allows, to some extent, isolation
of the channel’s time- and range-dependence. The experi-
mental area was carefully chosen to have weakly range-
dependent bathymetry and bottom properties, and relatively
low time variability in the water column~i.e., absence of
strong tidal-induced internal waves, which is typical for the
Mediterranean Sea!. In contrast to the Yellow Sea and the
1995 SWARM experiments, the region for the Advent’99
experiment shows favorable~i.e., easy to model! conditions
for acoustic propagation modeling. The reason for choosing
this site was to assess the degree of time variability of re-
ceived acoustic data in a benign shallow-water area and to
further understand the limitations of propagation modeling in
a time-varying ocean. Only oceanographic data taken from
the measurements were used in the propagation modeling
~i.e., no synthetic environments were generated using ocean
modeling!.

Matched-field processing~MFP! geo-acoustic inversion
is a technique that uses measured acoustic signals to deter-
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mine seabed properties.10–13 For MFP inversion, a propaga-
tion model is used to determine the acoustic response using
various combinations of seabed input parameters. Efficient
search algorithms are applied to determine the parameter set
giving the optimal match between modeled and measured
data ~for a given cost function!. The assumption being the
best fit to the measured data occurs when the correct seabed
parameters are used. Using measured data, the MFP-based
geo-acoustic inversion method has been demonstrated to be a
useful technique for estimating shallow-water seabed
parameters.14,15 Variations in seabed parameter predictions
can result when MFP geo-acoustic inversion is applied to
different time realizations of measured acoustic data. This
undesirable outcome can be caused both by the numerical
methodology and by fluctuations in the environment. Meth-
odological variability occurs in cases where unknown param-
eters have little sensitivity and therefore the fitness between
modeled and measured fields does not depend on the value
of a particular parameter. In a related article, a detailed
analysis of the numerical methodology of MFP, geo-acoustic
inversion has been considered.16 Using a subset of the data
considered here~multitones at 2-km source–receiver separa-
tion!, the article shows that with a more complex description
of the seabed~than that used here! several of the parameters
are unstable due primarily to the numerical method. Here, a
simple parametrization is chosen and that provides numerical
stability, whereby slight perturbations to the acoustic data
result in only slight perturbations to the predicted parameter
values.

The other contribution to the variability in MFP geo-
acoustic parameter estimates is due to the fluctuations in the
measured acoustic fields. The purpose of this paper is to
determine how acoustic time fluctuations impact geo-
acoustic inversion. There has been much effort toward im-
proving the numerical methods of MFP inversion; however,
there may be limitations due to the environment. It is known
that acoustic fields measured in the ocean will fluctuate with
time due to a dynamic rough sea surface and random sound-
speed fluctuations in the water column. When used for geo-
acoustic inversion, model parameters will adjust and try to
compensate for the fluctuations. The complicated ocean
sound-speed structure causing the true acoustic fluctuations
are typically not taken into account in the computation. How
do the acoustic fluctuations impact geo-acoustic inversion?
Acoustic fluctuations may translate into harmless shifts in
apparent~predicted! source or receiver positions. Or, these
fluctuations may translate into not-so-harmless shifts in pre-
dicted seabed properties~e.g., sediment sound speed!. For
frequencies below 1 kHz, the seabed properties do not
change during the time of an acoustic experiment. However,
if the geo-acoustic inversion modeling compensates for
acoustic fluctuation by adjusting seabed properties, then an
erroneous time variability will appear in the inverted seabed
properties. One application for estimating seabed properties
over a large area is using an MFP, geo-acoustic survey with
a towed sound source and moored array of hydrophones.17 If
seabed property estimates depend on ocean variability it may
be difficult, or impossible, with such a towed system, to dis-
tinguish between true sediment spatial variability and that

caused by ocean fluctuations~unless all the time variability
of the ocean is included in the acoustic propagation model-
ing!. Such a system would require placing a limitation on
acoustic frequency and source–receiver range separation that
depends on the oceanography.

An overall description of the Advent’99 experiment is
given in Sec. II, followed by analyses of oceanographic and
acoustic data collected. Correlations between oceanographic
and acoustic variability are established, and correlation time
scales for the acoustic data are presented as a function of
acoustic frequency and propagation range. In Sec. III MFP,
geo-acoustic inversion is performed by searching for bottom
properties and source–receiver geometry to obtain the best
estimate of seabed properties~and best agreement between
modeled and measured data!. Environmental parameters
found for subsequent received signals indicate the impact of
the time-varying ocean on parameter estimates. Also in Sec.
III, a simulated acoustic data set is generated using measured
bathymetry and two-dimensional sound-speed profiles,
which is subsequently used for geo-acoustic inversion. These
simulations produce inverted seabed properties with a vari-
ability that closely resembles those found using the measured
data. In this way, the variability in the inversion results are
attributed primarily to the ocean sound-speed profiles.

II. THE ADVENT’99 EXPERIMENTS

A schematic of the experimental setup for the Advent’99
experiment is shown in Fig. 1. Broadband acoustic LFM and
MT signals covering a frequency band from 200 Hz to 1.6
kHz were transmitted every minute for up to 18 h. The
acoustic source was mounted 4 m off thebottom in a moored
tower at a water depth of 76 m~source depthzs572 m!. The
signals were received on a moored 62-m, 64-element VLA at
three fixed ranges of 2, 5, and 10 km. The signals were
transmitted for around 5 h along the 2- and 5-km track and
18 h along the 10-km track. In addition, LFM signals in the
frequency band from 2.0 to 3.8 kHz were transmitted for
around 4 h along the 5-km track. The replica signal was
measured for each transmission~except for the 2.0–3.8-kHz
transmissions! using a reference hydrophone near the source.
Each of these replicas was used to eliminate time-varying
properties of the source when estimating the transfer func-
tion of the waveguide.

The sound-speed profile in the water column was mea-
sured by a 49-element conductivity–temperature–depth
~CTD! chain towed by ITNS CICLOPE with a data sampling
every 2 s. The CTD chain spanned around 80% of the water
column, and the chain was towed continuously between the
acoustic source and the VLA~10-km track! during all the
acoustic transmissions~except for the 2.0–3.8-kHz transmis-
sions!. The tows resulted in sound-speed profile sections ev-
ery hour along the 10-km propagation track, indicating both
time- and range-variability. Details are provided in Sec. II B.

Oceanographic equipment was moored along the acous-
tic propagation track in order to correlate changes in the
received acoustic signals with changes in the environment.
Measurements of the sea surface height was performed by a
wave rider moored between the source and the VLA for the
2-km acoustic track~sampling every 0.4 s!. Two bottom-
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moored acoustic-Doppler-current-profiler~ADCP! systems
were recording the current over almost the entire water col-
umn. A 600-kHz ADCP~Barnacle! system was moored close
to the source with a data sampling every 5 min, and a 300-
kHz system~Sentinel! was positioned at the VLA for the
10-km acoustic track, acquiring data every 6 min. Besides
the bottom-moored ADCP systems, the current was mea-
sured by the ship-born ADCP system on the NRV ALLIANCE.
Details concerning the collected wave rider and ADCP data
are included in the Appendix.

The meteorological condition~e.g., wind speed and di-
rection, temperature! was determined continuously by the
onboard~NRV ALLIANCE! meteo system, and satellite im-
ages of the sea-surface temperature were provided every day.
Seismic surveys were performed along the propagation
tracks to estimate the bottom-layering structure and the
sound speeds in the layers.

A. Acoustic data

The similarity between the received signals across the
VLA is determined by applying a correlator similar to the
normalized Bartlett power. This correlator is often used in
geo-acoustic inversion as a measure of the mismatch be-
tween modeled and experimental data.13 Here, the modeled
data are substituted by one of the received signals~reference
signal!, which is correlated with the subsequent received sig-
nals during the fixed path experiment~matched-field correla-
tion!. The normalized Bartlett power between the reference
signal and any of the other received signals is defined as
follows:

B5
u( i 51

ND piqi* u

A( i 51
ND upi u2( i 51

ND uqi u2
, ~1!

whereND is the number of hydrophones. The complex pres-
sure vectorspi andqi are obtained by a Fourier transform of

the time series, and~* ! denotes the complex conjugate op-
eration. The measure in Eq.~1! corresponds to the general-
ized beamformer, and it has a value of 1 for two identical
signals and 0 for completely uncorrelated signals. The corre-
lation of the chosen reference signal with the subsequent
received signals is shown in Fig. 2. Only the first 4.5 h of the
correlation is shown for comparison between the three
ranges.

In general the correlation time decreases as the fre-
quency and propagation range increases: the acoustic signal
is more sensitive to changes in the environment at higher
frequencies, and the signal propagates through more of these
changes at longer ranges. At the 2-km range the similarities
of the signals are high within the 4.5 h, but at higher frequen-
cies the correlation decreases smoothly as the geo-time
progresses. This decrease in correlation is clearly seen for the
5- and 10-km ranges, where the value of the correlation
changes abruptly at frequencies between 600 and 700 Hz.
For the 2.0–3.8-kHz transmissions along the 5-km track, the
received signals rapidly decorrelate~within a few minutes!.
The very low correlation for certain geo-times and all fre-
quencies is due to missing acoustic data, or due to the high
noise level from ITNS CICLOPE towing the CTD chain as it
approaches the VLA. During the broadband~200–800-Hz!
propagation modeling and geo-acoustic inversion~Sec. III!, a
maximum value of the Bartlett power in Eq.~1! between the
data and model was determined as 0.85 and 0.65 for the 2-
and 10-km track, respectively. Using these optimized values
of the correlator as a threshold, the maximum time of propa-
gation is several hours for the 2-km track and less than an
hour for the 10-km track. After that time, the changes in the
environment affect the acoustic propagation significantly.

B. Oceanographic data

The ITNS CICLOPEtowed the CTD chain along the track
between the moored source and the VLA during the three
fixed propagation path experiments. Sections of time- and

FIG. 1. Advent’99 experimental re-
gion on Adventure Bank. Acoustic
transmissions were made from a
source moored 4 m off the bottom, and
the signals were received on a 64-
element bottom-moored VLA at three
ranges from the source.
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range-dependent sound-speed profiles were acquired every
hour along the 10-km propagation track~the CTD-chain
track was kept constant over the three experiments even
though the VLA was moved!. Sound-speed profiles were
subsampled every minute from these sections, which corre-
sponds to a range separation of 140 m between the profiles.
Each CTD sensor was positioned around 1.5 m apart in depth
with the first sensor at a depth of 2.5 m. The time- and range

sections are not fully ‘‘synoptic’’ representations of the water
column due to the time of 1 h required to complete one tow
section. Examples of the sound-speed structure at four dif-
ferent times along the 10-km track are shown in Fig. 3. The
source and VLA positions~for that day!, and the bathymetry
along the propagation path are also indicated.

All the profiles from the CTD tow show a weak time-
and range dependency that divides the 10-km track into a

FIG. 2. Matched-field correlation of the received acous-
tic signals as a function of frequency and geo-time~up
to 4.5 h! for the three fixed propagation paths.

FIG. 3. Sound-speed profiles from the towed CTD
chain along the 10-km acoustic track. The source~S!
was moored 4 m above the bottom, and the VLA had 64
hydrophones in a nested configuration. The bathymetry
is very weakly range dependent.
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relatively low- and high-sound-speed region, indicating the
presence of a weak dynamic frontal feature. The profiles
along the shorter tracks are almost range independent. The
water column is also close to being isovelocity, and the fluc-
tuations of the sound speed at a particular position along the
track does not exceed a few m/s during the acoustic trans-
missions. This is illustrated in Fig. 4, where 18 individual
profiles from the CTD chain are shown at range a of 7.5 km
from the source. Because of the isovelocity profiles the
acoustic signal will have strong interaction with the sea sur-
face. The sea-surface conditions during the acoustic trans-
missions are documented in the Appendix.

The absence of a strong thermocline causes only small
fluctuations in the sound-speed profiles~mainly at the shal-
low thermocline! and indicates a low internal wave energy
for this particular time and location. Internal waves are also

created by interaction of the ocean current with irregularities
of the bottom topography. There is some evidence of that
here, but it is also weak as the bathymetry has low variability
with only a few meters change in water depth over 10 km
~Figs. 3 and 4!. The make-up of the bottom was determined
qualitatively by seismic survey techniques~using a Uniboom
source and 10-element towed array!. Along the track the sur-
vey images indicate a bottom consisting of a sandy sediment
layer overlying a harder sub-bottom.

III. MATCHED-FIELD INVERSION RESULTS

Geo-acoustic inversion by MFP requires choices to be
made about how to parametrize the seabed for implementa-
tion in a forward acoustic propagation code. Here, a simple
parametrization is used consisting of a homogeneous sedi-
ment layer over an infinite half-space. This simple model
was chosen after sensitivity tests showed added complexity
did not significantly improve the fit between measured and
modeled data. Further, the simple geo-acoustic model adds
robustness, as a complicated model may result in some pa-
rameter estimates having instability purely due to the nu-
merical procedure.16 Five seabed parameters were altered
through the search for the optimal environment: sediment
sound speed~constant with depth!, sediment thickness, sub-
bottom sound speed~constant with depth!, attenuation, and
density. Attenuation and density were assumed constant
through the sediment and sub-bottom. A schematic of the
synthetic environment used as input to the propagation
model is shown in Fig. 5.

Two forward models were used: for the LFM signals,
the layered normal-mode codePROSIM18 was used~over the
band 220–780 Hz in 4-Hz increments! and for the MT sig-
nals ~200–700 Hz in 100-Hz increments! the normal-mode
code SNAP19 was used. The kernel of thePROSIM model is
based on theORCA20 normal-mode model. The measured
acoustic field was extracted every hour for each source–
receiver range of 2, 5, and 10 km for the MFP inversion. A
real axis search for eigenvalues was used with bothSNAP and
PROSIM, since including the entire complex plane showed
minor differences in the predicted acoustic field for source–

FIG. 4. Measured sound-speed profiles from the CTD chain taken in ap-
proximately the same location over 18 h.

FIG. 5. Synthetic environment used as
input to the numerical model for
propagation modeling~geo-acoustic
inversion!.
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FIG. 6. Top panel shows the optimum value of E for 2-, 5-, and 10-km data sets. The LFM signals are shown as red lines and the MT in black~2 km—dashed
lines, 5 km-3 symbol on lines and 10 kms symbol on lines!. In the lower panels, the measured~black! and modeled~blue! MT transmission loss is shown.

FIG. 7. Results for sediment sound speed. Left panel is
for 2 km and right for 10 km.
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receiver ranges considered here. Seabed attenuation was in-
cluded by adding a small perturbation to the real
eigenvalues.21 Taking the expected attenuation values for the
experimental site, the perturbation approach appeared a rea-
sonable approximation.

The water sound speed was taken from the towed CTD-
chain data. For each model environment, the sound speed
along the track at the time closest to the acoustic transmis-
sion was averaged over range. These averaged profiles were
used in the range-independent propagation modeling~6 pro-
files for 2-km data, 4 for 5 km, and 18 for 10 km!. A corre-
lation function, E, quantifies the agreement between the
simulated,q, and measured,p, acoustic fields. The data con-
sidered here is taken overND hydrophones~here, 32 with
2-m spacing! in depth along the VLA and overNF frequen-
cies~6 for MT data and 141 for LFM!. The correlation func-
tion is based on the incoherent multifrequency Bartlett pro-
cessor similar to Eq.~1!

E512
1

NF
(
j 51

NF u( i 51
ND pi j qi j* u

A( i 51
ND upi j u2( i 51

ND uqi j u2
. ~2!

This correlation function is normalized and always pro-
duces 0<E<1 ~where a perfect match yieldsE50!. The
optimum set of environmental parameters corresponding to
the minimum of Eq.~2! is determined using a genetic algo-
rithm in theSAGA inversion package.22 The search has been
performed on the measured data taken every hour using 2000
iterations for each of 30 populations~60 000 forward models
for each time realization!, alternating between optimum ge-
ometry and bottom properties search23 to obtain maximum
stability in the search algorithm.

The final values forE are shown in the upper panel of
Fig. 6 for the LFM and MT signals at 2-, 5-, and 10-km
source–receiver separations. The agreement between the fi-
nal E value for the LFM and MT signals provides confidence
in the optimum~final! results. The consistent, lower value of
E for the 2-km data indicates that a better match between
model and measured data is achieved for this range. All the
measured data considered here were selected for at least
10-dB signal-to-noise ratio. Therefore, the higherE value for
the 10-km data is primarily attributed to the range-dependent
channel. At 5 km the value ofE is sometimes as low as for
the 2-km data~at hour 2! but also has increased values ex-
ceeding some of the 10-km values~at hour 6!. The resulting
transmission loss~TL! which corresponds to the lowest value
of E for the MT transmissions at both 2- and 10-km is also
shown in Fig. 6.

The following subsections separately present and dis-
cuss the optimized parameter results for the geo-acoustic
properties and the source and receiver positions.

A. Optimization for geo-acoustic parameters

The inverted properties for the sediment sound speed as
a function of time at 2- and 10-km are shown in Fig. 7. The
5-km results are summarized along with all the inverted geo-
acoustic properties in Table I. Much greater variability is
seen for the inverted sediment sound speed taken from the
10-km propagation~32 m/s! in comparison with 2 km~8
m/s!. Since the 2-km propagation contained only 5 h of data,
for comparison, the most stable 5 h of the10-km data set
~between the 5th and 10th hour! had a standard deviation of
11–15 m/s. From all the 2-km data the spread between the
highest and lowest sound speeds is 26 m/s and for 10 km it
was 120 m/s. Taking only the most stable 5 h of the 10-km
data produced a spread of 35 m/s.

Results using MT signals are also shown in Fig. 7~for
comparison with the LFM results!. The purpose for including
two signal types using different propagation models is to test
the inversion algorithm for consistency. Because the LFM
and MT acoustic fields are not identical and different propa-
gation models were used, the search algorithm took distinct
paths leading to seabed parameter estimates for both data
types. The agreement between inverted seabed properties for
the LFM and MT signals is an indication that the algorithm
and numerical method is stable. Although the LFM and MT
signal types produced inverted values which sometimes dif-
fer, the time variability is similar for both. In cases where the
cost function is low, the LFM and MT signals have good
agreement in the inverted seabed properties. The MT signals
have higher signal-to-noise ratio, but the LFM has more fre-
quency content included in the inversion. For each of the
pings selected for inversion, the LFM and MT signals have a
time separation of approximately 1–10 min.

The attenuation was assumed constant with depth in the
seabed and was determined at 2, 5, and 10 km using both
LFM and MT signals~see Table I!. The results for 2- and 10-
km are shown in Fig. 8. There was a slight increase of the
mean inverted attenuation from 0.4 dB/l at 2 km, to 0.5
dB/l at 5 km, to 0.6 dB/l at 10 km. This apparent range
dependence is consistent with neglecting loss mechanisms
~such as mode coupling caused by rough surface and seabed!
in the range-independent modeling. Considering only the
LFM signals, the 2-km data have a standard deviation of
0.06 dB/l and for 10 km it is 0.2 dB/l. And, the difference
between the minimum and maximum values found are 0.16

TABLE I. Optimum environmental parameters for LFM signals. Results and search intervals are as shown.
Attenuation and density are constant through the sediment and sub-bottom. Speeds refer to compressional
acoustic waves, and attenuation is given in units of decibels per wavelength.

Parameter Search bounds 2 km 5 km 10 km

Sediment speed:csed~m/s) 1500–1750 155968 156867 1569632
Sediment thickness:hsed~m) 0.1–20 4.360.7 5.460.7 6.666.7
Attenuation:a ~dB/l! 0.0–1.0 0.460.06 0.560.06 0.660.20
Density:r ~g/cm3! 1.1–2.5 1.5360.05 1.5060.2 1.5860.10
Sub-bottom speed:cbot ~m/s) csed10 – 250 1637617 1742651 1702668
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dB/l at 2 km and 0.75 dB/l at 10 km. The other geo-acoustic
parameters along with standard deviations are summarized in
Table I for the LFM signals at 2-, 5-, and 10-km source–
receiver ranges.

B. Optimization for source and receiver positions

Although for MFP inversion the sound source and re-
ceiver positions are known, there is good reason to include
an optimization of these parameters. In most cases, the posi-
tions have some experimental uncertainty which should be
factored into the search. Additionally, slight mismatches in
bathymetry or water sound speed between model and true
environments often translate into shifts in apparent source
position. If the apparent source position is included in the
modeling, a better fit between measured and modeled data
can be achieved~and presumably a better estimate of the
bottom properties!. The same is true for the receivers, except
here there is both apparent and true receiver motion due to
ocean currents which can cause the vertical array to tilt.
Since the bottom of the array is moored to the seafloor, the
horizontal deviation is largest near the sea surface where

array tension is kept by a subsurface float. The array is de-
signed to minimize tilt, but it is unavoidable when the cur-
rents are strong. The value for source and receiver positions
are reasonably well known through direct measurements, and
the positions found through the optimization~data inversion!
are valuable as a quality check. Obtaining agreement be-
tween the measured and inverted values for source and re-
ceiver positions is a necessary but insufficient condition to
indicate the model is a good representation of the reality.

The comparison between the inverted location for the
source position is shown in Fig. 9 for both source range and
depth at 2 and 10 km. The vertical axis of the figures indi-
cates the search bounds. Although the source range was
known from direct measurements to within about 10 m, and
the source depth to within 1 m, the search bounds were kept
large to allow flexibility for the optimization to find positions
giving the best fit. The mean source range and depth results
at both 2 and 10 km are correct to within the indicated un-
certainty. While at 2 km the estimated range variability is
only about 10 m, at 10 km the variability is quite large,
exceeding 140 m. To show the consistency, as with the geo-

FIG. 8. Results for attenuation. Left
panel is for 2 km and right for 10 km.

FIG. 9. Top left panel shows the estimated source range
position at 2 km and the top right panel is for 10 km.
Lower left panel is the estimate for source depth at 2
km and lower right for 10 km.
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acoustic properties, both the LFM and MT results are shown
in the figures.

The tilt of the vertical array was also estimated in the
modeling ~as a rigid line array!; this is compared with the
measurements of the ocean currents taken by the ADCP sys-
tem near the VLA. Additionally, the array was equipped with
a tilt sensor to give the local tilt on the array near the top
hydrophone at about 10-m depth. The tilt results are shown
in Fig. 10. The tilt derived from the acoustic data shows the
same tendencies as both the tilt sensor and the ADCP mea-
surements. The tilt sensor data do not include array shape
and reflect only the tilt at one point. The ADCP measure-
ments estimate currents which are related to array tilt but
may not be in one-to-one correspondence.

C. Modeling of time variability

Modeling of sound propagation through different time
snapshots of the measured oceanographic data has been per-
formed in order to explain the time variability observed in
the acoustic data. The coupled-mode modelC-SNAP24 was
used to simulate the deterministic part of the propagation in
the time- and range-dependent environment along the 2- and
10-km track. The range-dependent sound-speed profiles mea-
sured by the towed CTD chain were included in the model-

ing with mean source–receiver geometry and bottom prop-
erties found in subsection III A and III B. The modeled and
experimental mean transmission loss at the center frequen-
cies of 250, 450, and 750 Hz and averaged over a 10-Hz
band are shown in Fig. 11. The data and model results have
been further averaged over a time period of 4.5 h for the
2-km track and 18 h for the 10-km track. Figure 11 also
shows modeled and experimental standard deviation of the
transmission loss during 4.5 h of transmission along the
2-km track and 18 h along the 10-km track.

There is a very good agreement between the modeled
and experimental mean levels at 2 km with a maximum stan-
dard deviation of around61 dB in the experimental data. At
10 km the match between model and data becomes worse,
and the standard deviation increases to65 dB, caused by a
longer averaging time and propagation range. The differ-
ences in the nulls between model and data are due to noise in
the data. However, the mean modeling results are within the
standard deviation of the data. The experimental standard
deviation is poorly modeled at 10 km, although the measured
profiles, taken every 140 m in range, are included in the
modeling. This is due to insufficient modeling of the envi-
ronment such as the effect of the rough sea surface on the
acoustic propagation, and the absence of the ambient noise.
A more direct comparison between data and modeling results

FIG. 10. Left panel shows the array
tilt for 2 km and right panel for 10 km.
The light-blue line is the tilt sensor
data and the green line is the ADCP
current estimate at depth near the tilt
sensor. Note the secondy axis for the
current data on the right-hand side of
the 10-km plot.

FIG. 11. Modeled~blue curve! and ex-
perimental~red curve! mean transmis-
sion loss ~10-Hz band averaged! for
the 2- and 10-km track. The gray- and
black-shaded areas are the modeled
and experimental standard deviation of
the transmission loss, respectively,
during 4.5 h of transmission along the
2-km track and 18 h along the 10-km
track.
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FIG. 12. Matched-field correlation of
data and model. Eighteen sets of
range-dependent sound-speed profiles
are included in the modeling, corre-
sponding to 18 h of transmission.

FIG. 13. Results for sediment sound
speed. Left panel is for 2 km and right
for 10 km.

FIG. 14. Results for attenuation. Left
panel is for 2 km and right for 10 km.

TABLE II. Optimum environmental parameters for the synthetic case. Results and search intervals are as
shown. Attenuation and density are constant through the sediment and sub-bottom. Speeds refer to compres-
sional acoustic waves, and attenuation is given in units of decibels per wavelength.

Parameter Search bounds True Result—2 km Result—10 km

Sediment speed:csed~m/s) 1500–1750 1559 156666 1563618
Sediment thickness:hsed~m) 0.1–20 4.3 5.861.0 5.662.9
Attenuation:a ~dB/l! 0.0–1.0 0.4 0.460.11 0.460.20
Density:r ~g/cm3! 1.1–2.5 1.53 1.5260.03 1.5660.10
Sub-bottom speed:cbot ~m/s) csed10 – 250 1637 1641627 1693662
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is established by applying the matched-field correlation@Eq.
~1!# for an 18-h time period of transmission. The propagation
modeling for the same time period is performed by calculat-
ing the complex pressure at a range of 10 km for each of the
18 measured sound-speed sections corresponding to 1-h
resolution in geo-time. The results are shown in Fig. 12.

The correlation shows more variability in the data than
in the modeling results as the geo-time progresses. The
abrupt decorrelation at frequencies around 650 Hz and a
decorrelation time of around an hour at the higher frequen-
cies observed in the data is correctly modeled. This indicates
that the changes in the water column affect the propagation
significantly at these frequencies, and that modeling of
broadband, received time series in this frequency band and
propagation range is extremely difficult if the environmental
information is sparse.

Computer simulations are useful to isolate the contribu-
tion of various factors on the observed variability in both
acoustic data and the subsequent optimal bottom properties.
Among the factors which can contribute to time variability in
the acoustic field are: ambient noise~including ship noise
from NRV ALLIANCE and ITNS CICLOPE!, surface waves,
and ocean sound-speed profiles. While all of these factors
were monitored, the amount each contributes to down-range
acoustic fields is difficult to quantify. Using the propagation
model C-SNAP, simulations of acoustic fields were made
which included the range-dependent sound-speed profiles~as
shown in Fig. 3!. These simulations were used to study the
effect of the time- and range-varying sound-speed profiles on
propagation. Seabed properties were determined using the
simulated data in exactly the same manner as for the mea-
sured data, and the results from the synthetic inversion for
the sediment sound speed and attenuation are shown in Figs.
13 and 14, respectively.

For comparison, the optimum bottom properties found
by using the experimental data~see Figs. 7 and 8! are also
included in Figs. 13 and 14. The results show a variability in
each of the inverted parameters which mimics the results of
the measured data, and the variability of the optimum param-
eters found from the synthetic case is very similar to the
experimental results. Note the variability in the synthetic op-
timum bottom properties is established solely by including
the measured time- and range-dependent sound-speed pro-
files in the modeling. In the case of 2-km propagation, the
simulation is carried out to 17 h, even though the measured
data were only for 5 h for better comparison with the 10-km
data.

A summary of the synthetic optimum bottom properties
and the variability~standard deviation! is given in Table II.

IV. CONCLUSIONS

Acoustic experiments were conducted in the Strait of
Sicily with several hours of data collected using a fixed
sound source and vertical receiving array. These data were
used with matched-field, geo-acoustic inversion to estimate
the environmental properties at 2-, 5-, and 10-km source–
receiver separation. Matched-field correlation of the data
shows a strong time-, frequency-, and range-dependence. A
decorrelation time of less than an hour was found in the data

for the higher acoustic frequencies and at a 10-km propaga-
tion range. Prediction of broadband received time series is
therefore extremely difficult~if not impossible! at ranges out
to 10 km, even though extensive environmental information
was available.

The Advent’99 experiment and numerical modeling
analysis clearly demonstrate that significant time variability
in received acoustic data is present, although the ocean vari-
ability was low compared to regions with known strong
time-dependent oceanography. The experimental transmis-
sion loss averaged in frequency and time was modeled with
sufficient accuracy. The mean, modeled transmission loss
was within the standard deviation of the data for both the
short and long propagation ranges. The modeled standard
deviation of the transmission loss was in poor agreement
with that of the data because of insufficient knowledge of the
changing environment. When model parameters were opti-
mized using matched field geo-acoustic inversion, a consis-
tently high correlation between measured and modeled com-
plex, broadband data was only possible at 2-km source–
receiver separation. Although the source was localized for
the three ranges of 2-, 5-, and 10-km, the predicted position
varied from the known value with errors increasing with
source–receiver separation. The inverted geo-acoustic prop-
erties were consistent only for the 2-km data.

Since the environmental parameters being estimated do
not change with time, the inversion variability~errors! be-
yond the 2-km range is attributed primarily due to time-
varying ocean properties. Although the mean, inverted envi-
ronmental parameter estimates were in general agreement at
the three ranges, the standard deviation was much higher for
the longer range propagation. The ocean sound-speed spatial
variability was not extreme. There was only 2–4-m/s sound-
speed change from surface to bottom with very low internal
wave activity. However, simulations of acoustic propagation
through these measured ocean sound-speed profiles show
that the sound speed alone is capable of producing the type
of variability in inverted seabed properties seen here. These
results show the impact of ocean time- and range variability
on geo-acoustic inversion~and modeling!. Beyond a few ki-
lometers, at the frequencies considered here, the variability
destroyed coherent processing and the possibility to predict
acoustic propagation. Without reliable propagation predic-
tion, the inverted geo-acoustic parameters showed an errone-
ous time variability. The ocean time variability also caused
the optimized source position to vary slightly with time, even
though the source–receiver geometry was fixed. The stability
over time of the geo-acoustic inversion for the 2-km data
indicates that the inversion methodology is sound. The deg-
radation of the geo-acoustic inversion results at longer
ranges signifies range- and frequency limitations on the
method that depends on the oceanography.
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APPENDIX: CURRENT- AND WAVE-RIDER DATA

The north and east component of the current measured
by the moored ADCP systems~Sentinel close to the source
and Barnacle close to the VLA for the 10-km acoustic track!
during the fixed path propagation experiment is shown in
Fig. A1. The time periods of received acoustic signals along
the three propagation paths are indicated by the vertical
lines. By convention, a positive current in the east and north
directions means flow from west towards east and south to-
wards north, respectively. In general, the two ADCP systems
show similar behavior of the current as a function of time
and depth. A maximum current of around 40 cm/s was ob-
served during the experiment, and the current is mainly
driven by the tidal effect with a 24-h period. However, at a
specific time the current direction depends on depth. This is
particularly seen at times between 15 and 20 h for both the
east and north components. The change of current direction
in the water column introduces stratifications with shear in-
terfaces. Furthermore, the current from the two positions is
often shifted in phase, which is observed for example within

the first 10 h of the measurements. This indicates strong
range-dependent properties of the current in this region.

The observed properties of the current may have a
strong impact on the tilt of the moored VLA, which has to be
included before an optimum prediction of the sound propa-
gation can be achieved. There was no indication of signifi-
cant influence of the wind speed on the current, although
high wind speeds were observed during the experiment. The
significant wave height~an average of the 1/3-highest waves!
measured during the fixed path propagation experiments is
shown in Fig. A2. The significant waveheight does not ex-
ceed 0.5 m except for the 5-km fixed path experiment, where
the waveheight increases monotonically up to 2.0 m at the
end of the transmissions. As the experiment was conducted
in the springtime, a strong thermocline in the sound-speed
profile was not expected. Interaction of the propagating
acoustic field with the rough dynamic sea surface is therefore
most likely.
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A finite-difference time-domain~FDTD! solution to the two-dimensional linear acoustic wave
equation is utilized in numerical experiments to test the hypothesis that near-surface,
bubble-induced refraction can have a significant impact on low to moderate frequency sea-surface
reverberation. In order to isolate the effects of bubble-modified propagation on the scattering from
the air/sea interface from other possible phenomena such as scattering from bubble clouds, the
bubbly environment is assumed to be range independent. Results of the study show that both the
strong wind-speed dependence and the enhanced scattering levels of the order found in the
reverberation data are obtained when a wind-speed-dependent bubble layer is included in the
modeling. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1383769#

PACS numbers: 43.30.Gv, 43.30.Es, 43.30.Hw@DLB#

I. INTRODUCTION

Breaking waves generate bubbles that populate the near-
surface region of the ocean~see, e.g., Ref. 1!. Higher wind
speeds generally lead to more breaking waves and to greater
numbers of bubbles injected into the ocean. For wind speeds
above a few meters per second, the typical concentrations of
bubbles found in this near-surface region can significantly
lower the sound speed in the low-to-moderate frequency re-
gime (f ,1.5 kHz) ~see, e.g., Ref. 2!. In Ref. 3, the hypoth-
esis that a persistent, bubble-induced, upward-refracting
layer can enhance the backscattering from the air/sea inter-
face in this frequency range was explored. In that study, this
possible phenomenon was investigated using reasonable es-
timates for time- and range-averaged bubble populations and
an ad hoc acoustics model that combined ray concepts to
handle the propagation with first-order perturbation theory to
describe the rough interface scattering. The main conclusion
reached in Ref. 3 was that the refraction introduced by the
bubble layer could strongly enhance the surface~air/sea in-
terface! reverberation. Of particular significance was the ob-
servation that the assumed wind-speed dependence of the
bubble layer gave rise to scattering strengths that followed
~reasonably well! the strong wind-speed dependence of pub-
lished scattering strength data~see, e.g., Ref. 4!.

The primary purpose of this work is to make available
new, highly accurate calculations based on a finite-difference
time-domain~FDTD! solution to the two-dimensional~2D!
linear acoustics wave equation for this problem. These new
calculations avoid thead hocacoustic modeling assumptions
employed in Ref. 3 and support the contention that bubble-

induced refraction effects need to be considered when deriv-
ing sea-surface scattering strengths from reverberation data.

II. NUMERICAL EXPERIMENT

Although detailed observations of the temporal and spa-
tial characteristics of the bubbly environment beneath rough
sea surfaces are far from complete, there have been enough
published oceanographic studies to form the basis of a semi-
empirical model for a time-invariant, range-independent,
depth-dependent bubble layer.5 In the current work, we as-
sume this idealized model for the environment and further
restrict the frequency to the low-to-moderate range where the
resonant scattering effects due to even the largest individual
bubbles found in the ocean can be safely ignored. Under
these assumptions, it is a straightforward matter to calculate
a bubble-induced change to the sound speed6 and effectively
replace the bubbly environment with a depth-dependent,
upward-refracting layer. In the frequency band of interest,
the upward-refracting layer presented by the bubbles is, to a
good approximation, frequency independent. Therefore, the
numerical results computed for a single frequency in this
band~say, 300 Hz! can be regarded as typical of the entire
low-to-moderate frequency band.

The bubbly medium is also assumed to be lossless. This
is a very good approximation in the frequency range of in-
terest. For a 20-m/s wind and a source frequency of 300 Hz,
the adopted bubble spectrum yields an attenuation of 0.02
dB/m at the surface, 5.031023 dB/m at the e-folding depth
~1.84 m!, and 2.231025 dB/m at the deepest extent of the
bubble layer. A simple ray calculation for the integrated two-
way loss between source/receiver and the surface, with due
regard to the curvature of the sound path caused by the per-a!Electronic mail: keiffer@nrlssc.navy.mil
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turbed sound profile, indicates that a ray launched at a 5°
grazing angle will experience a total bubble-induced attenu-
ation loss of only 0.2 dB.

The details of the FDTD model used in this study
~named FIDO! have been described elsewhere7 and are simi-
lar to other implementations which can be found in the
literature.8 In particular, FIDO solves the 2D linear acoustic
wave equation in a second-order accurate algorithm assum-
ing a nondispersive medium. The model was configured to
enforce a pressure-release boundary condition on the rough
air/sea interface and~partially! absorbing boundary condi-
tions on the left, right, and bottom edges of the computa-
tional grid. FIDO has been tested~with excellent agreement!
for backscattering by using test problems found in Alford
et al.8

To determine if the bubble-induced refraction enhances
the reverberation from the air/sea interface, FDTD calcula-
tions for the reverberation time series were computed for an
ensemble of 50 rough sea surfaces assuming a homogeneous
(c51500 m/s) underwater environment. These results were
then compared against FDTD calculations that used bubble-
modified sound-speed profiles. Four values of wind speed
~for a reference height of 10 m above the sea surface! were
considered: 8, 10, 15, and 20 m/s. The wind speed affected
the roughness of the air/sea interface as well as the number,
size distribution, and depth dependence of the bubble popu-
lation.

A schematic of the geometry adopted for these numeri-
cal experiments is shown in Fig. 1. An omnidirectional
source is located 42 m below the mean (^z&50) surface
height of a 700 m long ‘‘frozen,’’ 1D, deterministic sea sur-
face. The source was positioned so that there was an equal
length~350 m! of rough sea surface to its left and right. For
a sound speed of 1500 m/s, this geometry yielded a rever-
beration time series, uncontaminated by reflections from
computational boundaries, that was approximately 0.42 s
long. The minimum grazing angle of incidence associated
with the latest return from the sea surface was approximately
7.7 deg.

The source emitted a finite-duration, Gaussian-shaped,
cosinusoidal pulse

p~ t !5H P0 cos~2p f 0t !exp@2p~at !2# 0,t<T

0 t.T
. ~1!

Here,a544.46 rad/s,T50.067 s,f 05300 Hz, andP0 is the
~unit! source amplitude. Note that the shallowest angles
evaluated were slightly greater than expected from geometric
considerations. This was due to the finite width of the source
waveform, which caused some overlap between the very end
of the scattering time series from the sea surface and the
initial reflection from left and right vertical boundaries of the
computational grid.

The deterministic 1D sea surfaces used in the study were
generated using a linear filter technique9 assuming a
Pierson–Moskowitz sea-surface roughness spectrum.10 The
Pierson–Moskowitz spectrum is a nondirectional roughness
spectrum~originally specified as a function of wave fre-
quency! that was derived from point measurements of 2D
fully developed wind-driven seas. To convert this spectrum
to a form that can be used in the linear filtering technique, it
is expressed as function of wave number using the dispersion
relation for gravity waves in deep water (v25gk). Each 1D
surface realization that is generated from the filtering process
has total variance~of surface height! that equals the variance
of the original Pierson–Moskowitz spectrum.

To prevent grid dispersion, the spatial and temporal sam-
pling intervals were chosen as prescribed in Ref. 8. The
FDTD calculations were performed using a spatial~grid!
resolution of 0.25 m and a temporal resolution of 8.33
31025 s. For a sound speed of 1500 m/s, this spatial reso-
lution yielded 20 points per center wavelength of the source
waveform. It can be noted that the spatial sampling easily
satisfied the requirement from scattering theory that the
‘‘Bragg’’ component be included in the numerical realiza-
tions of the air/sea roughness.

Figure 1 also shows a plot of a typical bubble-perturbed
sound-speed profile used in the study. Note that the sound
speed is a constant 1500 m/s at the source depth and deeper.
As the signal from the source travels upward toward the
rough sea surface, it encounters the deepest extent of the
bubble population at a depth of approximately 20 m. The
sound speed begins to decrease at this point and reaches a

FIG. 1. Schematic of experiment geometry showing the
rough sea surface and the bubble-perturbed sound-
speed profile.
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minimum at depthzmin . It was assumed in the modeling that
the sound speed remains constant at this minimum speed for
all water depths shallower thanzmin . This choice, in which
the entire rough sea surface was ‘‘bathed’’ in a variable depth
isospeed layer, was consistent with the methodology adopted
in Ref. 3. It is an artifact that is the consequence of making
the rough air/sea interface compatible with a range-
independent stratified bubble layer. The value ofzmin was
determined from the deepest excursion in any set of sea-
surface realizations. For example, in the 50 surface realiza-
tions that were generated for the 20-m/s wind speed, the
deepest surface excursion was slightly less than 8.75 m. The
three other wind speeds considered~15, 10, and 8 m/s! re-
sulted in values of 6.0, 3.0, and 3.0 m, respectively, forzmin .
Additional details of the underwater- and sea-surface envi-
ronments are listed in Table I. Included are the root-mean-
square~rms! roughness of the interface, the e-folding depth
of the bubble-modified sound-speed profile, the maximum
void fraction, and the maximum sound-speed defect.

Before leaving this section, it should be emphasized that
these sound-speed profiles assumed a particular relationship
between the bubble population~and hence the void fraction!
and the wind speed. Different factors, for example the air/sea
temperature contrast, will influence this relationship. In ad-
dition, the bubble population model is based on oceano-
graphic observations that were averaged over long times.
The instantaneous void fractions~and sound-speed defects!
near the surface may be much larger.

III. RESULTS AND DISCUSSION

As previously discussed, the FDTD solution method was
used to generate reverberation time series from rough sea
surfaces that were due to wind speeds of 8, 10, 15, and 20
m/s. For each wind speed, the average envelope11 of the
reverberation time series was calculated from 50 surface re-
alizations. Identical numerical experiments were conducted
with and without the inclusion of the bubble-induced sound-
speed profile. Figure 2 shows the results of the FDTD calcu-
lations for the four wind speeds when the bubble layer is not
included in the environmental modeling. As expected from
scattering theory, the calculations show a weak variation in
the reverberation level as a function of wind speed. The
small increase in the reverberation level, which can be seen

most clearly later in the time series, is due entirely to the
increase in the surface roughness with wind speed~see Table
I!.

Figure 3 shows FDTD calculations from the numerical
experiments that included a wind-speed-dependent bubble
layer. Note that including the modeled bubble layer results in
average reverberation levels that exhibit a strong wind-speed
dependence. This behavior is particularly evident at later
times or, equivalently, at shallower grazing angles. If Figs. 2
and 3 are compared, it can be noted that there is close agree-
ment between the ‘‘bubble’’ and ‘‘no-bubble’’ reverberation
levels near the beginning of the time series. At later times,
however, it can be seen that for each of the four wind speeds
studied the bubble case predicts a higher average reverbera-

FIG. 2. Wind-speed~U! dependence of the average reverberation envelope
at 300 Hz. Bubble-induced refraction effects are not included in the model-
ing. Reverberation levels are expressed in decibels relative to a unit ampli-
tude source.

FIG. 3. Wind-speed~U! dependence of the average reverberation envelope
at 300 Hz. Bubble-induced refraction effects are included in the modeling.
Reverberation levels are expressed in decibels relative to a unit amplitude
source.

TABLE I. Parameters of modeled environments. Catalogue of the maximum
sound speed defect due to the presence of the bubbles,Dc, ~which occurs
just below the sea surface!, the e-folding depth of the modified sound-speed
profile, and the rms roughness of the sea surfaces for each of the four wind
speeds considered.

U
~m/s!

Dcmax

~m/s!
e-folding
depth~m!

Max. void
fraction

rms surface
roughness

~m!

8 27 0.45 4.831027 0.39
10 215 0.68 9.431027 0.61
15 248 1.26 3.231026 1.37
20 2108 1.84 7.531026 2.44
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tion envelope than the corresponding no-bubble case. The
difference between the two predictions can also be seen to
grow as the wind speed increases. For the 8-m/s case, the
maximum difference between the two predictions is less than
2 dB, but for the 20-m/s comparison, the maximum differ-
ence exceeds 14 dB.

The ad hocmodel described in Ref. 3 offers a simple
explanation for the effect of the bubble layer on the FDTD
reverberation calculations. At early times in the reverberation
time series, the scattering is due to an insonifying field that
strikes the rough sea surface at steep grazing angles. The
bubble-induced change to the propagation direction of the
insonifying field is small for these higher grazing angles;
consequently, including the bubble layer in the modeling has
little impact on the reverberation calculation. Similarly, the
scattered field that propagates away from the surface at these
higher grazing angles is only slightly affected as it propa-
gates down through the bubble layer to the receiver. Later in
the reverberation time series, the scattering is weaker be-
cause the insonifying field strikes the rough surface at shal-
lower grazing angles. However, the presence of the bubble
layer causes upward refraction. The main effect is to make
the angle of insonification steeper and the scattering from the
rough air/sea interface stronger.

This application of the FDTD solution to simulated
bubble environments underlying rough sea surfaces has pro-
vided results which demonstrate that bubble-induced refrac-
tion can have a large impact on low-to-moderate frequency
reverberation from the sea surface. When the refractive effect
of the bubble layer was included in the modeling, both the
strong wind-speed dependence and the enhanced scattering
levels of the order found in the reverberation data4 were
obtained. On the other hand, in order to isolate the bubble-
induced refraction effects, the bubbly environments used in
this study were range- and time independent. The real ocean
presents a range-, depth-, and time-dependent bubble popu-
lation. This means that other phenomena, such as scattering
from the range-dependent index of refraction introduced by
the presence of the bubbles, will compete with the scattering
from the sea surface in a complicated time-varying manner.
The acoustic ramifications of increasingly realistic models

for the environment need to be explored along with support-
ing field measurements in order to reach definitive conclu-
sions about which combinations of scattering phenomena ex-
plain a particular data set.
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An extended matched-peak inversion approach is proposed for the simultaneous analysis of
travel-time data from multiple tomographic sections, from a moving source to a number of
peripheral fixed receivers, to estimate the position of the source and the ocean state along the various
sections. The proposed solution consists of finding those model states and source positions that
maximize the joint number of peak identifications in the arrival patterns measured simultaneously
along all sections. The offset calibration problem, associated with the uncertainty regarding mooring
positions and possible unresolved internal instrument delays, is also addressed using the
peak-matching principle. The time offsets are estimated such that the total number of identifications,
over all sections and all transmissions, is maximized. The same analysis also applies to the case of
a moving receiver listening to a number of fixed sources. The proposed approach is applied for the
analysis of 9-month-long travel-time data from four conodal sections of the Thetis-2 tomography
experiment. ©2001 Acoustical Society of America.
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I. INTRODUCTION

Ocean acoustic travel-time tomography was introduced
by Munk and Wunsch1,2 as a remote-sensing technique for
monitoring the ocean interior. Measuring the travel times of
pulsed acoustic signals propagating through the water mass
over a multitude of different paths, and exploiting the knowl-
edge about how travel times are affected by the sound-speed
~temperature! distribution in the water, the latter can be ob-
tained by inversion. Nevertheless, the identification problem
has to be solved first, i.e., the model arrival times must be
associated with the observed travel times at the receiver.3,4

Traditionally, this problem is solved by obtaining observed
peak tracks~tracking problem! which are then associated
with model peaks~identification problem!, either manually
or automatically.5–9

Recently, a matched-peak inversion approach was
introduced10 which by-passes the explicit solution of the
tracking and identification problem. Using the linearized
model relations between sound-speed and arrival-time per-
turbations about a set of background states, arrival times and
associated model errors are calculated on a fine grid of model
states discretizing the parameter space. Each model state can
explain~identify! a number of observed peaks in a particular
measurement lying within the uncertainty intervals of the
corresponding predicted arrival times. The model states that
explain the maximum number of observed peaks are consid-
ered as the more likely parametric descriptions of the mea-
surement; these model states can be described in terms of
mean values and variances providing a statistical answer
~matched-peak solution! to the inversion problem. This ap-
proach has already been applied for the analysis~slice inver-
sions! of large-scale tomography experiments, such as the
9-month-long Thetis-2 experiment in the western Mediterra-

nean sea10,11 and the ongoing multi-year experiment in the
Labrador sea.12

In the Thetis-2 experiment one of the moored transceiv-
ers failed to receive tomography signals from other instru-
ments as well as navigation signals from its associated bot-
tom transponders used for motion tracking. The particular
transceiver acted only as a source during the 9 months of the
experiment. Its signals were recorded at a number of receiv-
ers within the tomographic array; nevertheless, the corre-
sponding arrival times could not be corrected for the motion
of the source, due to lack of navigation data, and thus
absolute-time inversions could not be performed. In the
present work the matched-peak approach is extended to al-
low the simultaneous analysis of travel-time data from mul-
tiple tomographic sections, from a moving source to a num-
ber of peripheral fixed receivers, to estimate the position of
the source and the ocean state along the various sections. The
proposed approach exploits the estimated peak arrival times
from the simultaneous acoustic transmissions along the sec-
tions. The solution consists of finding the population of
model states and source positions that maximize the joint
number of peak identifications, over all sections. The same
analysis also applies to the case of a moving receiver listen-
ing to a number of fixed sources.

Cornuelle13 introduced a unified probabilistic approach
for solving the inversion, mooring-motion, and clock-drift
estimation problem for an arbitrary number of moving trans-
ceivers using ray theory and linear model relations~between
ocean parameters and travel times!. Gaillard14 adapted a de-
terministic ray inversion scheme, introduced by Munk and
Wunsch,15 to the case of moving transceivers, assuming
ocean perturbations about a canonical sound-speed profile.
Also in that work the case was treated where three sources at
fixed locations are used to track a moving receiver in the
middle, simultaneously with the inversions along the three
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sections. These approaches are simple and generic. Never-
theless, they both assume that identified peak tracks exist,
and they also rely on linear model relations. The matched-
peak approach applies directly to the estimated travel times,
without requiring the identification problem to be solved be-
forehand, thus enabling the automatic analysis of travel-time
data; furthermore, considering the background state as an
unknown, the case of nonlinear model relations can be
treated.

The lack of knowledge of the exact mooring positions,
i.e., of the exact horizontal distance between any two moor-
ings, and possible unresolved internal instrument delays
cause a travel-time offset. This offset is usually estimated
~and removed! by comparing acoustic measurements with
acoustic predictions based on existing hydrographic mea-
surements; this requires simultaneous acoustic and hydro-
graphic measurements along each section.9 In the case of
multiple conodal sections a calibration method is proposed
here, which is based on the peak-matching principle and
which maximizes the total number of identifications over all
sections and all transmissions. This calibration approach is
based on acoustic data only, i.e., it does not require addi-
tional hydrographic measurements.

The contents of the work are organized as follows: Sec-
tion II addresses the model relations between acoustic travel
times and ocean parameters, as well as further sources of
travel-time variability, such as mooring motion, clock drift,
and time offsets. The derivative of arrival times with respect
to the source–receiver range is expressed analytically using
the notion of peak arrivals and normal-mode theory. In Sec.
III the inversion problem for the case of multiple sections
with a central moving transceiver is addressed, using the
matched-peak approach. In the case of small transceiver dis-
placements an invariance property of the matched-peak esti-
mates of the time offsets is proven and discussed. In Sec. IV
the proposed method is used for the analysis of 9-month-long
travel-time data from four conodal sections of the Thetis-2
tomography experiment conducted from January to October
1994 in the western Mediterranean Sea. Further, a synthetic
test case, based on the Thetis-2 data with simulated trans-
ceiver displacements, is considered. In Sec. V the main fea-
tures of the proposed approach are discussed and conclusions
are drawn.

II. MODEL RELATIONS AND TRAVEL-TIME
VARIABILITY

A tomographic setting is considered with a broadband
source and a distant receiver in a range-independent ocean.
Due to the multi-path nature of acoustic propagation, a
pulsed signal emitted by the source will arrive at the receiver
as a sequence of peaks~the acoustic arrivals! at different
time instants. The arrival times of the peaks can be modeled
as functionals of the sound-speed profilec(z) by expressing
the arrival patterna, defined as the amplitude of the acoustic
pressurepr at the receiver in the time domain, through the
inverse Fourier transform

a~ t;c;R,zs,zr!5upr~ t;c;R,zs,zr!u

5
1

2p U E
2`

`

Hsr~v;c;R,zs,zr!Ps~v!ej vt dvU,
~1!

where Ps(v) is the source signal in the frequency domain
andHsr(v;c;R,zs,zr) is the Green’s function. The latter de-
pends on the circular frequencyv, the sound-speed profile
c(z), and the relative source/receiver locations, i.e., on the
source–receiver rangeR, the source and receiver depthzs

and zr , respectively. From the mathematical viewpoint the
arrivals can be defined as the local maxima of the arrival
pattern with respect to time16

]a

]t
~t i ;c;R,zs,zr!50, i 51,...,I . ~2!

This definition of arrivals~peak arrivals! is generic and en-
compasses the notions of ray arrivals1,17 and modal
arrivals18,19 as special cases; it can also cope with any mod-
eling approach for the arrival pattern, either ray- or wave
theoretic. Since the arrival pattern depends on the sound-
speed profile and the source–receiver locations, the peak ar-
rival times do so as well, i.e.,t i5t i(c;R,zs,zr).

The sound-speed variability in a certain area can be rep-
resented through a modal expansion

c~z!5c0~z!1(
l 51

L

q l f l~z!, ~3!

where c0(z) is a basic reference profile andf l(z), l
51,...,L, is a set of sound-speed modes, e.g., empirical or-
thogonal functions~EOFs!.20 The functional dependence of
t i on the sound speed, assuming fixed source/receiver posi-
tions, can be written as a parametric dependence on the
modal parameter vectorq5(q1 ,...,qL)8

t i5gi~q!, i 51,2,...,I , qPQ, ~4!

whereQ is the parameter domain spanning the anticipated
sound-speed variability. Although the dependencegi(q) is in
general nonlinear, in the case of small variations about a
background stateq(b) it can be linearized

t~q!5t~b!1G~b!~q2q~b!!, ~5!

where t5(t1 ,...,t I)8 is the arrival-time vector, t(b)

5t(q(b)) denotes the background arrival times, andG(b) is
the observation~influence! matrix corresponding to the back-
ground stateq(b) and relating the sound-speed and travel-
time variability, Gil

(b)5]gi(q(b))/]q l . Using the notions of
ray, modal, or peak arrivals, the matrixG(b) can be analyti-
cally expressed in terms of background quantities,16,17,21and
Eq. ~5! can be used as a basis for linearq inversions of
travel-time data.

In the case where the nonlinear dependence of the ar-
rival times on the sound-speed parameters becomes signifi-
cant~e.g., large sound-speed variations!, the above lineariza-
tion about a single background state is insufficient and
cannot be used for inversions. Nevertheless, it can be ex-
tended in a straightforward manner by considering a set of
discrete background states, rather than a single background
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state, whose extent depends on the anticipated sound-speed
variability and the degree of nonlinearity;9 then, Eq.~5! can
be used with respect to the nearest background state each
time. In this connection, the indexb will be considered in the
following as a variable,bPB, from the setB of discrete
background states. Thus, the nonlinear model relation~4! is
replaced by a set of linear ones. The cost to be paid, with
respect to the inverse problem, is that an additional unknown
is introduced, the background variableb.

In addition to sound-speed changes there are also other
sources of travel-time variability in a range-independent
ocean environment, such as mooring motions and clock
drifts. Furthermore, the lack of knowledge of the exact moor-
ing positions, and possible unresolved internal instrument
delays cause travel-time offsets and displacements that have
to be accounted for. Taking these factors into account, the
observed travel timest(o) can be written in the form

t~o!5t~b!1G~b!~q2q~b!!1
]t

]R
~dr 1DR!

1u~dt1DT!1n. ~6!

The vector]t/]R is the derivative of travel times with re-
spect to the horizontal source–receiver range. The variable
dr denotes the range perturbation due to mooring motion,
whereasDR denotes the difference of the actual distance
between moorings~after deployment! and the assumed~best
estimated! distance used for acoustic modeling. The vertical
motions of the source or receiver are not accounted for here.
One reason is that for moored instruments and small mooring
deviations from the vertical, displacements in the vertical are
much smaller than in the horizontal. Furthermore, the deriva-
tive of travel times with respect to the vertical mooring dis-
placement for typical underwater propagation conditions has
been estimated by Cornuelle13 to be about one order of mag-
nitude smaller than the horizontal-motion derivative.22

If the source and receiver location is tracked during the
experiment, e.g., through bottom-mounted navigation tran-
sponders, the range perturbationdr can be estimated for each
transmission and the corresponding mooring motion effect
can be removed from the observed travel times. Since the
source and the receiver change their positions with time, fol-
lowing the mooring motions, the range perturbationdr will
be in general different from transmission to transmission.
The deviationDR, on the other hand, is a constant which
accounts for the difference between the actual and the nomi-
nal ~best estimated! source–receiver range, which remains
even after removal of the mooring-motion effect. Since the
mooring locations can be known today with GPS accuracy,
the correctionDR will be of the order of a few meters at
most.

The vectoru in ~6! is a unity vector, with all its elements
equal to 1. The variabledt denotes the differential clock
drift, i.e., the difference between receiver and source clock
drifts, during the experiment. This is expected to be a smooth
function of time and is commonly approximated by a low-
order polynomial. The termDT accounts for a differential
internal instrument delay which is assumed constant. Finally,

the vectorn in ~6! accounts for the cumulative modeling and
observation error.

A. Range derivatives of arrival times

As already mentioned, the arrival patterna—and thus
the arrival times—in a range-independent ocean environment
depend on the sound-speed profile and also on the location of
the source and receiver, i.e., on the source–receiver range
and depths. Applying Eq.~2! at a perturbed range and using
a Taylor expansion about the unperturbed state, the following
expression can be obtained for the derivative of peak arrival
times with respect to the source–receiver range:

]t i

]R
5

2
]2a~t i ;c;R,zs,zr!

]R]t

]2a~t i ;c;R,zs,zr!

]t2

. ~7!

The time derivatives of the arrival pattern can be obtained
from Hsr through~1! by using elementary properties of the
Fourier transform. Further, the calculation of]a/]R can be
reduced to the calculation ofHsr and]Hsr/]R.16 The expres-
sion ~7! is generic and can be used in connection with any
propagation model, either geometric or wave theoretic. Us-
ing normal-mode theory23,24 the Green’s functionHsr in the
far field can be written as a sum of modes

Hsr~v;c;R,zs,zr!5
vr2

A8p
(
n51

N
un~zs!un~zr!

AknR

3exp$ jknR2 j p/4%, ~8!

where r is the water density. The quantitieskn and un , n
51,...,N are the real eigenvalues and the corresponding
eigenfunctions~propagating modes!, respectively, of the ver-
tical Sturm–Liouville problem

d2un~z!

dz2 1
v2

c2~z!
un~z!5kn

2un~z!, ~9!

supplemented by the conditions thatun50 at the sea surface,
run anddun /dz are continuous across the interfaces, andun

anddun /dz are vanishing asz→`. The range derivative of
the Green’s function~8! can be expressed as

]Hsr

]R
52

1

2R
Hsr1

vr2

A8p
(
n51

N

kn

un~zs!un~zr!

AknR

3exp$ jknR1 j p/4%. ~10!

The first term in the above expression is due to the variation
of the geometrical attenuation termAknR. The second term
is due to the phase variation and is dominant, since the first
term contains the rangeR in the denominator. Using the
above expressions~8! and ~10!, in connection with~1! and
~7!, the range derivatives of the peak arrival times can be
calculated.

Table I shows calculated values of these derivatives for
eight peak arrivals along four Thetis-2 sections~details are
given in Sec. IV!. It is seen from this table that early arrivals
are characterized by smaller values of the range derivatives
than late arrivals. Furthermore, the range of values is very
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small, from above 6.45•1024 s/m to less than 6.65
•1024 s/m for all sections; the variability in all cases is less
than 3%. Thus, a 10-m range increase will cause a time delay
of about 6.45 ms to the earliest arrivals and 6.65 ms to the
latest ones; i.e., the relative displacement of the arrivals will
be as small as 0.2 ms. On the other hand, a 1000-m range
increase will cause a delay of about 645 ms to the early
arrivals and 665 ms to the late ones; i.e., the arrival pattern
will stretch by approximately 20 ms. These findings are in
agreement with the results by Cornuelle13 for the range de-
rivatives of ray-arrival times

]t i

]R
5

cosc r,i

c~zr!
5

coscs,i

c~zs!
, ~11!

wherec r,i andcs,i are the grazing angle of thei th eigenray
at the source and at the receiver, respectively. Since ray graz-
ing angles are typically less than 12 deg, with larger angles
corresponding to earlier ray arrivals, using a typical sound
speed of 1500 m/s yields a range for the derivative values
similar to that obtained for the peak arrivals above.

In conclusion, a range variation causes a translation and
a relative deformation~stretching/shrinking! to the arrival
pattern. The translation effect is dominant while the defor-
mation is much weaker. If the range variation is small, of the
order of a few tens of meters, the deformation effect is very
small, of the order of 1 ms. As mentioned earlier, the mag-
nitudeDR, accounting for the difference between actual and
nominal~best estimated from GPS! mooring distance, is ex-
pected to reach a few meters at most. In this connection, the
stretching/shrinking effect ofDR on the travel times can be
neglected. Since the remaining translation effect due toDR
is similar to the effect of the internal instrument delayDT,
the two effects can be merged in~6!, resulting in

t~o!5t~b!1G~b!~q2q~b!!1
]t

]R
dr 1u~dt1DT!1n.

~12!

III. MULTI-SECTION MATCHED-PEAK INVERSION

In this section the matched-peak approach is applied to
travel-time data from multiple conodal tomographic sections,
e.g., from a moving source to a number of peripheral fixed
receivers, as shown in Fig. 1~a!. The same analysis also ap-
plies to the case of a moving receiver listening to a number
of fixed sources. The observed travel-time data in the simul-
taneous transmissions along the various sections will be ex-
ploited in order to estimate the position of the central trans-
ceiver, the ocean state, and the constant offset along each
section. Clock-drift errors are not accounted for, i.e., it is
assumed that the observed arrival times have been corrected
for the differential clock drift.

Any deviation of the central mooring from the vertical
will induce a horizontal displacementx5(x1 ,x2) to the cen-
tral transceiver which in turn will affect the horizontal range
of each section. Assuming that the horizontal deviations of
the central transceiver are much smaller than the horizontal
ranges of the sections, the perturbed sections will be nearly
parallel to the nominal ones, as shown in Fig. 1~b!, and thus
the change in range for each section will be given by the
projection of the vectorx on the original section direction

dr s~x!52x1 cosfs2x2 sinfs , s51,...,S, ~13!

TABLE I. Range derivatives of peak-arrival times based on normal-mode
calculations for four Thetis-2 sections.

t i ~s! ]t i /]R ~s/m! t i ~s! ]t i /]R ~s/m!

H-W4 W5-W4

201.474 6.626•1024 157.361 6.617•1024

201.053 6.612•1024 157.161 6.602•1024

200.995 6.607•1024 157.078 6.592•1024

200.924 6.587•1024 157.024 6.586•1024

200.841 6.576•1024 156.963 6.566•1024

200.697 6.552•1024 156.851 6.554•1024

200.494 6.534•1024 156.665 6.527•1024

200.186 6.497•1024 156.343 6.483•1024

S-W4 W3-W4

169.404 6.646•1024 235.091 6.632•1024

169.218 6.616•1024 234.864 6.604•1024

169.123 6.591•1024 234.717 6.587•1024

169.052 6.578•1024 234.632 6.576•1024

168.947 6.563•1024 234.534 6.568•1024

168.793 6.546•1024 234.375 6.541•1024

168.544 6.509•1024 234.136 6.520•1024

168.124 6.462•1024 233.789 6.485•1024

FIG. 1. ~a! The geometry of multiple conodal sections defined by a central
transceiver Q and a set of peripheral transceivers Q1, Q2, etc.~b! Perturbed
geometry due to a horizontal displacement of the central transceiver~detail!.

789J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 E. K. Skarsoulis: Multi-section matched-peak inversion



wherefs is the angle that sections builds with the axisx1 ,
as shown in Fig. 1~a!, and dr s the range perturbation of
sections due tox. The subscripts is used in the following to
denote section-specific quantities. Neglecting the clock-drift
term from~12!, the observed travel times for thesth section
become

ts
~o!5ts

~b!1Gs
~b!~qs2qs

~b!!1
]ts

]Rs
dr s~x!1usDTs1ns .

~14!

For each set of simultaneous transmissions the unknowns are
the horizontal displacementx of the central transceiver, the
background statebs , and the parameter vectorqs ~or, alter-
natively, the perturbationqs2qs

(b)!, s51,...,S, along each
section. In addition, the constants~offsets! DTs have to be
estimated.

In the matched-peak approach the parameter domain re-
ferring to each section is discretized into a regular grid, with
discretization stepsdqs ,10 which is superposed on the grid
of background states for that section. Using the model rela-
tions, arrival-time predictions are made for each discrete
model stateq̃s ~a tilde denotes quantities referring to the
discretization grid!, depending also on the displacementx
and the constantDTs

t̃s~q̃s ;x;DTs!5ts
~b!1Gs

~b!~q̃s2qs
~b!!1

]ts

]Rs
dr s~x!

1usDTs . ~15!

Each discrete model state corresponds to a particular back-
ground state. An estimate for the upper bound of the predic-
tion error is given by the sum of the observation/modeling
error ns and a discretization error, which depends on the
background state and the discretization steps

es~bs ,dqs!5 1
2uGs

~b!udqs1ns , ~16!

whereuGs
(b)u denotes the matrix whose elements are the ab-

solute values of the elements ofGs
(b) . Each of the predicted

arrival times~15! is allowed to associate with observed ar-
rival times if its time difference is smaller than the corre-
sponding travel-time error~16!. A matching indexLs can be
thus calculated along each section, depending onq̃s , x, and
DTs , and denoting the number of identifiable peaks, i.e., the
number of peaks in the measured arrival pattern that can be
associated with the predicted arrival timest̃s(q̃s ;x;DTs)

Ls5Ls~q̃s ;x;DTs!. ~17!

Ls can be calculated in a straightforward and simple way as
explained in Ref. 10; the associated computational burden is
much smaller than for building up the set of all possible trial
identifications~possible associations between predicted and
observed peaks!, which is necessary, e.g., for explicitly solv-
ing the identification problem.9

According to the peak-matching principle, the sound-
speed parametersqs along the various sections and the hori-
zontal displacementx of the central transceiver can be esti-
mated from each set of simultaneous transmissions, for given
offsets DTs , by finding the population of discrete model

states and corresponding displacements that maximize the
joint number of peak identifications over all sections

V~DT!5H ~q̃1 ,...,q̃S ;x!:(
s51

S

Ls~q̃s ;x;DTs!5maxJ , ~18!

where DT5(DT1 ,...,DTS) denotes the vector of offsets
along all sections. The maximum value of the joint matching
index corresponding to the elements ofV(DT) is denoted by
M (DT)

~q̃1 ,...,q̃S ;x!PV~DT!⇔(
s51

S

Ls~q̃s ;x;DTs!

5M ~DT!. ~19!

SinceDT is valid for the entire experiment duration, from
deployment to recovery, it is estimated from the entire data
set, i.e., from the entirety of the sets of simultaneous trans-
missions. Assuming that there areK sets of simultaneous
transmissions along the sections considered, and denoting by
Mk(DT) the maximum of the joint matching index corre-
sponding to thekth transmission set, the matched-peak esti-
mate of DT is set to maximize the sumM(DT)
5(k51

K Mk(DT) over all transmissions. It is shown in the
following subsection, for the case of small motions, that this
estimate is not a unique one, but rather a class

D5$DT:M~DT!5max% ~20!

of estimates, based on the fact that the global matching index
M is invariant to translations of the (x1 ,x2) coordinate sys-
tem. The maximum of the global matching index, over all
sections and all transmissions, corresponding to the elements
of D, will be denoted byMmax

DTPD⇔M~DT!5Mmax. ~21!

In summary, the offset calibration~determination ofDT! is
performed by maximizing the global matching index, over
all sections and all transmissions. At the level of each single
set of simultaneous transmissions the oceanographic inver-
sion problem along the sections as well as the navigation
problem for the central transceiver is solved by maximizing
the joint matching index, over all sections. In other words,
using probabilistic terminology, the offset calibration prob-
lem is solved by maximizing the marginal likelihood over all
sections and transmissions, the likelihood being represented
by the matching index for each section and each transmis-
sion, whereas the oceanographic inversion and navigation
problems are solved at the level of each single set of simul-
taneous transmissions, by maximizing the marginal likeli-
hood over all sections.

A. Small motions

If the horizontal displacementx of the central trans-
ceiver is small, the range effects on the arrival pattern can be
considered limited to the translation only, since the time
stretching/shrinking of the arrival pattern will be negligible,
as discussed in Sec. II A. In the matched-peak context, neg-
ligible means that it is small compared to the cumulative
observation, modeling, and discretization errors. For as-
sumed errors of the order of 10 ms, horizontal displacements
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up to about 50 m can be considered to be small, since the
induced relative deformation of the arrival pattern is less
than 1 ms. The horizontal displacements of the Thetis-2
transceivers are of the above order and can thus be consid-
ered as small motions. Neglecting the deformation effect of
the horizontal displacementx, the arrival-time predictions
are written in the form

t̃s~q̃s ;x;DTs!5ts
~b!1Gs

~b!~q̃s2qs
~b!!

1us~cr
21dr s~x!1DTs!, ~22!

where cr is an arbitrary reference sound speed, e.g., 1500
m/s~a change incr of 10 m/s will cause a travel-time error as
small as 0.2 ms!.

It is shown in the following that ifDT belongs toD,
then any other delay vectorDT8 defined through the relation

DTs85DTs1A1 cosfs1A2 sinfs , s51,2,...,S, ~23!

whereA1 andA2 are constants, will also belong toD. Sub-
stituting ~23! into ~22! and taking into account the kinematic
condition ~13!, the predicted arrival times can be written

t̃s~q̃s ;x;DTs!5ts
~b!1Gs

~b!~q̃s2qs
~b!!

1us~cr
21dr s~x1crA!1DTs8!

5 t̃s~q̃s ;x1crA;DTs8!, ~24!

whereA5(A1 ,A2). The above equality of the predicted ar-
rival times for DT and DT8, for the same discrete model
stateq̃s but different displacementsx and x1crA, respec-
tively, passes to the matching index for each section at the
level of a single transmission

Ls~q̃s ;x;DTs!5Ls~q̃s ;x1crA;DTs8!, ~25!

which in turn results in identical optimum~maximum! values
for the joint matching indices

M ~DT!5M ~DT8!. ~26!

In the case ofK sets of simultaneous transmissions, Eq.~26!
holds for each set of simultaneous transmissions, i.e., it be-
comesMk(DT)5Mk(DT8), k51,...,K. The global matching
index corresponding toDT8 will then read

M~DT8!5 (
k51

K

Mk~DT8!5 (
k51

K

Mk~DT!

5M~DT!5Mmax, ~27!

sinceDTPD. Equation~27! implies thatDT8 also belongs
to D. Accordingly, for each offset vectorDT in D there is a
multiplicity of equivalent offset vectorsDT8 which corre-
spond to translations of the (x1 ,x2)-coordinate system; the
transformation~23!, in particular, corresponds to a transla-
tion by crA. Consequently, any two components ofDT can
be arbitrarily fixed, e.g.,DT15DT250; i.e., the dimension
of the DT search can be reduced by 2. From the above it is
clear that the global matching indexM(DT) and the asso-
ciated model states at the level of each section and each
transmission are invariant to translations of the
(x1 ,x2)-coordinate system. The same can be shown to be

also true for rotations, which however do not affect the di-
mensionality of theDT-search.

IV. APPLICATION TO THETIS-2 EXPERIMENT

In this section the proposed inversion approach is ap-
plied to multi-section travel-time data from the Thetis-2 to-
mography experiment conducted from January to October
1994 in the western Mediterranean Sea.11,25 Figure 2 shows
the experimental site and geometry. The tomographic array
contained seven moored transceivers, all deployed at a nomi-
nal depth of 150 m. An HLF-5 source, marked by H, of
central frequency 250 Hz and effective bandwidth 62.5 Hz,
insonified the basin at 8-h intervals. The remaining six
sources~W1–W5 and S!, transmitting six times per day,
were of Webb type with central frequency 400 Hz and effec-
tive bandwidth 100 Hz. The receiver parts of H and S could
listen to 400-Hz signals only, whereas the receivers at
W1–W5 were modified to listen to both 400-Hz and 250-Hz
signals.

After completion of the experiment it was discovered
that the instrument W4 had very few good records. A leakage
had resulted in a short circuit at both the receiver and navi-
gation inputs, such that neither navigation nor receiver data
were available at this instrument.26 Fortunately, the W4
transmitter continued to work properly and the W4 transmis-
sions were recorded at the other instruments, in particular at
W3, W5, H, and S. These receptions, however, cannot be
corrected for the motions of W4 due to missing navigation
data. Accordingly, absolute-time inversions cannot be per-
formed along the corresponding sections. The multi-section
matched-peak inversion method is applied in the following
to the sections W3–W4, W5–W4, H–W4, and S–W4, with
nominal ranges 354.7, 237.2, 303.5, and 255.4 km, respec-
tively, to simultaneously estimate the ocean state and navi-
gate the source W4.

A. Data

Figure 3 shows the observed peak arrival times~light
dots! and cutoff peaks~heavier dots! corresponding to the
daily averaged transmissions along the four sections, after

FIG. 2. The geometry of the Thetis-2 experiment in the western Mediterra-
nean Sea.
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correlation processing and clock-drift correction. Mooring-
motion correction has also been applied for all instruments
except W4, i.e., the data of Fig. 3 contain the cumulative
effects of ocean changes and W4 motions. The horizontal
axes in Fig. 3 represent yeardays of 1994 and span the
9-month duration of the experiment, whereas the vertical
axes measure travel times. Low-SNR receptions have been
omitted from this figure and are neglected in the subsequent
analysis. It is seen, e.g., in Fig. 3~d! that there is a nearly
15-day interruption in the W3–W4 data, around yearday
100; during this period the simultaneous four-section inver-
sion cannot be applied.

Five to six arrival groups can be distinguished in the
early part of most receptions along the four sections. These
can be associated with particular ray groups corresponding to
steep propagation angles. The remaining intermediate and
late arrivals are difficult to interpret in terms of ray arrivals
because ray groups overlap with each other in this interval.
To exploit some of the information contained in the interme-
diate and late part of the arrival patterns the peak-arrival
approach8,16 is used, combined with normal-mode propaga-
tion modeling.

Figure 4 shows the basic reference sound-speed profile
for each section and also the three most significant EOFs for
the western Mediterranean basin. The historical rms values
of the EOF amplitudes areq1,rms518.48,q2,rms52.88, and
q3,rms50.96. EOF-1 accounts for the bulk of the seasonal
variability taking place close to the surface, and this explains
the large rms value of the corresponding amplitude, whereas
higher-order EOFs extend to increasingly deeper layers. The
first three EOFs explain 99.6% of the total variance.

The behavior of peak-arrival times with respect toq1

variations, i.e., seasonal variations, is illustrated in Fig. 5.
The KRAKEN27 normal-mode code was used to calculate ar-
rival patterns for eachq1 value; the emitted signal was ap-
proximated by a Gaussian pulse. Only the peaks that can be
continuously traced over theq1-variability range are plotted

in Fig. 5. A nonlinear character is evident for all sections and
peaks; in particular, transition intervals can be seen, different
for different peaks, where the nonlinearity is stronger. These
intervals correspond to the passage from surface-reflected to
refracted propagation, which, in terms of rays, occurs when
the sound speed at the surface equals the sound speed at the
ray up-turning depth. The latter is larger for deep rays—
corresponding to early arrivals—than for shallower rays—
corresponding to late arrivals. Accordingly, the transition
will take place at largerq1 values for early arrivals than for
late ones; this behavior is seen in Fig. 5. It is remarkable that
the cutoff peak-arrival time along the southmost section
W3–W4, Fig. 5~d!, is nearly insensitive toq1 variations; in
that case the source and receiver both lie on the channel axis
~150 m!. Neither the presence of the channel nor the sound
speed at the channel axis is affected by the first EOF, since
the latter extends up to 100 m only. The particular cutoff

FIG. 3. Measured arrival times from W4 at H, W5, S,
and W3, respectively. The cutoff peaks are denoted by
heavier dots.

FIG. 4. ~a! The basic reference sound-speed profiles along the four sections
in the upper 1000 m.~b! The first three empirical orthogonal functions
~EOFs! for the western Mediterranean basin.
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peak is affected by the higher-order EOFs only.
Using the model peaks shown in Fig. 5 the matched-

peak inversion approach is applied to the data of Fig. 3 to
perform offset calibration and inversion along the four sec-
tions, as well as navigation of the central mooring W4. For
the calculation of the observation~influence! matrix the
peak-arrival approach is used. To account for large-scale
range-dependence effects, travel-time corrections are calcu-
lated from hydrographic data and applied to the cutoff
peaks;9 a cold bias is predicted along all sections, with an
estimated mean delay of 53, 46, 25, and 6 ms along W3–W4,
W5–W4, H–W4, and S–W4, respectively. The search space
for the EOF-1 amplitude along each section is set to68
about the historical value for each day of the year, whereas
for the remaining EOFs it is set to62.5 times the corre-
sponding rms value. The discretization steps taken aredq1

50.7,dq250.5, anddq350.25. The resulting discretization
errors range from about 2 ms for the early arrivals to 10 ms
or higher for the late ones, depending on the background
state. A 10-ms observation/modeling error is considered for
all peaks except the cutoff, for which a larger value of 50 ms
is used to account for increased variability.9,10

The maximum horizontal deviations of the Thetis-2
transceivers are of the order of 50–100 m.26 In this connec-
tion, the small-motion assumption is made for the horizontal
displacements of the instrument W4. The navigation results
for W4 support this assumption.

B. Results

Figure 6 shows the total number of identificationsM,
over all sections and all transmissions, as a function of the
time offset along S–W4 and H–W4; the time offsets for the
W3–W4 and W5–W4 data have been arbitrarily set to zero,
in accordance with the conclusion of Sec. III A. The global
matching indexM reaches its maximum value at a single
point, denoted by an asterisk in Fig. 6, withDTS–W4

520 ms andDTH –W450, corresponding to 15 077 identified
peaks over all sections and transmissions~an average of

about 17 identifications per section and transmission!. The
contours shown in Fig. 6 are separated by 10, starting from
the maximum value.

It is seen from this figure that the time offsets close to
the optimum, with respect to the total number of identified
peaks, are distributed about a straight line with positive in-
clination passing through the optimum point~0,0.02!. This
means that an increase/decrease in the offset along H–W4
must be accompanied by an appropriate increase/decrease in
the offset along S–W4 to ensure the best possible identifica-
tion results, i.e., the best possible matching. This can be ex-
plained by looking at the geometry of the four sections in
Fig. 2: since the offset along the nearly coaxial sections
W3–W4 and W5–W4 is fixed to zero, there is only one
degree of freedom left for the motion of W4, namely perpen-
dicular to these sections, i.e., along a direction close to the
east–west axis. This means that the resulting optimum off-
sets along H–W4 and S–W4 must be close to each other;
this is observed in Fig. 6. Thus, the possibility to arbitrarily
select any two of the time delays and the above behavior

FIG. 5. The predicted arrival times along the four sec-
tions as functions of the first EOF amplitude.

FIG. 6. Offset calibration: The global matching indexM as function of the
time offsets along H–W4 and S–W4, assuming zero offsets along W3–W4
and W5–W4. The maximum ofM is denoted by an asterisk. The contours
shown are separated by 10.
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render the offset calibration practically one-dimensional.
The inversion results corresponding to the optimum time

offsets along the four sections are shown in Figs. 7–10, in
the form of depth-averaged temperatures over three layers: a
surface layer, from the surface down to 150 m, an interme-
diate layer from 150 to 600 m, and a deep layer from the
surface down to 2000 m, representing the total heat content
of the water column. For converting the estimated sound
speed to temperature a depth-dependent conversion relation
has been used, of the formu(z)5u* (z)1d* (z)@c(z)
2c* (z)# whereu* , d* , and c* are depth functions esti-
mated from historical data in the area of the experiment;9

conversion errors have also been estimated and accounted
for. The inversion results~mean values and rms errors! are
shown through the solid lines and the gray areas, respec-
tively, in Figs. 7–10. These results are based on simultaneous
four-section inversions. In this connection, they cover only
periods where simultaneous acoustic data exist along all four
sections; e.g., the 15-day gap about yearday 100 in the
W3–W4 data reflects in the inversion results along all sec-
tions.

The dashed lines in Figs. 7–10 represent the historical
mean temperatures for each day of the year. Finally, the hy-
drographic data, collected before the start and after the end
of the experiment, are marked through circles with horizontal

lines representing the duration of observations. In comparing
these observations with the inversion results, their temporal
distance~more than 30 days in some cases! as well as the
temporal spread of the hydrographic data~reaching, e.g., 14
days in the case of late H–W4 data! have to be taken into
account. The inversion results are in general agreement with
the hydrographic data. Since the offset calibration in Fig. 6
has been based on the matched-peak approach,not on the
hydrographic data, the inversion results and the hydrographic
data are fully independent. The inversion results follow the
anticipated gross seasonal behavior in the near-surface and
the deep layer. The variability in the intermediate layer, be-
low 150 m, is mainly due to mesoscale activity. A compari-
son of both the inversion results and the hydrographic data
with the climatological data shows that there are significant
deviations from the historical mean conditions in all three
layers.

The horizontal displacement of the source W4 estimated
from the multi-section matched-peak approach is shown in
Fig. 11; for the time-to-distance conversion a reference
sound speedcr51500 m/s was used. The upper two panels
of Fig. 11 show the north–south and east–west mean devia-
tion along with the corresponding rms errors as a function of
yearday. It is seen that the retrieved displacements exhibit a
certain degree of temporal coherence, i.e., subsequent esti-
mates of the displacement of W4 are statistically dependent
on each other. This is particularly important considering the
fact that subsequent receptions have been analyzed indepen-
dently of each other.

FIG. 7. Inversion results along H–W4: Evolution of depth-averaged poten-
tial temperatures in the 0–150, 150–600, and 0–2000-m layers. The re-
trieved mean temperatures~solid lines! and inversion errors~gray areas! are
superimposed on the historical mean temperatures~dashed lines!. Available
hydrographic data are denoted through circles, with horizontal lines indicat-
ing the duration of observations.

FIG. 8. Inversion results along W5–W4~description as in Fig. 7!.
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The results shown are based on daily averages and ac-
cordingly, existing mooring motions with time scales less
than 24 h are not resolved; moreover, such ‘‘fast’’ mooring
motions may cause a certain degradation of the averaged
data since their effects cannot be removed prior to averaging.
Nevertheless, despite these shortcomings, the estimated
horizontal deviations of the transceiver W4 explain most of
the abrupt changes in the behavior of the observed travel-
time data in Fig. 3. For example, the southward drift of the
transceiver W4 between yeardays 170 and 175@Fig. 11~a!# is
seen in the observed travel times along the sections W5–W4
and W3–W4, close to the north–south axis. The arrivals
along W5–W4 are delayed, whereas the ones along W3–W4
are advanced. Similarly, the drift of W4 to the south/
southwest observed in Figs. 11~a! and ~b! over the yeardays
50–75 causes a warm-bias effect~advancement of arrival
times! along S–W4 and at the same time a delay~cold bias!
in the arrival times along W5–W4, which can be seen in
Fig. 3.

The lower panel in Fig. 11 shows the estimated horizon-
tal trajectory of W4. The overall mean position of the trans-
ceiver is denoted by a dot. It is seen that the estimated hori-
zontal deviations from the nominal position are less than 100
m, and in most cases less than 50 m. These values lie within
the expectation limits for the particular mooring, and they
further justify the small-motion assumption. The deviation of
the overall mean position from the nominal position is about
16 m. This difference can be eliminated by appropriately
modifying the time offsets, according to Eq.~23!, such that

the nominal W4 position is shifted by 16 m to the north; see
the concluding remarks of Sec. III A.

To assess the efficiency of the method for estimating the
position of the central transceiver a synthetic test case is
considered using simulated travel-time data: the measured
arrival pattens along the four Thetis-2 sections are first cor-
rected for the estimated displacements of W4, shown in Fig.
11, and then, assuming a harmonic motion of the central
mooring, the travel-time data are modified accordingly. The
synthetic data are used as input to the multi-section matched-
peak approach. The navigation results for this synthetic case
are shown in Fig. 12 along with the assumed harmonic mo-
tion ~dashed line!; the inversion results are nearly identical to
those shown in Figs. 7–10 and are omitted. It is seen from
Fig. 12 that the assumed mooring motion is reproduced with
remarkable accuracy, with the dashed lines in most cases
lying within the estimated error bars. This means that the
method can separate the travel-time changes due to oceano-
graphic conditions from those induced from motions of the
central transceiver.

V. DISCUSSION—CONCLUSIONS

An extended matched-peak approach was presented al-
lowing the simultaneous analysis of travel-time data from
multiple tomographic sections, from a moving source or re-
ceiver to a number of peripheral fixed transceivers, to esti-
mate the position of the moving instrument and the ocean
state along the various sections. This can be useful, e.g., in

FIG. 9. Inversion results along S–W4~description as in Fig. 7!. FIG. 10. Inversion results along W3–W4~description as in Fig. 7!.
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case of missing navigation data for a particular transceiver
within a tomographic array. The proposed scheme uses the
simultaneous acoustic receptions along the sections
originating/ending at the particular instrument to provide a
solution to the inversion problem as well as an estimate for
the instrument position. The solution consists of the kine-
matically compatible model states and instrument positions
that maximize the joint matching index, i.e., the number of
peak identifications over all sections.

A further problem addressed is the offset calibration
along each section, which accounts for the difference be-
tween the actual and the nominal~best estimated! source–
receiver range, as well as for internal instrument delays. This
problem is usually solved by comparing measured acoustic
arrival patterns and acoustic predictions based on hydro-
graphic measurements, provided that the latter have been
conducted simultaneously with the acoustic measurements
along each section. The solution proposed here is based on a
global matched-peak approach; the time offsets are estimated
such that the total number of identifications over all sections
and acoustic transmissions~global matching index! is maxi-
mized. This calibration approach is based on acoustic data

only, i.e., it does not require additional hydrographic mea-
surements. In the case of small motions, the global matching
index and the associated model states are invariant to trans-
lations of the (x1 ,x2)-coordinate system, corresponding to
shifts of the nominal transceiver position. As a result, any
two of the time offsets can be arbitrarily specified, reducing
the dimension of the calibration problem by 2.

A main feature of the matched-peak approach is that it
provides inversion and navigation results directly from
travel-time data without requiring that identified peak tracks
exist, thus enabling the automatic analysis of travel-time
data, even in the presence of long interruption intervals be-
tween transmissions. Furthermore, by using an appropriate
set of background states the problem of nonlinear model re-
lations can be treated. All model states, i.e., all points within
the parameter domain, are considered equally probable for
describing a particular reception. Thea priori rms values of
the sound-speed parameters~e.g., the EOF amplitudes! are
used to specify the extent of the parameter domain. The
observation/modeling travel-time errors, together with the
discretization errors, specify the maximum allowable toler-
ance for associating predicted and observed arrival times.

FIG. 11. Navigation results: The estimated~a! northward and~b! eastward
displacements of the transceiver W4 and the corresponding rms errors.~c!
The horizontal trajectory of the transceiver over the 9 months of the experi-
ment. The overall mean position is denoted by a dot.

FIG. 12. Navigation results based on simulated travel-time data correspond-
ing to a harmonic motion of the transceiver W4~dashed lines!. ~a! North-
ward displacement;~b! eastward displacement.~c! The horizontal trajectory
of W4.
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The inversion and position estimation errors depend on the
travel-time data, i.e., they are in general different from trans-
mission to transmission, in contrast to linear-inversion errors
which are fixed and knowna priori.

The application to the Thetis-2 data used the acoustic
recordings of a moored source, for which navigation data
were missing, at four other instruments, for which navigation
data exist such that the effect of their horizontal motion
could be removed from the acoustic data. The simultaneous
acoustic measurements along the four sections were used to
specify the optimum time offsets by applying the global
matched-peak approach. Then, simultaneous four-section in-
versions were performed to specify the corresponding model
states and source positions. The inversion results are in good
agreement with the independent hydrographic observations.
The time series of the estimated horizontal displacements of
the central transceiver exhibit temporal coherence, i.e., sub-
sequent estimates are statistically dependent on each other.
The efficiency of the proposed approach for solving the navi-
gation problem was illustrated using simulated data.

The above inversions covered only the cases of simulta-
neous data along all four sections, i.e., no results were pro-
duced in periods of data interruption along any of the sec-
tions. The best strategy in case of gaps in the data would be
to adapt the analysis to the data available on each day. If data
along a single section are available, then simple relative-time
inversions can be performed. If there exist simultaneous data
along two conodal sections~i.e., with a common mooring!,
the matched-peak approach can be used both for solving the
inversion problem and for specifying the transceiver posi-
tion. If the number of conodal sections is larger than two the
same applies, but in addition the offset calibration problem
can be addressed since only two time delays can be set arbi-
trarily, as shown in Sec. III A. The latter applies also to the
case of two coaxial sections, with three moorings in line,
since Eq.~13! becomes essentially one-dimensional~which
means that only one time delay can be set arbitrarily!.

The proposed multi-section matched-peak approach for
solving the inversion and mooring navigation problem is
based on the assumption that the horizontal deviation of the
central transceiver is much smaller than the horizontal ranges
of the corresponding sections. By relaxing this assumption
the proposed method could be extended to address, e.g., the
case of a central drifting source with moored/fixed peripheral
receivers. Such a configuration might be useful, e.g., under
ice, where the deployment of moored instruments is difficult.
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Acoustic remote sensing of internal solitary waves and internal
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High-frequency underwater acoustic transmissions across the Strait of Gibraltar are used to examine
the feasibility of acoustically measuring several physical processes in the Strait, a difficult area to
sample with conventional instruments. Internal undular bores propagate along the interface between
an upper layer of Atlantic water and a lower layer of Mediterranean water. As they cross the acoustic
path they are recognized by their scattering effects in the acoustic record. The time between internal
bore crossings is influenced more by the tidal phase of the bore release at the Camarinal Sill than
by variability in the bore’s propagation time to the acoustic path. When internal bores were present,
the acoustic arrival patterns could be classified as one of three types with different internal bore and
internal tide amplitudes. The arrival types alternate during spring to neap tide transitions, suggesting
that internal bore amplitude is not linearly related to tidal height. The sensitivity of acoustic
observables to several physical parameters is investigated using a forward model, and a
demonstration of inverse techniques provides estimates of several physical parameters from spring
tidal cycles. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1382617#

PACS numbers: 43.30.Pc, 43.30.Cq@DLB#

I. INTRODUCTION

The Strait of Gibraltar is a challenging environment to
observe with conventional instruments. Its large variability
over small time and space scales makes it difficult to sample
adequately, and the strong tidal currents and extensive ship
and fishing traffic there are inhospitable to moored instru-
ments. CTD casts and moorings have provided most histori-
cal information about internal tides in the Strait~Armi and
Farmer, 1988; Farmer and Armi, 1988; Boyce, 1975; Bray
et al., 1990, 1995; Candelaet al., 1990; Ziegenbein, 1970!,
but CTD data can suffer from temporal aliasing problems
because of the brevity of some important physical processes
in the Strait. While moored instruments can sample quickly,
they are point measurements subject to spatial aliasing and
contamination from local, small-scale variability.

Packets of large internal solitary waves routinely propa-
gate west through the Strait and have received considerable
attention~Boyce, 1975; Watson, 1994; Watson and Robin-
son, 1990; Ziegenbein, 1970!. These solitary waves are dif-
ficult to observe using CTD measurements because of their
short duration at any one point. Satellite and surface radar
images have been successful in observing their speed and
horizontal wave-front shape but give no indication of their
vertical structure~Alpers and La Violette, 1993; Richez,
1994; Watson, 1994; Watson and Robinson, 1990!. Echo-
sounders have successfully observed the vertical displace-
ment of internal solitary wave packets~Armi and Farmer,
1988; Farmer and Armi, 1988; Watson, 1994!, but the vari-
ability of their shape with range across the Strait has not
been directly observed.

Although conventional measurement techniques are suit-

able in some situations, they all have limitations in the envi-
ronment of the Strait of Gibraltar. A technique that has
received less attention in the Strait, yet offers some advan-
tages over conventional methods, is that of acoustic remote
sensing. A key virtue of using acoustics is the ability to make
rapidly repeated measurements which eliminates any prob-
lems of aliasing in time. Acoustic transmissions across the
Strait of Gibraltar are practically instantaneous relative to the
time scales of even the briefest physical processes. Acoustic
measurements inherently integrate horizontally, which sup-
presses small-scale variability, and they can even be used to
measure several parameters simultaneously, as this work will
show.

The Strait of Gibraltar Acoustic Monitoring Experiment
was conducted in April 1996 as a joint project between the
Scripps Institution of Oceanography and the Institut fu¨r
Meereskunde, University of Kiel. The Gibraltar experiment
has already provided acoustically derived estimates of trans-
port through the Strait~Send et al., 2001!, but this paper
provides examples of additional information that can be
sensed acoustically and offers new insight into the interesting
physical processes in the Strait. The potential exists to learn
much about the physical oceanography in the Strait without
deploying extensive instrumentation in its interior.

Tiemannet al. ~2001! investigated the scattering effects
of internal solitary waves and internal tides on acoustic trans-
missions across the Strait of Gibraltar by using a multipa-
rameter physical model of the Strait in the forward problem.
This model can qualitatively explain many important fea-
tures of the observed acoustic scattering by showing how
acoustic ray paths across the Strait evolve over a tidal cycle.
The same model was further used in this work to determine
how sensitive acoustic travel times are to changes in several
physical parameters such as internal solitary wave amplitude,
internal solitary wave speed, and internal tide amplitude.

a!Now at: Science Applications International Corporation, La Jolla, CA
92037.
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This paper will demonstrate three different techniques
for extracting oceanographic information from an acoustic
record. These analyses are independent of each other and
will each appear in their own section, ordered in increasing
complexity. Section II provides a general overview of the
environment of the Strait of Gibraltar, the experiment instru-
mentation, and the physical model used in the forward prob-
lem. Section III shows an example of how acoustics can be
used to determine when internal solitary waves are present
and, when used in conjunction with conventional measure-
ments, to time the travels of internal bores through the Strait.
In Sec. IV, three generalized acoustic travel time arrival pat-
terns are identified. These patterns are repeated frequently in
the acoustic record, and their sequence shows some interest-
ing long term trends. In Sec. V, the sensitivity of acoustic
propagation in the Strait to perturbations in the physical
model parameters is examined, and in some cases a qualita-
tive explanation for the resulting travel time changes is pro-
vided. Following this is a description of the linear inverse
technique used to estimate several physical parameters from
the acoustic data.

II. OVERVIEW

An understanding of the physical processes in the Strait
of Gibraltar is necessary for modeling acoustic propagation
in the region. Tiemannet al. ~2001! describe in detail the
model previously developed to describe the oceanographic
processes in the Strait and aid in acoustic propagation stud-
ies, but key features of the environment, experimental
approach, and model parameters are repeated briefly here.

The basic circulation of the Strait is relatively simple,
with an upper layer of relatively warm, fresh Atlantic water
about 100 m thick flowing east into the Mediterranean Sea
and a lower layer of relatively salty, cold Mediterranean
water flowing back west through the Strait into the Atlantic.
This mean flow is modulated by large semidiurnal tidal
flows, and there are tidal fluctuations in the depth of the
interface between the upper Atlantic and lower Mediterra-
nean water layers. Within the model, these fluctuations from
the internal tide are reproduced by sinusoidal vertical shifts
of the background sound-speed field of up to 25 m on the
northern side of the Strait and 40 m on the southern side.

Perhaps the most interesting feature, though, is the
propagation of internal bores which are released at the
Camarinal Sill on the west side of the Strait at the relaxation
of most high tides. As the bore propagates east through the
Strait it eventually disintegrates into a train of internal soli-
tary waves, with waves of larger amplitude and wavelength
at the head of the packet. Within the model, the vertical
amplitude of the internal solitary wave packets is based on
an echosounder observation of a packet near the acoustic
path but is scaled with position across the Strait, increasing
from north to south, with an average 100 m amplitude near
the center of the Strait. The modeled packet crosses the
experiment’s acoustic path with a speed of 2.5 m/s and with
a horizontal wave-front curvature based on one observed in a
satellite image.

The geometry of the Gibraltar experiment was selected
to give both lower acoustic ray paths across the Strait that

were confined to the lower layer of Mediterranean water and
upper ray paths that acoustically sampled the interface
between Atlantic and Mediterranean waters and the internal
solitary waves which propagate along that interface. Three
2 kHz transceivers~labeled T1, T2, and T3 in Fig. 1! were
installed just above the sea floor at about 200 m depth, at the
endpoints of two acoustic paths. Transmissions every 2 min
from T1 to T3 will be examined in this paper; the T1–T3
path was perpendicular to the current flow to minimize any
acoustic travel time variation due to currents. The tilts and
orientations of the instrument moorings were measured every
5 min and used to correct acoustic travel times for instrument
motion, but close examination of the T1 instrument tilt data
showed brief but violent tilts occurring roughly every 12 h.
These ‘‘kicks’’ are due to the passing of an internal solitary
wave over the instrument and provide a hint as to where to
look in the acoustic data for internal solitary wave effects.

The observed acoustic scattering was quite complicated
as ray paths were repeatedly created and destroyed with the
passing of internal solitary waves and the evolution of the
internal tide. The background sound-speed field used in the
model was constructed from environmental data taken during
the experiment and has double minimums in the sound-speed
profiles at every range. Within the model, the sound-speed
field is shifted vertically and adiabatically in accord with a
mode 1 internal tide. Furthermore, when an internal solitary
wave crosses the acoustic path, it temporarily displaces
warm shallow water deeper, perturbing the sound-speed pro-
files even further. The internal solitary wave is modeled as
another mode 1 vertical displacement which sharpens sound-
speed gradients. The increased sound-speed gradients can
then refract acoustic rays away from their usual sound chan-
nels. To illustrate this, Fig. 2 shows absolute acoustic travel
times to the T3 instrument over two tidal cycles, and Fig. 3
shows the predicted ray paths and soundspeed field along the
T1–T3 acoustic path at several instances in a tidal cycle. The
ray identifiers~‘‘a’’ through ‘‘e’’ ! of Fig. 3 correspond to the
same labels on the travel times of Fig. 2. Ray path ‘‘a’’ will
be referred to as the ‘‘lower ray’’ because it consistently

FIG. 1. Bathymetry of the Strait of Gibraltar with instrument positions and
acoustic paths indicated. Due to inaccuracies in bathymetry, depth contours
do not exactly match instrument depths.
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sampled the lower water layer. Its travel time of 9.655 s is
nearly constant throughout the tidal cycle. Ray paths ‘‘b’’
through ‘‘e’’ will collectively be called ‘‘upper rays,’’ and
they showed much more travel time variability, such as the
rapid 15 ms decrease in travel time near Hour 4 of Fig. 2.
Despite such complexity, the acoustic scattering is surpris-
ingly robust, and the repeatability of key acoustic features
made the Gibraltar data set a good candidate for modeling.

III. INTERNAL BORE TRAVEL TIME

The internal undular bores in the Strait of Gibraltar
originate at the Camarinal Sill to the west. A lee wave in the
form of an internal hydraulic jump appears behind the sill
during strong westward tidal flows. When the tide relaxes,
this wave is free to cross the sill and moves east as an inter-
nal bore along the interface between the Atlantic and Medi-
terranean waters. Using temperature and salinity records
from several moorings along the main axis of the Strait,
Armi and Farmer~1988! timed the passage of a mode 1
internal bore through the Strait; they predict the bore should
cross the Gibraltar experiment’s T1–T3 acoustic path ap-
proximately 5.5 h after its release from the Camarinal Sill.
Acoustic data can also be used to time the passing of a bore
over the acoustic path because its scattering effects in the
acoustic record are recognizable. Note that by that time, the
bore will have evolved into a packet of internal solitary
waves.

As an internal solitary wave train crosses the T1–T3
acoustic path the travel times for both upper and lower
eigenray paths should decrease sharply as they are refracted
down deep due to large sound-speed gradients at the source.
This ray path refraction is illustrated in Fig. 3, Hour 4. The
horizontal wave-front curvature of the solitary wave packet
prevents discrete oscillations for each solitary wave from
appearing in the acoustic record~Tiemannet al., 2001!. The
severity of the travel time drop varies with the vertical
amplitude of the passing internal solitary waves; larger
waves cause larger sound-speed gradients and steeper ray
path refractions. Such rapid drops in travel time are often
seen in the acoustic data, once per tidal cycle, and they co-
incide with the violent kicks seen in the T1 instrument’s tilt

data.~The 10–15 ms travel time decrease for upper ray paths
is not the result of instrument motion.! However, not every
abrupt travel time decrease has a corresponding indicator in
the instrument’s motion data. The data from both semidiurnal
tidal cycles of Fig. 2 show sharp decreases in travel time, at
yeardays 121.68 and 122.17, indicative of an internal solitary
wave packet crossing the acoustic path, but the acoustic data
suggest that the earlier packet at day 121.68 has a bigger
amplitude because the travel time decrease of the upper rays
is larger ~15 ms drop vs 10 ms drop!. The T1 instrument
motion confirms a larger internal solitary wave at day 121.68
as a violent tilt was recorded at the instrument, moored at a
depth of 165 m, but not in the later case when smaller
amplitude waves did not extend deep enough to move the
instrument.

A sudden travel time decrease is the acoustic signature
of a passing internal solitary wave, and for every tidal cycle
where one occurred, the yearday at the maximum decrease
was noted as the time of the internal solitary wave crossing.
Not every tidal cycle has an associated crossing, particularly
during neap tides when the internal bores are smaller in
amplitude or nonexistent. Figure 4~a! shows the spacing in
time, as a function of yearday, between internal bores cross-
ing the acoustic path; spacings between bores more than one
tidal cycle apart are not considered here. The tidal height
record from Ceuta is shown beneath to illustrate days of
spring and neap tides and the tidal daily inequality. The mean
time between bore occurrences is 12.56 h, but their spacing
oscillates shorter or longer than the mean on consecutive
tides. The bore spacing also seems to vary more with the size
of the tidal daily inequality than with overall tidal amplitude;
Figure 5 suggests a roughly linear relationship between the
time separating two internal bore occurrences and the differ-
ence in low tide heights from their tidal cycles. For the tidal
record shown in Fig. 4~d!, the time between consecutive high
tides varies up to6.7 h, usually alternating above and below
the mean period of 12.46 h. This variation in tidal period
helps account for part of the63.5 h maximum variation in
bore spacings. The remaining variation could be due to
changes in a bore’s release time from the Camarinal Sill,
relative to high tide, or to differences in some physical prop-

FIG. 2. Absolute travel times as a
function of yearday 1996 for transmis-
sions from T1 to T3. Each arrival peak
is plotted as a dot, with size propor-
tional to SNR. Vertical lines indicate
times of internal bore crossings and ar-
rival structure type~Type I solid, Type
II long dash!. Labels ‘‘a’’ through ‘‘e’’
identify key features of the acoustic
data which were matched in the pre-
dicted data and correspond to the ray
identifiers of Fig. 3. Small arrows in-
dicate times for which ray paths are
shown in Fig. 3. Large arrow indicates
time of a large tilt of the T1 instru-
ment. Type I and II arrival structure
labels are described further in Sec. IV.

800 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Tiemann et al.: Acoustic remote sensing in the Strait of Gibraltar



erties such as the bore’s phase speed or currents in the Strait.
Determining a bore’s release time from the Camarinal

Sill is necessary in calculating its travel time to the acoustic
path and its phase in the tidal cycle. To do so in this experi-
ment, conventional instruments were essential. It is difficult

FIG. 3. Vertical sections along the T1–T3 acoustic path showing back-
ground sound-speed profiles and predicted ray paths at several times in a
12 h spring tidal cycle. Inset shows phase within the tidal cycle. The view is
looking west with the southern T1 source on the left. The ray identifiers
~‘‘a’’ through ‘‘e’’ ! correspond to the same labels of Fig. 2. Scale for profile
values is the same for all profiles but offset in range. This figure is repro-
duced from Tiemannet al. ~2001!.

FIG. 4. ~a! Time between internal bore crossings separated by no more than
one tidal cycle.~b! Time from a bore release to the nearest high tide at
Ceuta. Positive values indicate a bore release prior to the high tide.~c! tB ,
bore travel time from the Camarinal Sill to the acoustic path. In~a! through
~c!, data points from adjacent tidal cycles are connected by a line. The mean
is shown as a dotted line.~d! Tidal height record from Ceuta.

FIG. 5. Time between internal bore crossings vs the tidal daily inequality at
Ceuta for yeardays 114 to 135. The daily inequality is the difference in tidal
height between adjacent low tides. Dotted line indicates the mean internal
bore spacing of 12.56 h.
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to estimate the time of a bore’s release using current meter
data from the sill because of uncertainties in how strong a
current is necessary to hold a bore in place. Instead, abrupt
changes in the temperature and salinity record from the sill
are a better indicator of an internal bore release. Figure 6
shows the temperature and salinity record at 118 m depth
from the sill mooring~labeled ‘‘S’’ in Fig. 1!. Data from six
consecutive tidal cycles are shown, with the tidal height at
Ceuta provided for reference. The vertical bars on the figure
indicate times of internal bore crossings at the acoustic path
as determined from the acoustic data. Approximately 5 h
before each bore crossing, there is a rapid drop in tempera-
ture at the sill of about 3 °C and a simultaneous rise in
salinity of about 2 psu; this event designates the time of the
bore release. The clearest examples of bore releases are
shown in Fig. 6, however, the temperature and salinity
records were not consistently good markers. In ambiguous
cases where there was no sharp temperature or salinity
change, no attempt was made to time the bore release.

The time from all bore releases to their nearest high tide
in the tidal record is shown in Fig. 4~b!. The bore was
released an average of 34 min before the high tide, but
release can occur over 2 h before or after the high tide, often
alternating above and below the mean on successive tidal
cycles. This series is another example where the bore’s char-
acteristics are steadiest during days of small daily inequali-
ties. Armi and Farmer~1988! observed a 1 hvariation in the
tidal phase of the bore release and also attributed this to the
diurnal inequality in the tide.

The travel time for an internal bore to propagate from
the Camarinal Sill to the acoustic path is the difference
between a bore’s release time and the time of its crossing as
determined from the acoustic data. This quantity is labeled in
Fig. 6 astB and its time series is shown in Fig. 4~c!. The
mean bore travel time is 5.4 h, and this is in agreement with
Armi and Farmer’s measurement of 5.5 h along the same
path~1988!. The time series for bore travel time is consider-
ably less variable than that of the bore’s tidal phasing, with
rms values of 0.76 and 1.31 h, respectively. The variation in

the time between internal bore arrivals is influenced more by
variability in the tidal phase of the bore release than by vari-
ability in the bore’s travel time.

IV. ARRIVAL PATTERN IDENTIFICATION

The repeatability of key features in the acoustic data
during spring tidal cycles is what made the Gibraltar data set
such a good candidate for modeling attempts, and the model
developed previously~Tiemann et al., 2001! successfully
reproduced many properties of the acoustic arrival pattern for
spring tides. The data set shows robustness outside of the
spring tides as well. Examination of acoustic data during the
transitions between spring and neap tides reveals that there
are two more broad categories of arrival structures, repeated
often and usually on alternating tidal cycles.

The acoustic data from the three consecutive tidal cycles
shown in Fig. 7~a! were used as archetypes for classifying
arrival structures according to their distinguishing character-
istics. The three arrival structures will be identified simply as
Type I, II, and III, and their key features are listed in Table I
and labeled on the dot plot of Fig. 7~a!. The times of an
internal bore crossing the acoustic path are indicated by ver-
tical lines where the line type~solid, long dash, short dash!
corresponds to the classification of the arrival pattern~Type
I, II, or III ! for that tidal cycle. The analysis to follow takes
advantage of the qualitative differences among arrival pat-
terns as listed in Table I. A later section will quantitatively
examine the features of Type I arrivals.

Note that after yearday 128.0, the acoustic travel times
will appear shifted 15 ms earlier@compare Figs. 2 and 7~a!#
because the T1 instrument autonomously redeployed itself
about 23 m closer to the T3 receiver. As mentioned earlier,
the Strait of Gibraltar is a difficult environment for moored
instruments! That shift will not adversely affect this work as
only relative travel time changes are of interest, and the
eigenray paths predicted by the model are essentially the
same for the new, slightly shorter acoustic path.

FIG. 6. Temperature and salinity
records from 118 m depth at mooring
‘‘S’’ on Camarinal Sill, plus the tidal
height record from Ceuta, for six tidal
cycles. Vertical lines indicate times of
internal bore crossings at the acoustic
path and arrival structure type~Type I
solid, Type II long dash, Type III short
dash!. The bore’s travel time,tB , is
dimensioned six times in the tempera-
ture series. The complete time series
for tB is shown in Fig. 4~c!.
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The three tidal cycles of Fig. 7~a! are from a transition
period from spring to neap tides. The Type I arrival structure
shows the last of spring tides; reproducing this structure was
the goal of the first modeling attempts. By changing some
model input parameters, key features of the Type II and
Type III arrival structures can be reproduced as well, provid-

ing an understanding of the relative changes in physical pro-
cesses between the different arrival types. Figure 7~b! shows
predicted travel times for three tidal cycles as output by the
model in attempts to match the three types of arrival struc-
tures. Although the key features listed in Table I were quali-
tatively reproduced by the models, other details of the mea-
sured data are not reproduced. This is mainly due to errors in
the background sound-speed field as environmental data
were limited during sound-speed profile construction.
Attempts to more closely match the travel time separation
between lower and upper ray arrivals~‘‘a’’ and ‘‘b’’ of Fig. 2 !
by ‘‘speeding up’’ the lower water layer and ‘‘slowing down’’
the upper water layer complicated other ray paths beyond
what is seen in the data. Although the model for Type I
arrivals does not exactly reproduce the observed travel times,
its model parameters are suitable for use as a reference state
in the sensitivity studies to follow.

The model parameters used to match the Type I case are
described in Sec. II and in detail in Tiemannet al. ~2001!.
When matching the Type II case, the internal bore amplitude
was reduced to 20% of the reference case; this prevents the
initial upper ray travel time decrease from being so severe
~feature ‘‘IIa’’ from Table I! and allows the late-arriving
upper rays to persist longer before disappearing~‘‘IIc’’ !. The
continued drop in upper ray travel times, reaching a mini-
mum in the middle of the tidal cycle~‘‘IIb’’ !, is more likely
the result of internal tides vertically shifting the background

FIG. 7. Measured and predicted ray
travel times over three tidal cycles.
The labels~‘‘Ia’’ through ‘‘IIIc’’ ! iden-
tify key features of the measured data
matched by the model output and are
described in the text and in Table I.
Vertical lines indicate times of internal
bore crossings and arrival structure
type ~Type I solid, Type II long dash,
Type III short dash!. Arrows indicate
times of a large tilt of the T1 instru-
ment.

TABLE I. Features of travel time arrival patterns.

Feature Description

Type I Ia Sudden upper ray travel time decrease of about
15 ms.

Ib Isolated cloud of upper ray arrivals shortly after
bore crossing.

Ic Absence of late-arriving upper rays for several
hours.

Type II IIa Sudden upper ray travel time decrease of about
10 ms.

IIb Upper ray travel times continue to decrease
following bore crossing.

IIc Absence of late-arriving upper rays for several
hours.

Type III IIIa Sudden upper ray travel time decrease of
10–15 ms.

IIIb Lower and upper ray arrivals separated through
most of tidal cycle.

IIIc Late-arriving upper rays present through entire
tidal cycle.
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sound-speed field rather than internal solitary wave effects.
Thus internal tide amplitude was increased slightly by 10 m,
and the background sound-speed profiles were uniformly
shifted deeper by 10 m in order to minimize the lower/upper
ray travel time separation at the bottom of the tidal cycle.
Offsetting the background sound-speed profiles from their
reference state is equivalent to changing the depth of the
Atlantic/Mediterranean interface, which could reasonably be
varying from one tidal cycle to the next. Furthermore, shift-
ing the sound-speed field slightly is not unreasonable given
the uncertainties in the range-dependent sound-speed field
construction.

Because the variation in upper ray travel times for the
Type III case is smaller and the lower/upper ray travel time
separation larger, the opposite model parameter change was
made: internal tide amplitude was decreased by 12 m and the
background sound-speed field was shifted shallower by
10 m. Shifting the background sound-speed field shallower
maintains late-arriving upper rays throughout the entire tidal
cycle ~‘‘IIIc’’ !. The internal solitary wave amplitude in the
Type III case is decreased to 30% of the reference state in
order to provide an initial upper ray travel time decrease of a
size between the Type I and Type II cases~‘‘IIIa’’ ! but yet
not be so large that the late-arriving upper ray paths disap-

FIG. 8. Absolute travel times for five tidal cycles as a function of yearday 1996 for transmissions from T1 to T3. Vertical lines indicate times of internal bore
crossings and arrival structure type~Type II long dash, Type III short dash!. Arrows indicate times of a large tilt of the T1 instrument.

FIG. 9. Tidal height at Ceuta as a function of yearday 1996 overlaid with vertical lines indicating times of internal bore crossings and arrival structure type
~Type I solid, Type II long dash, Type III short dash!. Arrows indicate times of a large tilt of the T1 instrument.
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pear. In summary, the Type I arrivals assume the largest
internal solitary wave amplitude. The Type II arrivals use the
smallest internal solitary wave amplitude but the largest
internal tide amplitude. The Type III arrivals assume a
middle-sized solitary wave, but the smallest internal tide.

Every tidal cycle where an internal bore crossing was
seen was catalogued as one of the three types of arrival struc-
tures shown in Fig. 7~a!. Although this was done by a visual
pattern matching, there was usually little doubt as to which
archetype most closely resembled each tidal cycle’s arrival
structure. For example, note how the presence of late arriv-
ing upper rays in a Type III arrival~feature IIIc! distinguish
it from Types I and II where those rays are absent. Addition-
ally, in a Type II arrival, the convergence of upper and lower
ray travel times happens hours after the initial upper ray
travel time decrease~feature IIb!, distinguishing it from
Types I and III. Figure 8 shows acoustic data from five more
tidal cycles where alternating Type II and Type III arrival
structures are relatively obvious. Again, the vertical bars in
this figure indicate times of an internal bore crossing, and
arrows indicate an accompanying severe tilt in the T1 instru-
ment. As additional examples, the travel times of Fig. 2
would be classified as a Type I and Type II arrival~Fig. 10 is
a Type I arrival!.

After classifying all of the tidal cycles with bore occur-
rences by arrival type, an interesting pattern emerged when
plotting arrival type on a tidal height record from Ceuta.
Figure 9 shows times of internal bore crossings as vertical
lines where line type distinguishes arrival type. The tidal
record identifies days of spring and neap tides and the daily
inequality. Note how Type I arrivals, modeled with the larg-
est internal bore amplitude, occur during the spring tides,
while Type II and Type III arrivals are seen on days to either
side of the Type I arrivals during the transition to neap tides.
Outside of the spring tides, the tidal cycles alternate between
the small and medium bore amplitudes of Type II and Type
III arrivals, just as the tidal height record alternates with the
highs and lows of the daily inequality. Lastly, evidence of
internal bore crossings are absent only on days of neap tides,
as expected. Note that even if a few arrival pattern types
have been misidentified by visual inspection, the basic pat-
terns presented here would still exist.

V. LINEAR INVERSE METHODS

Section IV demonstrated how the acoustic record can be
used to determine the presence or absence of internal bores
and make general estimates of internal bore and internal tide
amplitude from different tidal cycle types. However, acoustic
data can also be used to estimate the subtle variations in
several physical parameters among tidal cycles of the same
type through the use of linear inverse methods. This section
offers a demonstration of that technique using cases of spring
tide ~Type I! arrival structures. By varying the model’s input
parameters, one can calculate how a small perturbation to a
modeled physical process, such as an increased tidal swing
or internal bore amplitude, leads in the real acoustic data to
small changes in acoustic travel times. Perturbing model
parameters also helps quantify model stability and sensitiv-
ity. Because any single datum from the acoustic data can

often be influenced by several physical processes simulta-
neously, inverse methods are used to determine how much
each model parameter contributes to the total travel time per-
turbation.

After observing how the real acoustic record varies with
time, estimates can be made of how the physical processes of
the Strait varied with time as well. Unfortunately, there are
few simultaneous, independent environmental measurements
to compare to the estimates calculated here, but comparisons
to historical data are attempted when no direct observations
are available. These estimates do provide examples of the
variability in physical processes in the Strait, but because of
the limited duration of the acoustic record, they are too short
to serve as other than examples.

A. Sensitivity analysis

The model can help determine to which physical pro-
cesses in the Strait of Gibraltar the acoustic transmissions are
most sensitive, and learning how the predicted acoustic
travel times vary with changing model parameters is a nec-
essary step in the inverse calculation. In order to objectively
measure travel time variability, acoustic features that could
be measured on all spring tidal cycles were identified and
will be called ‘‘observables.’’ The eight observables that
were measured for each of 12 spring tidal cycles are
described in Table II and identified in Fig. 10. Observables
d4 , d5 , and d6 are dependent upon placement of a 12 h
window defining the start and end of a tidal cycle; they refer
to times relative to a tidal cycle window, not an absolute
time. For consistency, the times of the internal solitary wave
crossings (d4), seen in the acoustic data as the bottom of the
upper ray travel time drop, were designated the 4 h mark for
every tidal cycle window.

Figure 11 shows time series for seven of the eight acous-
tic observables listed in Table II in an effort to identify any
trends over the seven days of spring tides.~Observabled4 ,
not shown, equals 4 h for all tidal cycles by definition, and in
the inverse calculation to follow, it serves as a constraint on
the time of the bore crossing.! Over this short time series, no
strong trends are seen. Some of the variability is due in part
to the difficulty in making the measurements.

It would be simplest if the sensitivity studies indicate

TABLE II. Acoustic observables and uncertainties.

Observable Description Uncertainty

d1 Upper/lower ray travel time
separation at 1 h

1 ms

d2 Upper/lower ray travel time
separation at bore crossing

0.2 ms

d3 Upper/lower ray travel time
separation at 7 h

1 ms

d4 Time of bore crossing 0.2 h
d5 Time of upper ray disappearance 1.5 h
d6 Time of upper ray reappearance 2 h
d7 Duration of cloud of upper ray

arrivals following bore crossing
1 h

d8 Travel time separation in cloud of
upper ray arrivals

1 ms
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that a travel time observable is affected by only a single
model parameter, and thus the physical process that model
parameter represents would be a good candidate for acoustic
remote sensing. However, the inverse method is still able to
provide model parameter estimates even when an observable
is influenced by many parameters simultaneously, as is often
the case here.

Eight model parameters were perturbed slightly, one at a
time, in both a positive and negative direction from the ref-
erence state. The model was rerun after each perturbation
and changes in the eight observables from the reference
travel times were recorded. The result was a matrix of
derivatives describing how each observable responds to per-
turbations in each model parameter. Table III lists all the
model parameters along with the size of their perturbations.
Perturbation sizes were chosen with the goal of being large
enough to make a noticeable difference in travel time observ-
ables~about 0.5 ms or 0.5 h! but small enough so that the
perturbations remained linear. If perturbed too far, eigenray
paths change and some observables would no longer be
measurable.

Because the internal bore amplitude is scaled with range
across the Strait, perturbations to its associated model param-
eter, m1 , will be by a percentage of the reference state
instead of an absolute number of meters. Model parameters
m3 and m4 , internal tide amplitude at the source and
receiver, define the maximum and minimum for the range-
dependent internal tide amplitude. Linearly interpolated be-
tween the endpoints, the internal tide amplitude is larger on
the southern side of the Strait, near the source. The back-
ground sound-speed profiles can be offset vertically from
their reference state, with the amount of offset interpolated
linearly in range across the Strait between the values inm5

and m6 , profile offsets at the source and receiver. This is
equivalent to changing the depth and slope of the Atlantic/

FIG. 10. Dimension lines illustrating
the eight observables~d1 throughd8!
for a Type I arrival pattern. Observ-
ables are defined in Table II.

FIG. 11. Time series for seven observables from Type I arrivals. Data points
from adjacent tidal cycles are connected by a line. Observables are defined
in Table II.
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Mediterranean interface. The tidal phase is also interpolated
linearly in range across the Strait between the phase at the
source and receiver, parametersm7 andm8 . If the source and

receiver phases are unequal, this makes the Atlantic/
Mediterranean interface ‘‘rock’’ as the tide will at times be
rising on one side of the acoustic path and falling on the
other side.

When displayed graphically, linearity of the observables’
derivatives with respect to model parameters (ddi /dmj ) can
quickly be verified and sensitivities to model parameters
compared. Figure 12 shows a selected subset from the
838 matrix of derivatives. The changes to seven travel time
observables, from both positive and negative perturbations to
four model parameters, are shown. If the model reacts lin-
early to a perturbation, the changes to a travel time observ-
able will be equal and opposite for the positive and negative
perturbations. If a model parameter has no influence on an
observable, its positive and negative derivatives will both be
zero. For example, internal bore amplitude (m1) has no
effect on upper/lower ray travel time separation at the 1 h
mark (d1), but it does have an effect on upper/lower ray
separation during the bore crossing (d2). The relative
strength with which a model parameter affects different
observables can be compared by looking along any column
of Fig. 12. For example, internal tide amplitude at the source
(m3) has a larger influence on observabled1 than on any
other observable.

While the impact of model parameter perturbations can
be described numerically by the derivatives calculated
above, enough was previously learned of the acoustic scat-
tering to provide a qualitative explanation of why the acous-
tic observables change as they do. Figure 3 shows the mod-
eled evolution of sound-speed profiles along the acoustic
path, and the eigenray paths that result, at several times dur-
ing a tidal cycle. Figure 3 will be referred to in the descrip-
tions to follow, and the qualitative descriptions can be con-
firmed with the values shown in Fig. 12.

1. Internal bore amplitude

In Fig. 3, Hour 4, the presence of the internal bore over
the source~T1! and receiver~T3! causes large sound-speed
gradients which refract all upper rays~‘‘c’’ ! down deep, par-
alleling the lower ray~‘‘a’’ !. If m1 , the internal bore ampli-
tude, is increased, sound-speed gradients increase and all
upper rays will be refracted even deeper, more closely fol-
lowing the lower ray. Because upper rays follow almost the
same path as the lower ray, their travel times are nearly iden-
tical, and the observabled2 , upper/lower ray travel time
separation at the bore crossing, decreases. Internal bore
amplitude affects the fewest number of observables because

FIG. 12. Change in observable’s (di) reference state in response to a model
parameter (mj ) perturbation. For each observable/parameter combination,n

indicates the change due to a positive model parameter perturbation, and,

indicates a negative perturbation. Observables and model parameters are
defined in Tables II and III.

TABLE III. Model parameter uncertainties and perturbations used in sensitivity studies.

Parameter Description Uncertainty Perturbation~6!

m1 Internal bore amplitude 12% 20%
m2 Internal bore phase speed 0.5 m/s 0.3 m/s
m3 Internal tide amplitude at source 12 m 10 m
m4 Internal tide amplitude at receiver 10 m 10 m
m5 Sound-speed profile vertical offset at source 8 m 10 m
m6 Sound-speed profile vertical offset at receiver 8 m 10 m
m7 Internal tide phase at source 0.12 rad 0.4 rad
m8 Internal tide phase at receiver 0.12 rad 0.4 rad
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the internal bores are over the acoustic path for only a short
time.

2. Internal bore phase speed

Changing the modeled phase speed of the internal bore
mainly affects the timing of the upper ray travel time
decrease and the disappearance of the late-arriving upper
rays. Increasingm2 causes the internal bore to pass over the
acoustic path earlier and quicker, resulting in a decrease in
the observabled4 , time of the bore crossing. An internal
bore over the source also deflects the shallowest ray away
from the shallowest sound channel, as seen in Fig. 3,
Hour 2.58. This effect happens sooner with a faster bore, an
effect measured by the observabled5 , the time of upper ray
disappearance. The isolated clouds of upper ray arrivals at
Hour 4.75~‘‘d’’ ! are due to an internal bore over the receiver
causing sound-speed gradients which refract shallow rays
down on to the receiver from above. A slower moving inter-
nal bore will remain over the receiver for a longer time, thus
increasing the duration of this effect. This increase is seen by
observabled7 .

3. Internal tide amplitude

The model parametersm3 and m4 for internal tide
amplitude dictate the maximum extent the background
sound-speed profile will be shifted vertically over a tidal
cycle. Comparing the soundspeed profiles of Fig. 3, Hour 1
and Hour 7 most clearly illustrates this shifting~after scaling
by a vertical mode 1 function!. Outside of Hours 2 to 5,
changes in upper ray travel times are due to the internal
tide’s changes to the sound-speed field instead of from inter-
nal bore activity. As an upper ray will stay within the same
sound channel over much of the tidal cycle, its path length
changes as the sound channels shift vertically, thus changing
its travel time. Lower ray travel times do not change signifi-
cantly with the internal tide because sound-speed perturba-
tions are small in deep water due to scaling by the vertical
mode 1 function. An increased internal tide amplitude causes
~at Hour 1! a larger upward vertical excursion by shallow
sound channels, longer path lengths for that channel’s eigen-
rays, and longer ray travel times. This is seen as in increase
in observabled1 , upper/lower ray travel time separation at
1 h, since the upper ray takes longer to arrive but the lower
ray travel time remains constant. During times of downward
internal tide displacements~Hour 7!, the sound channels
carry rays into slightly faster water, thus decreasing a shal-
low ray’s travel time and decreasing observabled3 . In all
cases, observables seem more sensitive to internal tide am-
plitude changes on the source~southern! end of the acoustic
path than at the receiver end. This may be because the source
is shallower than the receiver and often within the double
minimums of the sound-speed profiles where sound-speed
gradients are stronger.

4. Sound-speed profile offset

The model parameters for adding a constant vertical off-
set to the background sound-speed field,m5 andm6 , affect
observables similarly to parameters of internal tide ampli-
tude. The profile offset parameter defines a constant vertical

shift to be added to the sinusoidal shifting defined by the
internal tide parameters. Interestingly, parameterm5 , the
profile offset at the source, has a large effect on observable
d6 , the reappearance time of the late-arriving upper rays,
while parameterm6 has no effect. The reappearance of the
upper ray arrivals indicates that the shallowest sound channel
is once again being used. Rays refract up into the shallow
sound channel immediately after leaving the source only
when the source is below the deeper sound-speed minimum.
This happens sooner when profiles at the source are offset
shallower, and thus observabled6 decreases.

In most cases the observables respond linearly to pertur-
bations of a single model parameter; some may show a
slightly unequal response to the positive and negative pertur-
bation for a given parameter. Their successful use in an
inverse calculation also requires that their responses be linear
when several model parameters are perturbed simulta-
neously. Fortunately, the derivatives of the observables did
add linearly when tested with several combinations of per-
turbations to internal tide amplitude, profile offset, tidal
phase, and bore amplitude. However, testing the linearity for
every combination of eight model parameters before pro-
ceeding with the inverse calculation was not feasible. It was
assumed that the observables would behave linearly provided
that model perturbations were small, and this was tested and
confirmed in calculations using the new model parameter
estimates provided by the inverse.

B. Linear inverse calculation

The sensitivity studies confirm that most observables are
dependent upon more than one model parameter; observable
d5 , time of shallow ray disappearance, is the only exception.
When many observables change from their reference state
simultaneously, inverse techniques can estimate what combi-
nation of model parameter perturbations will provide output
that most closely matches the observables. The following
matrices are used in the inverse calculation~Wunsch, 1996!:

d Data vector. For each of 12 spring tidal cycles, the differ-
ence between observables predicted for the reference
state and measured observables.

G Derivatives (ddi /dmj ) as measured in the sensitivity
studies.

R Data uncertainty covariance matrix. The diagonal of this
matrix is the expected uncertainty for each observable,
shown in Table II.

P Model parameter uncertainty covariance matrix. The
diagonal of this matrix guides how far the inverse is
allowed to perturb each model parameter. Values are
shown in Table III.

Once the above matrices are defined, they can be used in
the inverse equation~1! to calculatem̂, estimates of the
amount to perturb each model parameter in order to match
the data from each tidal cycle:

m̂5~GTR21G1P21!21GTR21d. ~1!

Uncertainties for them̂ estimates are calculated as follows:

P̂5~GTR21G1P21!21. ~2!
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The precision with which the observations were required
to match the model output depended on both the precision of
the data~observation error! and the ability of the model to
reproduce the observable~representation error!. The uncer-
tainty assigned to a given observable has variance that is the
sum of the variance of the observational and representational
error. While observational error was similar for most observ-
ables, representational error varied greatly, and dominated
the uncertainties in matrixR. Observables that could be
reproduced well in spite of the limited parameterization of
the inverse model were given smaller uncertainties, thus
requiring the inverse to match them more closely. In assign-
ing values for the data error uncertainty matrix, the smallest
uncertainties were given tod2 andd4 , the observables from
the time of the bore crossing.

The difference between the measured and modeled val-
ues for an observable is the residual, and the least square
inverse procedure more strongly penalizes residuals for

observables with small expected uncertainties. The inverse
solution (m̂) was optimized to have a low data misfit penalty
while also minimizing the weighted magnitudes of the model
parameter perturbations. The estimated model parameter per-
turbations were added to the reference model parameters to
make corrected model parameters. Time series for the cor-
rected model parameters, and thus the physical processes
they represent, are shown in Fig. 13. Parametersm1 andm2

are not specific to the source or receiver side of the acoustic
path as the other parameters are. However, they have been
scaled per the range-dependent functions used in the model
~detailed in Tiemannet al., 2001! before being presented in
Fig. 13. Error bars showing the standard deviations of the
model parameter estimates are independent of yearday and
are shown on the first data point only.

Despite the short time series available, some conclusions
can be drawn. There is more variability in physical processes
on the source~southern! side of the acoustic path than on the
receiver~northern! side, but in most cases, perturbations at
the source and receiver are in the same direction for a given
parameter. The estimated internal bore amplitude,m1 , is
usually smaller than the reference case, and as predicted
from the sensitivity studies, it moves exactly opposite the
time series for observabled2 , upper/lower ray separation at
the time of the bore crossing. Observabled2 would be the
best choice to use in quickly estimating internal bore
strength. The estimates of internal tide amplitude are consis-
tent with historic observations that internal tides are larger on
the southern side of the Strait, but it is unfortunate that the
error bars for the tidal amplitude at the receiver are so rela-
tively large. The tidal phase estimates suggest that the inter-
nal tides at the source and receiver should not be exactly in
phase. As the Atlantic/Mediterranean interface depth rises
and falls with the internal tide, the northern side is slightly
ahead of the southern side, causing the interface to rock. This
rocking was also seen in environmental data from three
moorings, parallel to the acoustic path, measured concur-
rently with the Gibraltar experiment’s acoustic data
~B. Baschek, personal communication!. The estimates of
sound-speed profile offsets are equivalent to a change in the
reference interface depth, and they might be used to measure
the changing thickness of the Atlantic and Mediterranean
water layers.

While the time series of Fig. 13 show no obvious trends
with the tidal height record, their fluctuations and uncertain-
ties give insight into how variable the physical processes in
the Strait are, even over such a short time period. More
obvious trends might be seen in longer series through both
spring and neap tides or when compared to other processes
such as the size of the hydraulic jump at the Camarinal Sill
or the current flow through the narrows. This demonstration
of the linear inverse calculation also confirms the model’s
stability and hopefully the usefulness of acoustic remote
sensing. In recalculations of the forward problem using
newly estimated model parameters, the model responds well
to changes of multiple parameters simultaneously, providing
reasonable matches to many spring tide arrivals and not just
the one pattern to which it was originally fit.

FIG. 13. Time series for eight corrected model parameters (mj ), plus the
tidal height record from Ceuta. The uncertainty for each parameter is inde-
pendent of yearday and shown only on the first data point. Data points from
adjacent tidal cycles are connected by a solid line. Dotted lines indicate the
model parameter value for the reference state. Model parameters are defined
in Table III.
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VI. DISCUSSION

The Gibraltar experiment was designed to test the feasi-
bility of using acoustic methods to measure physical oceano-
graphic processes in an environment difficult for conven-
tional instruments. The opportunity for rapid sampling in
time, inherent integration in space, and ability to measure
several physical parameters simultaneously and nonintru-
sively are key advantages of using acoustic techniques in the
Strait of Gibraltar. This paper has offered demonstrations of
a few techniques used to extract information from the acous-
tic record. More thorough environmental measurements
would have been helpful in improving the model used in
forward problem calculations and for verifying the acousti-
cally derived estimates presented here. Long-term trends in
the physical processes still need to be identified with a longer
time series of data. The distribution of physical parameters is
of interest as well; a longer time series of estimates could
determine if the parameters behave as purely random vari-
ables.

As shown in Sec. IV, there were at least three different
types of travel time arrival patterns observed during the few
weeks of the experiment. Reproduction of those travel times
assumed a mode 1 internal bore in every case, but with vary-
ing amplitudes. Armi and Farmer~1988! reported seeing
some mode 2 internal bores in the narrows of the Strait in
addition to numerous observations of mode 1 bores, and so
the use of acoustic methods to determine the modal content
of a passing bore was briefly investigated as well. The model
was modified to scale the internal bore amplitude with a
vertical mode 2 function, instead of the usual mode 1 func-
tion, and predicted acoustic travel times over a spring tidal
cycle were recalculated. According to the model, a mode 2
bore would have caused acoustic rays to refract sharply
down as they left the source, reflecting first off the sea floor
and then the sea surface, but missing the receiver for 2 h out
of the tidal cycle. As there is a continuous record of travel
times recorded at the T3 receiver, it is possible that there
were no instances of a mode 2 bore, especially since the
three different types of arrival patterns can be explained us-
ing mode 1 bores of varying amplitude. However, the model
may be tuned to work only with mode 1 bores as there is no
other environmental data showing occurrences of mode 2
internal bores.

It has been suggested from studies of satellite images of
the Strait that most internal solitary wave packets entering
the Mediterranean Sea can be identified as either Northeast
or Southeast Modes, named for their tendency to propagate
in the directions indicated~Apel, 2000!. Furthermore, there
is evidence that the packets may alternate modes on a semi-
diurnal basis. If the Northeast and Southeast Modes have
horizontal wave-fronts with significantly different shapes as
they cross the acoustic path, that might also help explain the
alternating Type II and Type III arrival structures seen in the
acoustic data.

Lastly, this work has offered examples where acoustic
remote sensing has not only confirmed previous observations
of physical processes in the Strait but also offered some new
insight and questioned historic understanding. For example,
the average 5.4 h measured here for an internal bore to travel

from the Camarinal Sill to the T1–T3 acoustic path agrees
with Armi and Farmer’s estimates~1988!. This work has also
confirmed that an internal bore passes through the narrows
on average every 12.56 h with the semidiurnal tide. How-
ever, this brief acoustic record suggests that successive bore
occurrences typically alternate longer and shorter than the
mean spacing, increasing in variability with the daily
inequality. The amplitude of an internal bore is reported to
vary with tidal height, being largest during the spring tides.
This work confirmed that is generally true when classifying
tidal cycles according to their acoustic arrival pattern; the
Type I patterns occur during the spring tides and are modeled
with largest internal bore amplitudes of the three arrival
types. However, this work suggests that internal bore ampli-
tude does not always scale linearly with tidal height. Rather,
during spring to neap tide transitions, it alternates between
small and medium sized internal bores on adjacent tidal
cycles, as seen in the ordering of Type II and Type III arrival
pattern occurrences.
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Target strength measurements of Hawaiian mesopelagic
boundary community animals
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A 200-kHz echosounder modified to digitize the envelope of the received echoes directly into a
computer was used to measure theex situtarget strength~TS! of live animals from the Hawaiian
mesopelagic boundary community as a function of animal size, tilt and roll angle, and biological
classification. Dorsal aspect TS~in dB//1 m! at 200 kHz was related to the animal’s length:
myctophid fish TS520 log ~standard length in cm!258.8, r 250.91, squid TS518.8 log ~mantle
length in cm!261.7,r 250.81, shrimp TS519.4 log~length in cm!274.1,r 250.83. Tilting the fish
5° and 10° changed the measured TS by up to 3.0 dB, decreasing TS as the fish was tilted forward
and increasing TS as the fish was tilted backwards. In shrimp, forward tilt increased TS while
backward tilt decreased TS by up to 3.3 dB. No consistent trend in squid TS change was observed
with tilt angle. Roll angles of 5° and 10° increased the TS of all groups by up to 3.0 dB. Myctophid
lateral aspect TS was consistently about 6 dB higher than the dorsal TS. Physiological analysis of
the fishes’ swimbladders revealed that the swimbladder is not the dominant scattering mechanism in
the myctophid fishes studied. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1382620#

PACS numbers: 43.30.Sf, 43.30.Ft, 43.20.Fn@DLB#

I. INTRODUCTION

The mesopelagic boundary community found in the wa-
ters over the slopes of the Hawaiian Islands is a distinct,
land-associated community of micronektonic fish, shrimp,
and squid~Reidet al., 1991!. The species composition of the
boundary community is different from that of the sound-
scattering layer found in the open ocean surrounding the is-
lands~Reid, 1994!. Gut-content analyses of a variety of fish
including snappers~Etelis coruscansandEtelis carbunculus!
~Haight et al., 1993!, tunas~He et al., 1997!, billfish ~Skill-
man, 1998! as well as spinner dolphins~Stenella longirostris!
~Norris and Dohl, 1980! in Hawaii have established that
much of their prey is taken from the boundary community.
Clearly, the mesopelagic boundary community is an impor-
tant component of the coastal ecosystem in Hawaii, and
other Pacific islands. This layer, however, has not been well
studied. Only one study has concentrated specifically on this
important zone~Reid, 1994; Reidet al., 1991!, with two oth-
ers looking at it incidentally~Amesbury, 1975; Struhsaker,
1973!. All of these studies used trawling as their primary
method of sample collection.

Midwater trawling research~Amesbury, 1975; Reid,
1994; Riedet al., 1991; Struhsaker, 1973! has been very
valuable in identifying specific species and obtaining some
general information about the spatial structure of this bound-
ary community of micronekton. However, trawling tech-
niques alone have severe disadvantages. Trawling studies are
relatively localized. Reid’s work, for example, consisted of 3
stations around Oahu and another 11 stations around the
Maui area. Trawls must be launched from a large ship and
are therefore expensive and time consuming. In addition, and

probably most importantly, there is the inherent bias associ-
ated with ‘‘net avoidance’’~Holliday and Pieper, 1995; Med-
win and Clay, 1998!. In one study a comparison of trawl
sampling and acoustic methods found that acoustic sampling
estimated biomass seven times greater than trawl estimates
~Koslow, 1997!. Sampling with nets yields a highly biased
assessment of overall biomass and relative composition of
marine pelagic communities~Kenchington, 1989!. Moreover,
trawling cannot assess small-scale spatial and temporal het-
erogeneity effectively. The combined difficulties of trawling
used alone severely hinder any attempt to assess the biomass,
diversity, community structure, and trophic organization of
marine communities~Koslow, 1997!.

The use of acoustic methods to estimate animal abun-
dance in the wild requires information on the acoustic size,
target strength, or backscattering cross section, of individual
organisms~MacLennan, 1990; Thiebauxet al., 1991! as well
as knowledge about other reflective characteristics of indi-
vidual animals in the community~Love, 1969!. Both echo-
energy integration and echo-counting techniques require an
estimate of the target strength of individual targets~MacLen-
nan, 1990!. No target strength measurements are available
for myctophid fishes, which comprise more than 50% of the
species and individuals of the Hawaiian mesopelagic bound-
ary community~Reidet al., 1991!. To understand the depen-
dence of target strength on length and tilt or roll angle, live
mesopelagic organisms were tethered in a shipboard seawa-
ter tank and ensonified with a 200-kHz signal. The validity
and field applicability of tethered single-fish measurements
have been established~Foote, 1983!. The goal of this work
was to obtain reliable estimates of target strength and its
variability for use in acoustic surveys of the Hawaiian me-
sopelagic boundary community.a!Electronic mail: benoit@hawaii.edu
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II. METHODS

Trawling for micronektonic organisms was conducted
using a 2-m-opening Isaacs-Kidd Midwater Trawl~IKMT !
during two cruises in May and July of 2000 aboard the
NOAA ship TOWNSEND CROMWELL. The trawl was towed
obliquely for 20 to 30 min, reaching a maximum depth of
200 m. The ship was traveling between 3 and 4 kn with wire
sent out at 25 m per min. The various live animals from the
mesopelagic boundary community that target strength mea-
surements were obtained from are shown in Table I.

Live organisms from the mesopelagic boundary commu-
nity and other organisms in the same size range were trans-
ferred into an aerated seawater container on deck to await
study. Within one-half hour of initial retrieval, a single, ro-
bust individual was transferred into a container filled with 1
liter of water. To tranquilize the animal for study, bubbling
CO2 was administered via Alka-Seltzer tablets. Tablets were
added one-quarter at a time until the animal was subdued.
The anesthetized individual was then mounted upside down
over an upward-looking transducer on the bottom of the
tank. Animals were mounted with monofilament lines as
shown in Fig. 1, to a wooden frame that kept the animal
motionless. The frame rested on the top of a 2000-L free-
standing shipboard tank filled with seawater. Animals were
held 0.3 m from the surface of the water, 1 m above the
transducer~Fig. 2!. Air bubbles were removed from the sur-
face of the animal and the monofilament tethers with stream-
ing seawater. To observe the effect of angle on the measured
target strengths, the wooden frame could be rotated 5- and 10
deg about the dorso-ventral and lateral axes of the animal by

raising one side of the frame with a wooden block and re-
centering the target animal.

One hundred echoes were obtained from the dorsal as-
pect of each animal using a Computrol, Tournament Master
Echosounder NCC 5300 modified to read directly into a lap-
top computer. The envelope of the echo was digitized at a
sampling rate of 10 kHz with a Rapid System R1200. The
echosounder used a 200-kHz outgoing signal with a pulse
length of 130ms. The acoustic reflection of 20 individuals
was also measured 5- and 10-deg from dorsal in both the tilt
and roll planes, and 8 individuals were measured from the
lateral aspect.

Target strengths of individual animals were calculated
using an indirect calibration procedure incorporating refer-
ence targets. Calibration of the experimental setup was ac-

TABLE I. Summary of mesopelagic boundary animals measured.

Family Species
Number
measured

Size range
~cm!

Mean size
~cm!

Fishes
Myctophidae

Benthosema fibulatum 29 2.4–7.9 5.2
Diaphus adenomus 8 3.7–6.4 5.3
Diaphus chrysorhynchus 7 3.2–6.4 4.7
Diaphus trachops 3 3.3–3.9 3.7
Idiolychnus urolampus 2 3.6–4.7 ¯

Myctophum brachygnathos 5 4.4–8.2 6.1
Astronesthidae

Astronesthes lucifer 1 5.9 ¯

Bregmacerotidae
Bregmacerossp. 1 5.0 ¯

Squids
Endoploteuthidae

Abralia trigonura 5 1.2–4.2 2.5
Chiroteuthidae

Chrioteuthis imperator 2 1.8–2.2 ¯

Cranchiidae
Liocranchia reinhardti 1 3.6 ¯

Shrimps
Gnathophausidae

Gnathophausia longispina 2 4.5–7.4 ¯

Pasiphaeidae
Pasiphaea truncata 1 6.8 ¯

Sergestidae
Sergia fulgens 11 2.6–8.3 5.8

FIG. 1. Illustration of a representative fish, squid, and shrimp showing how
they were mounted with six monofilament lines.

FIG. 2. Experimental setup. A wooden frame that held the subject upside
down 0.3 m from the surface of the water and 1 m above an upward-looking
transducer rested on a 2000-L seawater tank aboard the ship. The frame
could be rotated 5° and 10° about the dorso-ventral and lateral axes of the
animal by raising one side of the frame with a wooden block and recentering
the target.
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complished by substituting a 0.79-cm-diameter solid-steel
sphere for the fish and comparing the echo level of the target
fish to that of the reference target. A 0.64-cm and 1.11-cm
sphere were also measured to confirm the calibration. The
target strength of each sphere was measured from the levels
of the incident and reflected signal from the sphere measured
with a separate, calibrated hydrophone. The target strength of
an individual animal from the mesopelagic layer (TSmbl) was
determined from the equation

TSmbl520 log~Venvelope/Vcalibrated!1TSsphere, ~1!

where Venvelope is the voltage received by the echosounder
from the animal, Vcalibrated is the voltage received from a
sphere at the same range, and TSsphere is the known target
strength of the sphere.

The standard length of fishes~the distance between the
snout to the end of the caudal peduncle!, the mantle length of
the dorsal side of the squids, and the total length of the
shrimp species was measured with vernier calipers to the
nearest 1 mm. Boundary community organisms were then
identified to species and frozen for later analysis. Dorsal as-
pect target strengths of individuals as a function of the log of
their length for practically definable biological classes were
analyzed using regressions.F tests were used to test the sig-
nificance of each regression’s slope.

Frozen fish were thawed and dissected under a dissect-
ing microscope to look at the characteristics of their swim-
bladders. An ocular micrometer was used to measure the
maximum length of the major and minor axes of the swim-
bladder. The state of the swimbladder, inflated or not, was
noted and the swimbladder was completely removed. Thin
sections were made of the extracted swimbladder to analyze
its contents.

III. RESULTS

Echoes from 14 gelatinous animals, shown in Table II,
from four major groups were not detectable with the echo-
sounder system. Eleven of the organisms had gas inclusions
or shells. The threshold level of the echosounder system was
measured to be263 dB.

Variation among the 100 echoes measured for each in-
dividual fish, shrimp, or squid at each aspect was limited to
62.6 dB and was distributed normally about the mean. The
dorsal aspect target strength at 200 kHz of mesopelagic fish
(n556) was a function of the log of the fish’s standard
length@Fig. 3~A!#. All measurements are within the range of
geometric scattering. This relationship can be expressed as

TS520 log~standard length in cm!258.8. ~2!

in dB re 1 m. Ther 2 of this relationship was 0.83. AnF test
revealed that the slope of the regression was significantly
different from zero (P,0.05). If only myctophid fish are
considered by removing the bregmaceroid and astronesthid,
the relationship remains the same; however, ther 2 for this
relationship was 0.91 and was significant atP,0.01. One
myctophid fish species was abundant enough to be consid-
ered independently. The regression forBenthosema fibulatum
can be represented by the same equation; however, ther 2

increased to 0.94. AnF test revealed the slope of the regres-
sion was significantly different from zero atP,0.01. Myc-
tophid fish from the genusDiaphus, represented by three
species,D. adenomus, D chrysorhynchus, andD. trachops,
had the same relationship as well. Ther 2 for Diaphuswas
0.91 and the slope was significant at theP,0.05 level.

The dorsal aspect target strength of eight individuals
from three squid species,Abralia trigonura, Chrioteuthis im-
perator, andLiocranchia reinhardti, was correlated with the
log of the squid’s mantle length@Fig. 3~B!#. The best-fit re-
gression for these measurements, which are within the range
of geometric scattering, can be expressed as

TS518.8 log~mantle length in cm!261.7, ~3!

in dB re 1 m. The data had anr 250.81 and anF test re-
vealed that the slope of the regression was significant (P
,0.05).

The dorsal aspect target strength of 12 individuals of
three species of mesopelagic shrimps,Gnathophausia long-
ispina, Pasiphaea truncata, and Sergia fulgenswas corre-
lated with the log of the shrimp’s total length@Fig. 3~C!#.
The best-fit regression line can be expressed by the equation

TS519.4 log~ length in cm!274.1, ~4!

in dB re 1 m. The data were within the range of geometric
scattering and had anr 250.83 and the slope was significant
at theP,0.05 level. The echoes from two shrimps, 2.6- and
3.2-cm long, were not detectable.

The effect of tilt angle and roll angle on the target
strength of 13 myctophids is shown in Fig. 4~A!. Target
strengths of fish tilted 5° head down were, on average, 1.6
dB lower than the dorsal aspect target strength of the same
individual. Tilting the fish head down by 10° decreased the
target strength by an average of 2.3 dB relative to dorsal
aspect target strengths. Tilting the fish’s head up 5° increased
the target strength relative to the dorsal target strength by an
average of 0.9 dB. Tilting the fish head up by 10° increased
the target strength relative to the dorsal aspect target strength
by an average of 1.7 dB. When the fish was angled 5° to one
side, the target strength increased an average of 1.0 dB. A
roll angle of 10° caused an increase of an average of 1.8 dB.

TABLE II. Gelatinous mesopelagic organisms caught in the IKMT along
with mesopelagic boundary animals. These animals were also measured but
none returned an echo above the threshold of the echosounder,263 dB.

Order
Species

Number
measured

Size range
~cm! Inclusions

Salps
Salpida

Salpa spp. 4 3.8–6.5 gas
Pyrosomes

Pyrosomidae
Pyrosomas spp. 3 11.0–16.4 none

Heteropods
Mesogastropoda

Family Heteropoda, sp. unknown 2 3.1–4.2 shell
Siphonophores

Calycophora
unknown 5 6.2–17.1 gas
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The lateral~side aspect! target strength at 200 kHz of
eight mesopelagic fishes, one astronesthid, and seven myc-
tophids is given in Table III. The lateral target strength of the
astronesthid was 0.8 dB lower than its dorsal target strength.
The lateral target strengths of the myctophids were an aver-
age of 6.0 dB higher than their dorsal target strengths.

The effect of tilt and roll angle on the target strength of
four squids showed that tilting the squid head down 5° in-
creased the target strength relative to the dorsal aspect target
strength an average of 0.6 dB@Fig. 4~B!#. Tilting the squid’s
head down 10° increased its target strength by an average of
0.7 dB, while tilting the squid head back 5° increased its
target strength relative to its dorsal target strength by an av-
erage of 0.6 dB. Tilting the squid back 10° increased its
target strength by 0.9 dB, on average. Changing the squid’s
angle by rolling it 5° to one side increased its target strength
by an average of 0.7 dB relative to its dorsal aspect target
strength, while rolling the squid 10° to one side increased the
target strength by 0.6 dB.

The effects of tilt and roll angle on the target strengths

of three shrimps are shown in Fig. 4~C!. Tilting the shrimps
forward, head down, by 5° increased their target strength
relative to their dorsal target strength by an average of 1.6
dB. Tilting the shrimps forward by 10° increased their target
strength relative to their dorsal target strength by an average
of 2.6 dB. Tilting the shrimps backward by 5° and 10° de-
creased their target strengths relative to dorsal by an average
of 2.0- and 3.3-dB, respectively. Rolling the shrimp 5° to one
side increased its target strength relative to dorsal by an av-
erage of 0.7 dB. The target strengths of shrimps rolled 10° to
one side also increased their target strength by an average of
0.7 dB.

The relationship between the standard length of fish and
the maximum length of the major and minor axes of the
fish’s swimbladder was not regressive~Fig. 5!. The r 2 for
fish standard length against the length of the swimbladder’s
major axis was 0.02. For the swimbladder’s minor axis, the
r 2 was 0.01.F tests show that neither line has a significant
slope (P@0.05). There is also no relationship between the
log length of the major or minor axes of the swimbladder and

FIG. 3. ~A! Dorsal aspect target strengths at 200 kHz of
56 individuals of various mesopelagic fish species plot-
ted against the log of the fish’s standard length in cm.
The predictions of Love~1970! for dorsal aspect target
strength values for fish equal in size to the measured
individuals are represented by the dashed line. All me-
sopelagic fish are represented by empty circles, the
best-fit logarithmic curve for all fish, TS520 log ~stan-
dard length!258.8, had anr 2 of 0.83. Only myctophid
species are represented by a square (n554), including
only this data, the curve had anr 2 of 0.91. ~B! Dorsal
aspect target strengths at 200 kHz of eight individuals
representing three mesopelagic squid species plotted
against the log of the squid’s mantle length in cm. The
measured dorsal target strengths are represented by the
filled diamonds. The best-fit logarithmic curve, TS
518.8* log ~mantle length!261.7, had anr 250.81 and
a significant slope (P,0.05). The predictions of dorsal
aspect target strength at 200 kHz for individuals of the
same size as the measured individuals are represented
by the dashed lines: flying squid,Ommastrephes bar-
trami ~Arnayaet al., 1989; Kajiwaraet al., 1990!, Lo-
ligo edulis ~Lee et al., 1991!, andTodarodes pacificus
~Arnayaet al., 1989!. ~C! Dorsal aspect target strengths
at 200 kHz of 12 individuals representing three meso-
pelagic shrimp species plotted against the log of the
shrimp’s length in cm. The best-fit logarithmic curve,
TS519.4* log ~length!274.1, had anr 250.83 and had
a significant slope (P,0.05). The dashed line repre-
sents the dorsal target strength at 200 kHz ofSergia
lucens~Imazeki et al., 1989!, a species closely related
to Sergia fulgens, the most abundant species in this
sample.
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target strength. Ther 2 for each comparison was less than 0.1
with P@0.05. Of the 38 swimbladders examined, 11 were
completely empty, 1 was filled only with gas, 16 were filled
only with a solid wax, and 10 had a solid wax core sur-
rounded by a thin layer~1 mm or less! of gas. The empty

swimbladders looked like two thin layers of tissue com-
pletely adhered to each other; there appeared to be no gas
content in these swimbladders. Only one species,Diaphus
adenomus, was observed with all swimbladders in the same
state~empty!. All other species had at least one individual
with an empty swimbladder and at least one with solid wax
in its swimbladder. The lack of relationships between fish
length or target strength and swimbladder length did not
change if animals were broken down by species or by swim-
bladder content. The lengths of the two axes of the same
swimbladder were significantly correlated with anr 2 of 0.49
andP,0.01. It is important to note that, unlike many other
species of fish whose swimbladder’s length is often more
than 70% of the length of the fish~Saenger, 1989!, the maxi-
mum length of the swimbladder in these myctophid fishes
was, on average, 5% of the length of the fish. The small sizes
of these swimbladders, represented by the filled oval within
the fish in Fig. 1, all less than 12 mm in maximum length,
precluded any measures of the position of the swimbladder
relative to the fish.

FIG. 4. ~A! The effect of tilt angle~left! and roll angle
~right! on the 200-kHz target strength of 13 myctophid
fish. They axis shows the difference of the measured
target strength from the dorsal aspect target strength of
the same individual.~B! The effect of tilt angle~left!
and roll angle~right! on the target strengths of four
squids. They axis shows the difference of the measured
target strength from the dorsal aspect target strength of
the same individual.~C! The effect of tilt angle~left!
and roll angle~right! on the target strengths of three
shrimps. They axis shows the difference of the mea-
sured target strength from the dorsal aspect target
strength of the same individual.

TABLE III. Lateral target strengths at 200 kHz for 8 mesopelagic fishes, 1
astronesthid and 7 myctophids. The lateral target strength of the astronesthid
was 0.81 dB lower than its dorsal target strength. The lateral target strengths
of the myctophids were an average of 6.0 dB higher than their dorsal target
strengths.

Species
Dorsal TS

~dB!
Lateral TS

~dB!
TS diff
~dB!

Astronesthes lucifer 241.6 242.4 20.8
Benthosema fibulatum 251.2 244.6 6.6
Benthosema fibulatum 243.3 235.4 7.9
Benthosema fibulatum 241.8 234.9 6.9
Benthosema fibulatum 241.4 235.3 6.1
Diaphus adenomus 244.2 239.1 5.2
Diaphus chrysorhynchus 243.2 238.6 4.6
Myctophum brachygnathos 242.2 237.3 4.9
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IV. DISCUSSION

The gelatinous animals captured in the same trawls as
the mesopelagic boundary community animals did not return
echoes high enough to be detected by the echosounder sys-
tem. Many of these animals had intact gas inclusions or
shells that might have been predicted to serve as strong tar-
gets. However, Stanton and his colleagues~1998! found that
siphonophores with gas enclosures had a target strength near
270 dB, at 200 kHz. They also found that shelled pelagic
gastropods, morphologically similar to the heteropods exam-
ined here, had target strengths less than270 dB at 200 kHz.
The target strength of a gelatinous animal lacking either a
shell or gas inclusion,Aurelius aurelia, equivalent in size to
the animals observed in this study would have a target
strength of about275 dB ~Mutlu, 1996!. The lowest target
strength the echosounder system can measure was measured
to be 263 dB, well above the various target strength mea-
sures for gelatinous animals. Wiebeet al. ~1990! found that it
took more than a thousand pelagic gastropods per cubic
meter to create a scattering strength of243 dB, in the range
of the target strength of one mesopelagic boundary commu-
nity animal. While densities of gelatinous animals with in-
clusions might occur in Hawaii, the change in echo-energy
estimates of density in the field would be very small relative
to the high densities of the boundary community that have
been observed~Benoit-Bird et al., 2001!.

The dorsal aspect target strength of myctophid fish was
strongly dependent on the log of their standard length. The
slope andy intercept of the regression were not affected by
including only the most abundant species or genus. There
appears to be little effect of taxonomy on target strength
within the myctophids represented in this sample. They in-
tercept of the regression line for myctophids was 5.2 dBre 1
m higher than the generalized regression for fish presented

by Love ~1970! corrected to be referenced to 1 m. It is un-
clear why the observed target strengths of the myctophids in
this study were consistently so high. The pulse length used
was not short enough to resolve parts of an individual fish
except perhaps of our largest specimens. The use of only the
envelope of the echo limits the possibility that highlights
from the echo could be resolved even on the largest speci-
mens because of their relatively small size, further eliminat-
ing the possibility that target strength based on a highlight
could be obtained. If target strength based on a highlight was
measured, we would expect the largest individuals to be out-
liers on the graph, which is not the case. The values mea-
sured for the myctophids in this study are within the range of
values presented by Love~1970! for fish in the same size
range. It is probable that morphological differences between
the species used in previous work and the myctophids used
here, as well as differences between individual fish, the rela-
tively small sample sizes, and the different methodologies
used, could explain the variation.

Other researchers have found that the swimbladders of
fish from the myctophid geni that are represented in this
study are often uninflated, wax invested, or apparently non-
functional ~Brooks, 1977; Neighbors, 1992; Neighbors and
Nafpaktitis, 1982; Saenger, 1989!. The fish of the species
investigated here also were rarely filled with only gas. Most
were empty or wax invested. Depth of capture was appar-
ently not the cause of the observation of empty swimblad-
ders, as two of the fish with empty swimbladders, two with a
mixture of solid wax and gas in their swimbladders, and one
with only solid wax in its swimbladder were caught at the
surface with a dipnet. This reduction or loss of a gas-filled
bladder, shown to be the largest component of backscattering
from swimbladdered fish~Foote, 1980!, raises the question:
what is the dominant scattering mechanism of these fish?
Our data show no relationship between a fish’s length or
target strength and the size of its swimbladder or its content.
Clearly, the swimbladder is not causing the echoes observed
here. Perhaps as in other fish observed, the head region, pri-
marily the skull, is an important source of scattering~Reeder
et al., Sunet al., 1985!.

The target strength of mesopelagic squids was positively
correlated with their mantle length. The target strengths of
the squids in this study were similar to the 200-kHz target
strengths of the flying squid,Ommastrephes bartrami, of the
same size. The target strengths measured in this study were
3.9 dB less than those measured by Kajiwaraet al. ~1990!
for flying squid and 3.1 dB higher than those of Arnayaet al.
~1989! for the flying squid. The target strengths for the me-
sopelagic squids in this study were also only 4 dB higher
than the target strengths measured by Arnayaet al. ~1989!
for equally sizedLoligo edulis. Target strengths have been
reported forTodarodes pacificuswhich were about 30 dB
less than those observed for the mesopelagic squids in this
study~Leeet al., 1991!. The slope of the regression of length
versus target strength for mesopelagic squids was somewhat
less than those of the other squids, suggesting that target
strength is less dependent on mantle length in this sample.
This difference might be attributable to differences in mor-
phology and scattering characteristics between the three spe-

FIG. 5. The standard length of myctophid fish against the maximum length
of the major and minor axes of their swimbladders. No regressive relation-
ship was found for either measurement. Ther 2 for fish length against the
major axis was 0.02 with aP@0.05. Ther 2 for fish length against the minor
axis was 0.01 with aP@0.05.
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cies of squids in this sample, as well as the relatively small
sample size.

The dorsal target strength at 200 kHz of the three meso-
pelagic shrimp species was significantly correlated with the
total length of the shrimp. Eleven of the 14 shrimps in this
sample wereSergia fulgens. The target strengths of the
shrimps in this sample were 4.1 dB higher than those found
for Sergia lucens~Imazeki et al., 1989!, a species closely
related toSergia fulgens. The difference in target strength
between the two samples is likely a result of the multispecies
composition of this sample, differences betweenS. fulgens
and S. lucens, and differences in methodology and equip-
ment.

Tilting myctophid fish by 5° and 10° changed the mea-
sured target strengths by up to 3 dB. The target strength
decreased as the fish was tilted forward, head down. The
farther the fish was tilted forward, the more the target
strength decreased relative to dorsal target strength. Target
strength increased as the fish was tilted backward, increasing
more with increased tilt angle. This agrees with the pattern
observed for target strength changes as a function of tilt
angle in many species of fish~Kubecka, 1994; MacLennan
and Simmonds, 1992!. The opposite pattern has been ob-
served in other fish species~Do and Surti, 1990!. Maximum
target strength is generally observed when the primary
source of scattering is oriented perpendicular to the acoustic
beam~Kubecka, 1994!. Thus, the orientation of the primary
source of scattering relative to the axis of the fish determines
the tilt angle that will produce the maximum scattering
strength. The source of scattering in myctophid fish appears
to be tilted forward~about 10° down! relative to the axis of
the fish.

The pattern of target strength changes observed for myc-
tophids was reversed for shrimps; forward tilt increased tar-
get strength while backward tilt decreased it. The magnitude
of the change could reach 3.3 dB. This fits the direction of
change predicted by the bent cylinder model of Clay~1992!
when defining dorsal aspect the way we have here, as paral-
lel to the carapace.

No consistent pattern in target strength was observed
with changing tilt angle for squids. The greatest change was
2.2 dB. This is consistent with the observations of Leeet al.
~1991! and Arnaya and Sano~1990!, who found that the
species of squids they measured were omnidirectional with
respect to acoustic scattering strength. The scattering process
associated with squid is still poorly understood and, unfortu-
nately, these data are not helpful at obtaining a deeper under-
standing of the process.

Roll angles of 5° and 10° increased the target strength of
myctophid fish relative to their dorsal aspect target strength.
The greater angle had a greater effect on the target strength,
causing a maximum change in target strength of 3 dB. Lat-
eral target strength of myctophids was consistently approxi-
mately 6 dB higher than the dorsal target strength for the
same individual. The single astronesthid measured had a lat-
eral target strength lower than its dorsal target strength, by
less than 1 dB. Rolling shrimps 5- and 10-deg showed a
similar pattern in target strength change as myctophids, an
increase in target strength with increasing roll angle. The

maximum effect of roll angle on shrimp target strength was
1.7 dB. Again, no pattern was evident for squids where the
maximum change in target strength due to roll angle for an
individual was 1.3 dB. There was large variability in the
effect of tilt or roll on target strength changes and not every
individual conformed to these generalities.

Tilt and roll angles have been shown to have a profound
impact on acoustic field measures of animal abundance
~Huse and Ona, 1996; Mukai and Iida, 1995!. These obser-
vations, however, were made on single species aggregations.
The use of information on the effect of tilt and roll angle on
target strength in the field is most effective when studying
not only single species aggregations, but also animals from
the same size class. The mesopelagic boundary community is
diverse and is found in assemblages composed of many size
classes and not only a variety of species, but also species
from more than one biological group. The differences in tar-
get strength as a function of tilt angle observed in animals
from the Hawaiian mesopelagic boundary community were
relatively small, less than 3.5 dB. In the field, these differ-
ences would be overshadowed by the differences caused by
species and size class variability. Consequently, these mea-
surements of tilt angle provide valuable information for error
estimation in the field, particularly on this vertically migrat-
ing community. As the community rises early in the evening,
the target strength of fish will be lower than their target
strength as they swim downwards later in the evening. The
opposite will be true for the shrimps. These differences may
cause the echo-energy integration estimates of density or bio-
mass to appear different between two times at the opposite
ends of the migration when the real densities are equivalent.
They could also cause field estimates of the size of individu-
als creating echoes to be under- or overestimated, depending
on the animal group being measured and the time observed
as even at rest, myctophids, for example, are often observed
at a significant tilt~Barham, 1971!. However, tilt angle data
cannot be directly applied to abundance estimates or used for
identification of animal behavior without more information
on community composition than can be obtained from
single-frequency acoustics alone.

The information obtained in this study will support
quantitative estimates of abundance in future acoustic field
studies of the Hawaiian mesopelagic boundary community.
These data will also allow estimation of the levels of varia-
tion and uncertainty in field data and may permit major com-
positional differences in the boundary community to be ob-
served with acoustics, particularly since the fishes and squids
have such different target strength–length relationship than
the shrimps.
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A series of time-reversal experiments was performed in shallow water including a range-dependent
slope environment. Time-reversal arrays implemented with center frequencies of 445 and 3500 Hz
achieved sharp focal regions up to ranges of 30 and 13 km, respectively in 110–130-m shallow
water. In this paper, resolution expressions are derived using an image method to describe the focal
sizes achieved with time-reversal arrays in various ocean environments. Analysis for the measured
data indicates that the focal size approaches the diffraction limit of an array for given waveguide
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I. INTRODUCTION

Recently, acoustic time-reversal mirrors~TRMs! have
been demonstrated in the laboratory1,2 and in the ocean.3–5

Time reversal, also referred to as the process of phase
conjugation6 in the frequency domain, refocuses the incident
acoustic field back to the origin of a probe signal regardless
of the complexity of the medium. The focusing or the reso-
lution of a TRM can be described by wave diffraction limits;
Rayleigh and Fresnel limits for the transverse and the longi-
tudinal resolution.7 In free space, the resolution is described
with the physical extent of an aperture, but in an ocean wave-
guide, the spatial complexity of the sound field resulting
from multipath propagation increases the resolution over free
space. The purpose of this paper is to describe the resolution
accomplished with time-reversal arrays in various ocean en-
vironments.

The resolution issue for TRMs is the same as the reso-
lution of matched-field processing~MFP!.8 While a propaga-
tion model is used to match the source-generated sound
fields in MFP, the time-reversed signal is physically back-
propagated to the original source position using a source–
receiver array in a TRM. MFP requiresa priori environmen-
tal information along the propagation path for accurate
simulation of wave fields, but such measurements often are
not practical. On the other hand, time reversal is an environ-
mental self-adaptive process. Hence, the focal size realized
with a TRM can be considered as the maximum achievable
resolution of MFP for given waveguide conditions.

Greater performance of an array in a waveguide over the
free-space diffraction limit already has been mentioned in the
context of MFP using Cramer–Rao bounds,8 in ultrasonic
experiments,9 and in ocean experiments.3 A simple way to
look at resolution is to recognize that a water-column-
spanning array can produce a focal spot with vertical extent

of approximately the waveguide depth divided by the num-
ber of modes, i.e., the shortest vertical wavelength which
results from the highest order effective mode. In this paper
we present foci achieved with low-~445 Hz! and high-
frequency~3500 Hz! TRMs in various ocean environments.
Resolution expressions using an image method are derived
for a Pekeris waveguide and a wedge ocean to describe the
measured focal sizes. This description provides physical and
quantitative insight into how waveguide parameters such as
geometry and attenuation affect resolution in MFP as well as
in the time-reversal process.

In this study, we do not consider dynamic ocean
effects10,11 under the assumption that the ocean is static dur-
ing the time between the forward propagation and the time-
reversal backpropagation. The measured data presented here
were selected from the signals which were backpropagated
within 2 min of reception. The possible components of time-
dependent ocean variations on this time scale are surface and
internal waves. Since the observed sound-speed profiles dur-
ing the experiments were strongly downward refracting and
the periods of internal waves are much longer than this time
scale, the effect of these dynamic feature is assumed to be
negligible.

In the next section, time-reversal experiments are briefly
described and the measured foci in various ocean environ-
ments are presented. In Sec. III, we formulate the equations
describing time-reversal focusing in free space and ocean
waveguides. The equation describing the focused acoustic
field is interpreted as the near-field beam pattern of an array.
In Sec. IV, the transverse~doped! and longitudinal~range!
resolution expressions are derived from the beam-pattern
equations. The bottom attenuation serves as an aperture
shading and reduces the effective aperture of TRM. In Sec. V
the measured time-reversal foci are compared with the
theory.a!Electronic mail: seongil@mpl.ucsd.edu
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II. TIME-REVERSAL EXPERIMENTS

A. Experimental setup

Here, we briefly describe the experimental equipment
and the environmental conditions of the sites where the time-
reversal experiments were performed.3–5 Refer to the cited
references for the detailed descriptions of hardware and
ocean environments. The important point is the difference in
geoacoustic properties between the Formiche and Elba areas,
which resulted in different attenuation and focal sizes.

We performed a series of time-reversal experiments in
two areas~near Formiche and Elba islands! off the west coast
of Italy ~see the boxes in Fig. 1!. The two experimental sites
have very different seabed properties.12–15The area near For-
miche is a relatively flat environment with water depth of
about 120–130 m. The sediment contains a homogeneous
clay layer with thickness varying between 4 to 8 m. Since the
sound speed in the sediment layer is less than the water col-
umn ~slow bottom!, most of the acoustic energy penetrates
into the sediment layer and interacts with the silt sub-bottom
resulting in large attenuation. The area north of Elba has 2-
to 3-m-thick sand sediments where sound speed in the sedi-
ment is known to be greater than that of the water column
~fast bottom!. The water depth in the flat Elba area is about
110–120 m. Experiments were performed both in the flat
area and the slope environment close to the island. In the
slope environment, the water depth decreases from 115 to 0
m in about a 10-km range. The slope is steeper near the
island~;2°!. Figure 2 shows the two-layer geoacoustic mod-
els for these areas.14,16

Figure 3 shows the experimental setup for acoustic and
oceanographic measurements. A TRM was implemented
with a vertical source–receiver array~SRA!. The SRA re-
ceives an incident signal from a probe source~PS! and re-
transmits the time-reversed signal to the receiving array
which is collocated with the PS. In April 1996 and May
1997, a TRM was deployed near Formiche di Grosseto con-

sisting of a 77-m SRA with 20 hydrophones and 20 contigu-
ously located slotted cylinder sources with a frequency of
445 Hz. Each element of the SRA was operated at a nominal
source level of 160 dB/1mPa with 50-ms pure-tone pulses.
The SRA was hardwired to the island for time-reversal pro-
cessing. A PS was located in the vicinity of a 48-element
vertical receive array~VRA! which radio telemetered all data
back to the R/V ALLIANCE. The July 1999 experiment was
performed with a center frequency of 3500 Hz both north of
Elba and in the Formiche area. The experimental setup was
similar to the previous ones but the SRA had 29 transducers
spanning a 78-m aperture. The source level of the SRA was
178 dB/1mPa and the nominal pulse lengths were 2 and 10
ms at 3500 Hz. The VRA covered 93 m of the water column
with 32 hydrophones. This time, both the VRA and SRA
were radio linked to the R/V ALLIANCE.

Oceanographic measurements included a wave rider,
current meters, and conductivity-temperature chains. Sound-
speed profiles ~SSP! were measured frequently by
conductivity-temperature-depth~CTD! casts. The SSPs col-
lected over the experiment period indicate the variability of
the upper water column, especially in the thermocline region
~Fig. 4!. The downward-refracting sound-speed structure re-
sulted in substantial interaction of the sound field with the
ocean bottom.

B. Measured time-reversal foci

In this section, we describe the measured focal structure.
Of interest are focal size variations:~1! with frequency;~2!
with waveguide conditions; and~3! with range. The results
presented in this paper are limited to the vertical focal struc-
ture. Although the horizontal focal structure also was inves-
tigated in the experiments, we do not include the results in
this study since the measured data did not cover the whole

FIG. 1. Locations of the time-reversal experiments. In April 1996 and May
1997, low-frequency~445-Hz! experiments were performed near the For-
miche di Grosseto. In July 1999, a high-frequency~3500-Hz! experiment
was carried out both north of Elba and in the Formiche area.

FIG. 2. Two-layer geoacoustic models for the experimental area:~a! For-
miche ~slow bottom! and ~b! North Elba~fast bottom!.
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scale of the horizontal resolution and the elapsed time over
which the measurements were made does not guarantee static
ocean conditions.

The focused acoustic fields were measured by the VRA.
The received signals were bandpass filtered and envelopes of
each signal was extracted using a discrete Hilbert
transform.17 A spline interpolation scheme was applied in
depth direction for the intensity data of time vs depth. The
depth focal size was defined at the 3-dB down points from

the peak level with integrations for the pulse length.
In free space, the transverse focal sizes are directly pro-

portional to the wavelengths or inversely to the frequencies.
In a waveguide, the different loss mechanisms at the bound-
aries between low- and high-frequency propagation some-
times prevent the focal sizes from being proportional to the
wavelengths. Figure 5 shows the results for two different
frequencies measured in the Formiche area~130-m water
depth!. The foci were observed at a range of 15 km with a
50-ms pure-tone pulse with a center frequency of 445 Hz
@Fig. 5~a!# and at a range of 12.73 km with a 10-ms pure-
tone pulse with a center frequency of 3500 Hz@Fig. 5~b!#.
The probe source depths were 80 m for both cases. The
vertical focal sizes are 20 and 7.5 m, respectively, with a size
ratio of 2.7 between the low-frequency and the high-
frequency focus. In this case the ratio of wavelengths is 7.8,
which is substantially different from the ratio of focal sizes.

The waveguide attenuation and geometry play important
roles for determining the focal size. Figure 6 represents the
foci obtained in three different environments:~a! Formiche
area~slow bottom!; ~b! flat Elba area~fast bottom!; and ~c!
sloping Elba area. The water depths were 130 m in the For-
miche area and 120 m in the flat Elba area. In the slope
experiment, the SRA was located in 120-m-deep water and
the probe source in 33-m-deep water. The bathymetry sloped
upwards about 1°–2° from shallow water to the island. The
focus was realized with 2-ms rectangular pulses at a center
frequency of 3500 Hz. The ranges were 7.9, 7.4, and 9.6 km,
and the probe sources were 70, 60, and 22 m deep, respec-
tively. The vertical focal sizes at the 3-dB down points are
6.3, 3.8, and 1.7 m. The main reason for the different focal
sizes is the difference in bottom attenuation between the For-
miche and Elba areas and additional geometric effects in the
sloping environment. The slow bottom in the Formiche area
causes greater attenuation than the fast bottom in the Elba
area. The geometric effects in the slope environment are dis-
cussed in Sec. IV.

The spatial focus broadens with range due to mode
stripping.4 Figure 7 shows the foci achieved with different

FIG. 3. Experimental setup for the
July 1999 high-frequency~3500-Hz!
time-reversal experiment near For-
miche di Grosseto. The time-reversal
array ~vertical source–receiver array!
consisted of 29 transducers with inter-
element spacing 2.786 m spanning 78
m of the water column. Oceanographic
measurements included regular CTDs,
a wave rider buoy, conductivity-
temperature recorders, current meters,
etc. The setups were similar for the
low-frequency ~445-Hz! experiments
except that the source–receiver array
had 20 elements spanning an aperture
of 77 m. The VRA covered 93 m of
the water column with 32 hydro-
phones in the high-frequency experi-
ment and 96-m of one water column
with 48 hydrophones in the low-
frequency experiments.

FIG. 4. Sound-speed profiles measured with CTD casts from the R/V
ALLIANCE: ~a! in the 1997 experiment and~b! in the 1999 experiment.
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ranges in the Formiche area. The focus was observed out to
30 km at 445 Hz with a 50-ms pulse and 13 km at 3500 Hz
with a 2-ms pulse. The focal size changes from 12 m at 4.5
km to 28 m at 30 km for 445 Hz and from 3.8 m at 2.2 km
to 7.3 m at 12.8 km for 3500 Hz, which shows that the focal
size is somewhat proportional to the square root of range.

III. TIME-REVERSAL FOCUSING WITH A LINE ARRAY

A. Free space

Here, we briefly review the time-reversal focusing with
a line array in free space.18 Figure 8 shows a line array of an
apertureL associated with a spherical coordinate. The pres-
sure field received at a field point (r ,w) from an elementdz
of the array is

dp5
S~z!

l
exp~ jkl !dz, ~1!

FIG. 5. Measured time reversal foci:~a! for 445 Hz with a 50-ms pulse at 15
km and~b! for 3500 Hz with a 10-ms pulse at 12.73 km. The source depths
were both 80 m. The focal size is proportional to the wavelength but the
relationship is not linear due to the differential effect of attenuation with
frequency in the ocean bottom.

FIG. 6. Measured foci for 3500 Hz with a 2-ms pulse in three different
environments:~a! Formiche area at 7.9 km range with PS at 70-m depth;~b!
flat Elba area at 7.4 km with PS at 60-m depth; and~c! sloping Elba area at
9.6 km range with PS at 22-m depth in 33-m water depth. The main reasons
for the different focal sizes are due to the difference in bottom attenuation
between the Formiche and flat Elba areas and additional geometrical effects
in a sloping environment.

FIG. 7. Measured focal sizes at different ranges from SRA:~a! for 445 Hz
and ~b! for 3500 Hz. As expected, the spatial focus in depth broadens with
range due to mode stripping. Note the different scales in pulse length, range,
and depth.

FIG. 8. A line array of apertureL associated with spherical coordinate.
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whereS(z) is either a source amplitude or an aperture shad-
ing along the array,j 5A21, k is the wave number, andl is
the path length from a source point to a receiver point. In-
serting a phase-conjugated probe signalA exp(2jkl0)/l0 into
S(z), the pressure field observed at a field point (r ,w) from
the time-reversal array is

p~ l !5E
2L/2

L/2 A

ll 0
exp jk~ l 2 l 0!dz, ~2!

whereA is the amplitude of the probe source andl 0 is the
distance from a probe source to an element of the array. The
path length is given by

l 25r 21z212rz sinw, ~3!

and using a binomial expansion,l can be represented as

l 5r 1z sinw1
z2

2r
cos2 w2

z3

2r 2 sinw cos2 w1¯ . ~4!

In the near field (1.356L,r ,kL2/2),19 only the first term of
the expansion is necessary for approximating the amplitude
term in Eq.~2!, but we need to consider to the second-order
term for the phase term since a small path-length difference
causes a large phase difference. With this Fresnel
approximation19 and the probe source position of (r 0,0), Eq.
~2! becomes

p~r ,w!5A
exp jk~r 2r 0!

rr 0
E

2L/2

L/2

expF jk
z2

2 S cos2 w

r
2

1

r 0
D G

3exp~ jkz sinw!dz. ~5!

This is a one-dimensional spatial Fourier transform expres-
sion which can be interpreted as a near-field directional func-
tion ~beam pattern! of a line array lying along thez axis. The
exponential terms associated withr become unity withr
→r 0 andw→0, i.e., to the probe source position, indicating
that the time-reversal propagation compensates for the qua-
dratic phase differences caused by the path-length differ-
ences. Along the locus of pointsr 5r 0 cos2 w the field be-
comes exactly that of a uniform line array at infinity
~Fraunhofer zone!, i.e., the far-field beam pattern. Although
the focal surface bows slightly with thez direction, it is not
enough to be of concern for a smallw. Ignoring the ampli-
tude spreading termA/rr 0 , the far-field beam pattern near
the focal region is

D~x!5E
2L/2

L/2

exp~ j xz!dz, ~6!

wherex5k sinw. Notice that the beam pattern along thez
direction is determined by the anglew; in other words, the
relative position difference between the probe source and the
observation field point, and by the wave numberk.

B. Ocean waveguide

Similarly, we can define a time-reversal focusing in a
ocean waveguide using an image method.20 Although the
image method is only applicable to the waveguide with a
homogeneous water column, the method well describes most
shallow-water propagations. The ocean surface is assumed to

be a perfect reflector, while the bottom is an interface which
reduces the pressure amplitude by a reflection coefficient
which can be determined by the geoacoustic properties of the
bottom. As a consequence of multiple reflection from the
surface and bottom boundaries, the field at the receiver is
represented as the summation of contributions from image
sources~Fig. 9!. Each image source represents the image of a
time-reversal array which spans the whole water column of
the waveguide. The higher angle image has more interactions
with the bottom and contributes less to the total field.

If we label the images with the number of interactions
they have with the bottom~Fig. 9!, the distancel i for each
set of two images whose contributions makei interactions
with bottom can be approximated as

l i'r 21~2Di !212r ~2Di !sinw. ~7!

This is same as Eq.~3! exceptz is replaced with 2Di . Al-
though the exact path length is important to describe one-
way acoustic propagations, the exact locations of the array
elements are not important for the calculation of the time-
reversed field since the time-reversal process compensates
for the phase delays caused by the path differences to each
image.6 The pressure field received by an image source from
a point source located in a waveguide is

pi5
S~u i !V~u i !

i th

l i
exp~ jkl i !, ~8!

whereS(u i) is the source amplitude,V(u i) is the reflection
coefficient of the bottom,u i is the grazing angle of the image
source which hasi interactions with bottom, andk is the
wave number.V(u i)

i th is the accumulated attenuation with
i-time bottom interactions. The pressure field observed at a

FIG. 9. Schematic of image arrays:~a! for a Pekeris waveguide and~b! for
a sloping environment. The image apertureLc is determined by the critical
angle (uc) of the bottom. The effective apertureLe is smaller due to attenu-
ation in the ocean bottom which causes shading of the image sources. In a
sloping environment, the grazing angle changes by 2a for each bounce with
the bottom which results in a difference in the effective apertureLw . The
labels at the image sources indicate the number of interaction with the
bottom.
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field point after a time-reversal process with a probe signal
AV(u i)

i th exp(jkl0i)/l0i can be represented as the summation
of contributions from each image source as

p~ l !5A (
i 52`

` uV~u i !u2u i u

l i l 0i
exp jk~ l i2 l 0i !, ~9!

wherel i
0 is the distance from a probe source to thei th image

source. Negative values ini mean the contribution from the
image sources corresponding to negativeu. In the above
equation we usedV(u i)V(u0i)

1'uV(u i)u2, whereu0i is the
grazing angle corresponding to the probe source and† ‡

1 is
complex conjugation. AlthoughV(u i) is normally a complex
value, we assumed that the phase difference caused by the
difference in grazing angles betweenu0i andu i is negligible
and the phase changes caused by the bottom reflection are
recovered by the two-way propagation of time-reversal pro-
cesses.

Assume the array element spacing to be dense enough to
be considered as a continuous array and the range from the
array to the receiver to be much greater than the channel
depth, D!R; then, the summation can be replaced by an
integration21

p~ l !'
A

2D E
2`

` uV~u!u uzu/D

ll 0
exp jk~ l 2 l 0!dz, ~10!

where z replaced the indexi with z52Di , u i and l 0i are
changed to u and l 0 , respectively. The Fresnel
approximation19 for the path length in Eq.~10! becomes

p~r ,w!5A
exp jk~r 2r 0!

2Drr 0
E

2`

`

uV~u!u uzu/D

3expF jk
z2

2 S cos2 w

r
2

1

r 0
D Gexp~ jkz sinw!dz,

~11!

and the corresponding far-field beam-pattern expression is

D~x!5E
2`

`

uV~u!u uzu/D exp~ j xz!dz, ~12!

where x5k sinw. Comparing Eq.~12! with the free-space
beam pattern of Eq.~6!, the factor from the bottom attenua-
tion uV(u)u uzu/D serves as an aperture shading which eventu-
ally determines the effective aperture of the image array.

This image approach can be further extended to a range-
dependent geometry, a wedge-shaped ocean. The slope of the
bottom interfacea is associated with the range to the apex
Ra and the water depthD as Raa'D ~Fig. 9!. A time-
reversal mirror is located at the mouth of the wedge and a
probe source at a rangeR. The probe signal propagates down
slope to the array and the time-reversed signal is backpropa-
gated up slope to the receiver. The main difference from the
flat waveguide is that sound waves experience successive
bottom reflections at incident angles 2a steeper~smaller! for
up-slope~down-slope! propagation. Noting that the grazing
angles for the first bounce and the last bounce areu i2a and
u i2(2i 21)a, respectively, the mean bottom reflection co-
efficient for thei th image source isV(u i2a i ). The accumu-
lated attenuation of thei th image source during the two-way

propagation isV(u2a i )2i . Using the relation of 2Di 5z,
the corresponding far-field beam-pattern expression for a
wedge ocean is

D~x!5E
2`

` UVS u2a
uzu
2D D Uuzu/D

exp~ j xz!dz, ~13!

where x5k sinw. Notice that the far-field beam pattern is
modified by the waveguide geometry, which is realized
through the change of the reflection coefficient.

IV. SPATIAL RESOLUTION OF AN ARRAY

A. Free space

In this section, we derive formulas describing the reso-
lution of time-reversal arrays in free space. The transverse
(Dz) resolution~breadth of focus! can be defined from the
mainlobe width of the far-field beam pattern of Eq.~6!. The
solution of the beam-pattern function is

D~w!5L sincS L sinw

l D , ~14!

wherel is the wavelength andL is the aperture. Following
the conventional definition of the 3-dB beamwidth of the
mainlobe (w3 dB'0.886l/L), the transverse resolution is

Dz50.886l
R

L
, ~15!

where sinw is approximated asw andR is the range from the
array.

Although the transverse focal structure is symmetric
along theR axis, the longitudinal structure is not symmetric
due to ther dependence in the near-field beam pattern. One
method to define the longitudinal resolution is to examine the
maximum range (r max) and the minimum range (r min) along
the R axis within which there is a good focus with phase
difference from the focal center (R0,0) less than 3p/4. Since
the maximum phase difference is caused by the end of the
aperture (6L/2), ther max and r min can be defined from Eq.
~5! as

r max'R0S 11
3l

L2 R0D , ~16!

r min'R0S 12
3l

L2 R0D . ~17!

Then, the longitudinal resolution (D r5r max2rmin) expres-
sion becomes

D r56lS R

L D 2

. ~18!

The ranges ofr max and r min roughly correspond to 3-dB
down points in amplitude from the focal center. Although the
proportionality constants needed in the above equations de-
pend on the specific resolution criteria, for a given range~R!
and wavelength~l! the focal sizes in free space are directly
proportional to the physical extent of the aperture~L! and the
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square of the aperture (L2) for the transverse and longitudi-
nal directions, respectively.

B. Ocean waveguide

The resolution expression derived for free space can be
used to define the resolution in an ocean waveguide. In the
ocean, the effective aperture increases due to the multipath
propagation caused by boundary reflections. Hence, the reso-
lution increases over a free-space environment. The effective
aperture is limited by the waveguide nature of acoustic
propagation and attenuation in the bottom. For a lossless
Pekeris waveguide of depthD, there exists a critical angle of
reflection given byuc5cos21(cw /cb) wherecw andcb are the
sound speeds in the water column and in the bottom, respec-
tively. Sound propagating within the critical angle suffers no
bottom loss and hence propagates to long distances. The
length of the image array can be roughly written as

Lc'2R tanuc , ~19!

and the corresponding resolution expressions are

Dz;
l

2 tanuc
, ~20!

D r;
l

~2 tanuc!
2 . ~21!

For a lossy waveguide, we can use the far-field beam-
pattern expression of Eq.~12! to derive resolution formulas.
Although the integration in Eq.~12! can be evaluated nu-
merically with any arbitrary reflection coefficient function
V(u), here we use a simple functional approximation of
V(u)'exp(2gu) to analytically solve the beam-pattern
equation.21 Although a more complicated functional form
would give a more accurateV(u), exp(2gu) is a good ap-
proximation for low grazing angle incidences and leads to
closed-form expressions for resolution which are sufficient
for the purpose of this paper for giving physical insight into
how waveguide attenuation affects resolution or focal sizes
associated with waveguide geometry.g is an attenuation fac-
tor which can be determined by least-squares curve fitting for
the known reflection coefficient curves with angles which
would be obtained either from a geoacoustic model20 or mea-
sured data.

With V(u)'exp(2gu), the solution of the far-field
beam pattern of Eq.~12! is ~see the Appendix for details!

D~z!;expS 2
gR

4D
k2z2D . ~22!

The depth resolution for the 3-dB beamwidth can be defined
as

Dz50.374lAgR

D
. ~23!

Using Eqs.~15! and ~23!, the corresponding linear, uniform
array having the same 3-dB depth resolution would have an
effective aperture

Le52.368ADR

g
. ~24!

From Eqs.~18! and ~24!, the range resolution in a lossy
Pekeris waveguide would be

D r51.07l
gR

D
. ~25!

In a lossy waveguide, the resolution is a function of water
depthD, medium attenuationg, and rangeR. With the ap-
proximation ofV(u)'exp(2gu), the depth resolution (Dz)
is found to be proportional to the square root of the attenu-
ation factorg and the rangeR, and the inverse square root of
the waveguide depthD, while the range resolution (D r) is
proportional to the attenuation and the range and inversely
proportional to the waveguide depth.

Using a similar approximation for the reflection coeffi-
cient in a wedge ocean, the far-field beam pattern of Eq.~13!
becomes~see the Appendix for details!

D~z!;expF2
gR

4D S 12
R

2Ra
D k2z2G . ~26!

The corresponding depth and range resolution expressions
are

Dz50.374lAgR

D S 12
R

2Ra
D , ~27!

D r51.07l
gR

D S 12
R

2Ra
D . ~28!

A uniform array having the same 3-dB focal width would
have an effective aperture

Le52.368A DR

g~12R/2Ra!
. ~29!

In a wedge ocean, an additional factorRa is included for
determining the image aperture which represents the geom-
etry of the wedge ocean with depthD. This geometric factor
results from the fact that each bounce of sound propagating
from a probe source to a time-reversal array reduces the re-
flection angle by 2a. It is apparent from Fig. 9 that for an
image interacting with the bottom in two-way transmission,
the accumulated attenuation is smaller in a wedge ocean than
in a flat ocean of constant depthD, which results in a larger
image aperture in a wedge geometry. From the perspective of
adiabatic modal propagation,20 modes are compressed with
up-slope propagation, which results in higher resolution for
the time-reversal process in sloping environments.

C. Numerical example

Here, we present a numerical example of resolution cal-
culation illustrating the depth and range resolution changes
with range in a Pekeris waveguide and in a wedge ocean. In
order to validate the accuracy of the results, we compare
them with the focal sizes obtained with a parabolic equation
full wave model.22 The model ocean consists of the pressure
release surface, 100-m water column, and infinite bottom
half space. The sound speeds are 1500 and 1600 m/s for the
water and bottom, respectively, and the corresponding densi-
ties are 1.0 and 1.8 g/cm3. The bottom attenuation is 0.7
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dB/l. In a wedge ocean the water depth decreases from 100
to 0 m in adistance of 50 km having slope of 0.114°.

The resolution calculations are at 500-Hz and the corre-
sponding wavelength is 3 m in the water column. Since the
bottom is homogeneous, the reflection coefficient is indepen-
dent of frequency. The solid line in Fig. 10~a! shows the
reflection coefficient curve as a function of angle calculated
with the geoacoustic properties. The dot-dashed line repre-
sents the approximation with exp(2gu) whereg50.75. Al-
though there are some discrepancies between those two
curves inV(u) after the critical angle~20.4°!, the difference
turns out to be very small in the accumulated attenuation of
V(u)Ru/D due to the multiple interactions for the higher angle
images. The overall effect on the pressure field from the
difference would be negligible.

As shown in Figs. 10~b! and ~c!, the depth and range
focal sizes increase with range due to the bottom attenuation.
As expected, the focal sizes are smaller in the wedge ocean
~dashed lines! than those in the flat ocean~solid lines! due to
the geometric effect under the same geoacoustic conditions.
The simulation results with a parabolic equation model22 ~the
solid circles and squares for the flat ocean and the wedge
ocean, respectively! match well with the resolution curves
obtained with the Eqs.~23!, ~25!, ~27!, and ~28!, verifying
the resolution equations derived in this paper for flat oceans
as well as wedge oceans. The effective apertures (Le) in Fig.
2~d! show that the aperture of the image array becomes much
bigger than the physical extent of the array~100 m!, resulting
in finer resolution in a waveguide over the resolution in free
space.

V. COMPARISON WITH MEASURED DATA

Here, we compare the resolution formulas with mea-
sured data. The main purpose is to describe the measured
focal sizes along with their waveguide conditions: water

depth, range, and attenuation which are parametrized in the
resolution formulation. The foci were realized with probe
source depths at 60–80 m. For these depths, the focal struc-
tures of the high-frequency~3500-Hz! signals were stable for
tens of minutes. The focal structures of the low-frequency
~445-Hz! signals were stable for longer periods of time~sev-
eral hours!.3,4 Since the data collected for this comparison
were from cases where the received probe-source pulse was
retransmitted within a few minutes, we can assume that the
foci were realized under relatively static ocean conditions.
The resolution is defined as the focal size at the 3-dB down
points from the peak signal level.

Figure 11~a! shows the comparison at 445-Hz in the For-
miche area. The resolution curve is calculated withg51.55
and D5110 m. The attenuation factorg is obtained by ap-
proximating the reflection coefficient as V(u)
'exp(2gu) which is calculated from the two-layer geoa-
coustic model for this area in Fig. 2~a!. Since the effective
modes contributing to the focal field are trapped below the
thermocline, the effective waveguide depth23 D is deter-
mined by removing the upper mixed layer~15 m! from the
total water depth. The calculated resolution curve based on
known geoacoustic parameters approximates closely the
measured focal sizes. A numerical simulation4 using a
normal-mode method also showed similar focal sizes for
these 445-Hz data.

Figure 11~b! is at 3500-Hz in three different environ-
ments: the Formiche, flat Elba, and sloping Elba areas. The
measured focal sizes are easily differentiated into three
groups, with the largest focal size in the Formiche area and
the smallest in the sloping Elba area for a given range. The
calculated resolution curves match the measured data well
with g516 andD5115 m for the Formiche area, withg
55 andD590 m for the flat Elba area, and withg51.6 and
D590 m for the sloping Elba area. The main difference in

FIG. 10. An example of resolution
calculation in a Pekeris waveguide and
in a wedge ocean. The waveguide ge-
ometries are with D5100 m, Ra

550 km. The sound speeds are 1500
m/s and 1600 for water and bottom,
respectively, and the corresponding
densities are 1.0 and 1.8 g/cm3. The
bottom attenuation is 0.7 dB/l. ~a! The
calculated reflection coefficientV(u)
and the accumulated attenuation
V(u)Ru/D at 10-km range~solid line!
and the approximation with exp(2gu)
~dot-dashed lines!. ~b! The depth reso-
lution in a Pekeris waveguide~solid
line! and in a wedge ocean~dashed
line!. The solid circles and squares are
from simulation results with a para-
bolic equation model.~c! The range
resolution.~d! The calculated effective
apertures (Le).
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effective depth between the Formiche area~115 m! and the
Elba area~90 m! is due to the differences in the thermocline
depth and the total water depth. The largerg in the Formiche
area indicates higher attenuation for waveguide propagation
and larger focal sizes. The focal size is smaller in the sloping
Elba area than that in the flat Elba area for the sameg due to
the geometric effect in a sloping environment, but an addi-
tional adjustment ofg from 5 to 1.6 was needed to explain
the measured data in the sloping area.

The attenuation factors~g516 for the Formiche area
andg55 for the flat Elba area! used for the resolution cal-
culation in Fig. 11~b! are larger than the values~g57 and
g51.5, respectively! obtained from the geoacoustic models
in Fig. 2. There can be several reasons for this mismatch.
One of them is measurement error caused by range mismatch
between the PS and the VRA. From the calculation with Eq.
~25!, the longitudinal focal sizes were about 300 and 100 m
at 5-km range for the Formiche and Elba areas, respectively.
During the experiment the PS was located within 50 m from
the VRA in the Formiche area and 20 m in the Elba area.
Although the focal size was affected by this range mismatch,
the VRA was inside the focal zone. The other possible factor
is the uncertainty in geoacoustic parameters. Since these
geoacoustic models are based on low-frequency~,800 Hz!
experiments,14,16 high-frequency sound propagation appears
to experience different loss mechanisms. The frequency-
dependent attenuation in layered sediment or additional loss

from rough boundary scattering24 can be important in high-
frequency propagation. Transmission loss measurements per-
formed during the experiment also showed higher attenua-
tion for 3500-Hz sound than attenuation values based on
lower-frequency experiments in the area.

VI. SUMMARY

Acoustic foci realized with vertical time-reversal arrays
in various shallow-water environments were presented and
analyzed using an image aperture method. For a given fre-
quency and range, the resolution is determined by waveguide
attenuation and water depth in the ocean waveguide while
the resolution is determined by the physical extent of the
array in free space. With the approximation ofV(u)
'exp(2gu) for the bottom reflection coefficient, the vertical
focal size is found to be proportional to the square root of
attenuation and inversely proportional to the square root of
waveguide depth, while the horizontal focal size is found to
be proportional to the attenuation and range and inversely
proportional to the waveguide depth. In a sloping ocean, an
additional geometric effect results in higher resolution for
up-slope focusing.
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APPENDIX: SOLUTIONS OF THE FAR-FIELD BEAM-
PATTERN EQUATIONS

The accumulated attenuation for the two-way propaga-
tion between the probe source andi th image source are
V(u)2i andV(u2a i )2i for a flat ocean and a wedge ocean,
respectively. Using the approximationV(u)'exp(2gu) with
relations of 2Di 5z, Ru'z, and Raa'D, the attenuation
expressions become exp(2gz2/RD) for a flat ocean and
exp(2gz2(12R/2Ra)/RD) for a wedge ocean. Then, Eqs.
~12! and ~13! can be written as

D~x!5E
2`

`

exp~2az2!exp~ j xz!dz

5
1

A2a
expS 2

x2

4aD , ~A1!

wherea5g/DR for a flat ocean anda5g(12R/2Ra)/DR
for a wedge ocean, respectively, andx5k sinw. Noticing
that w'Rz, Eq. ~A1! becomes

D~z!5ADR

2g
expS 2

gR

4D
k2z2D , ~A2!

and

D~z!5A DR

2g~12R/2Ra!
expF2

gR

4D S 12
R

2Ra
D k2z2G

~A3!

for a flat ocean and a wedge ocean, respectively.

FIG. 11. Comparison between the measured vertical focal sizes and the
calculated resolution based on the image aperture method with appropriate
bottom attenuation:~a! for 445 Hz in the Formiche area withg51.55 and
~b! for 3500 Hz in three different environments withg516, 5, 1.6 for the
Formiche, flat Elba, and sloping Elba area, respectively.
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The pressure derivatives of elastic moduli of a steel sphere were measured by the cavity resonance
method, a modified resonant sphere technique under gas pressure using a spherical three-layered
structure~3LS! consisting of a sample-thin gas layer–cavity container system. The pressure-induced
shifts of resonance peaks of both toroidal and spheroidal modes were observed up to 100 MPa~1
kbar! under gas pressure with helium gas. The resultant pressure derivatives of frequencies of
toroidal modes yielded a pressure derivative of shear modulus of]G/]P52.0160.08. The pressure
derivative of the bulk modulus was determined from the data of spheroidal modes,]K/]P55.0
60.4, by analyzing these data as free oscillations of the 3LS superimposed on the static
compression. The results demonstrate the efficiency of the cavity resonance method for measuring
pressure derivatives of elastic moduli of solids. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1387085#
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I. INTRODUCTION

The rectangular parallelepiped resonance~RPR! method
that uses a rectangular parallelepiped specimen to measure
elastic and anelastic properties of isotropic and anisotropic
solids has been developed based on the work of Demarest
~1971! and Ohno ~1976!. The resonant sphere technique
~RST!, a resonance method using a spherical specimen, was
originated by Fraser and LeCraw~1964! and Soga and
Anderson~1967!. RST has been extended to anisotropic ma-
terials through the contributions of Mochizuki~1988!, Viss-
cher et al. ~1991!, Suzuki et al. ~1992!, and Oda et al.
~1994!. Odaet al. ~1993! gave the analytical expressions of
partial derivatives of eigenfrequencies with respect to elastic
constants for both RPR and RST, which are very important
in the inversion procedure from eigenfrequencies to elastic
constants. Reviews of the resonance method have been pub-
lished by Maynard~1996!, Leisure and Willis~1997!, and
Migliori and Sarrao~1997!; in these reviews, the method is
called resonant ultrasound spectroscopy~RUS!.

In the resonance methods, eigenfrequencies of a sample
shaped into a cube, rectangular parallelepiped, or sphere are
measured, and elastic constants are determined by the inver-
sion of the frequency data. Since frequencies of a redundant
number of modes can be acquired at a time, the complete set
of elastic constants can be determined without repeating fur-
ther measurements. This point constitutes a major advantage
of the resonance method, especially when we want to mea-
sure anisotropic materials while changing temperature or
other physical conditions. The resonance method has there-

fore been applied to measure temperature variations in the
elasticity of various materials across a wide range of tem-
perature~e.g., Isaaket al., 1998a; Suzukiet al., 2000!.

Attempts have been made to apply the resonance
method under a high-pressure condition in order to measure
the pressure dependency of elastic constants. For this pur-
pose Ohnoet al. ~1994! proposed the ‘‘cavity resonance’’
method ~see Sec. II! and demonstrated a pressure-induced
shift of resonance peaks of a steel sphere under gas pressure,
and gave preliminary results on the pressure derivatives of
shear and bulk moduli. Isaaket al. ~1998b! measured silica
glass spheres under gas pressure, and determined the pres-
sure derivative of the shear modulus. Ohnoet al. ~2000!
demonstrated on a silica glass sphere that the cavity reso-
nance method yields pressure derivatives of shear and bulk
moduli that are in good agreement compared with those de-
rived previously. In this paper we show the results of mea-
surement and analysis of a steel sphere using the cavity reso-
nance method.

II. METHODS

In the present study we apply the cavity resonance
method to a spherical sample of steel. There exist two types
of normal modes, toroidal~torsional! and spheroidal, in the
oscillation of an isotropic sphere. The notationsnTl and nSl

are used to denote the toroidal and spheroidal modes of an-
gular orderl and radial ordern, respectively. The toroidal
mode has only displacement tangential to the surface, and
thus does not couple with the surrounding gas when the vis-
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cosity of gas is ignored. We can therefore obtain the pressure
derivative of the shear modulus by simply measuring the
pressure derivative of the frequency of a toroidal mode. This
is the reason we adopt a spherical sample of isotropic mate-
rial in this study.

On the other hand, the spheroidal mode has a displace-
ment component perpendicular to the surface, and couples
with the surrounding gas. Accordingly, to accomplish the
data reduction of spheroidal modes, we must analyze the
coupled sample–gas system. For such analysis we need to
specify suitable boundary conditions of the system. To real-
ize this we use the ‘‘cavity container’’ shown in Fig. 1.

Figure 1 shows a schematic of the assembly of the
sample, cavity container, and transducers used to measure
eigenfrequencies under gas pressure. At the center of the
cavity container is a spherical cavity in which the sample is
located with spacers of suitable thickness. The cavity is open
to the outside of the container and filled with helium gas as a
pressure medium. We analyze the measured spheroidal
modes as the free oscillation of a spherical three-layered
structure consisting of the sample, the gas layer, and the
cavity container, evaluating the effect of hydrostatic com-
pression beforehand. We call this method the cavity reso-
nance method.

III. EXPERIMENTAL PROCEDURE AND RESULTS

A steel sphere~ball bearing! with radius of 2.384 mm
and density of 7.798 g/cm3 was used as a sample. Figure 2
shows a spectrum obtained at atmospheric pressure. The
shear and bulk moduli were determined to beG0579.5 GPa
and K05165 GPa, respectively, from frequencies of the
lower 14 modes.

The assembly mentioned above was placed in the pres-
sure vessel of the high-pressure gas apparatus. The high-
pressure vessel was 19 mm in diameter and 200 mm in
height. Details of the gas apparatus are described in Kimura
et al. ~1987!. The outer shape was cylindrical, with a diam-
eter of 17 mm and a height of 19 mm. In the theoretical
calculation, the outer shape was assumed to be spherical with
a diameter of 17 mm, as indicated by a large circle in Fig. 1.

The cavity container was made of tungsten carbide alloy, and
divided into two parts for placement of the sample, as shown
by horizontal lines in Fig. 1.

A pair of lead zirconate–titanate transducers of shear
type was used in this study. The transducers were placed in
contact with the sample by the weight of the jig holding the
top transducer. Continuous sinusoidal voltage was input to
one of the transducers. The output amplitude was measured
while scanning the frequency of the input voltage~cw
method!. Measurements were made at several points up to
100 MPa~1 kbar!. Each measurement at a pressure was be-
gun 20 min after the pressure was increased or decreased to
avoid the influence of adiabatic compression or expansion of
helium gas. Pressure was measured with a Bourdon’s tube.

We monitored the temperature at the outer surface of the
pressure vessel. During the 2-day measurement period the
room temperature fluctuated within a few degrees, and it was
necessary to correct this effect in order to obtain an accurate
pressure dependence of the frequencies. For this purpose we
also measured the temperature dependence of the frequency
of the measured modes at atmospheric pressure, indepen-
dently of the measurement under pressure. An example of
the temperature correction is shown in Fig. 4~a!.

Three toroidal modes,0T4, 1T1, and0T5 and two sphe-
roidal modes,1S2 and1S3, were detected under gas pressure
up to 100 MPa. Figure 3 shows some examples of spectra
recorded at various pressures. We can see in this figure that
the resonance peaks shift to higher frequency as the pressure
increases. The frequencies of four modes are plotted as a
function of pressure in Fig. 4. The multiple peaks and lines
in Figs. 3 and 4 occur due to the splitting of the degenerate
modes. The pressure gradients of the frequencies were deter-
mined by least-squares fitting, and are listed in Tables I and
II.

IV. DATA REDUCTION

The frequency of toroidal modes of a homogeneous
sphere is expressed as follows~Sato and Usami, 1962!:

f 5hVs/~2pa!, ~1!

wheref is the modal frequency,Vs is the shear wave velocity,
a is the radius, andh is the numerical factor or dimension-
less frequency, which depends only on the radial and angular
ordersn and l, as nh l . Since the toroidal mode does not

FIG. 1. Schematic drawing of the sample–cavity container assembly for the
cavity resonance method under gas pressure. The sample is placed at the
center of the spherical cavity. The spheroidal modes of the sample are ana-
lyzed as the free vibration of the three-layered structure~3LS! of the
sample-thin gas layer–cavity container. The cavity container has a cylindri-
cal outer shape shown by thick lines. The large circle shown by thin line
indicates the imaginary spherical outer shape assumed in the theoretical
calculation.

FIG. 2. Spectrum of the steel-sphere sample obtained at the atmospheric
pressure.
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couple with the surrounding gas, differentiating~1! with re-
spect to pressureP, we have

1

f

] f

]P
5

1

2 S 1

G

]G

]P
2

1

3K D , ~2!

where G and K are the shear modulus and bulk modulus,
respectively. Using Eq.~2! along with the values ofK andG
determined at 1 atm, we have the pressure derivative of the
shear modulus at zero pressure,]G/]P5G08 . The results are
listed in Table I. The data of five peaks of three modes give
G0852.01 with ones of 0.08.

In the above discussion we neglected the effect of the
viscosity of helium gas upon toroidal mode frequencies. Sor-
bello et al. ~2000! theoretically evaluated the gas-loading ef-
fect for isotropic spheres. Whenf 0 is the frequency of a
toroidal mode without gas loading andf 5 f 01D f is that of
such a mode with gas loading, the order of magnitude of the
differenceD f is given byD f / f 0'(rghgf 0 /rG)1/2. Here,rg

and hg are the density and viscosity coefficient of the gas,
andr andG are the density and shear modulus of the solid
sample, respectively. The viscosityhg of helium gas at 1 atm
and 80 MPa is 1.86031025 and 2.07331025 Pa•s, respec-
tively ~Vargaftik, 1983!, and isrg'0.1 g/cm3 at 100 MPa.
Then, the frequency difference becomesD f '6 Hz for f 0

'2 MHz. This is negligible compared with the experimental
error, and the gas-loading effect on toroidal modes can be
ignored.

If the spheroidal mode does not couple with the sur-
rounding gas, or the coupling is so small as to be negligible,
we have

1

f

] f

]P
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1
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3K D1
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]n
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, ~3!

wheren is Poisson’s ratio. In the case of spheroidal modes,h
depends not only on the orders ofn and l but also on Pois-
son’s ratio. For the isotropic elastic bodyK5(2(11n)/3(1
22n))G, we have

]K

]P
5

2~11n!

3~122n!

]G

]P
1

2G

~122n!2

]n

]P
. ~4!

From Eqs.~3! and~4!, together with the measured] f /]P and
G0852.01 from Table I, we have]K/]P5K08 . The values of
K08 obtained in this manner are listed in column HS in Table
II.

The spheroidal mode, however, has a displacement com-
ponent perpendicular to the spherical surface and does
couple with the surrounding fluid, more or less. In this study
we treat the problem by solving the normal modes of the
hydrostatically compressed spherical three-layered structure
~3LS! of the sample–gas–cavity container. The calculation
was made using the subroutine package developed by Saito
~1988! for the earth’s free oscillation. This means that the
problem is regarded as a problem of the free oscillation of
the 3LS superimposed on the static compression. Although
the cavity container is cylindrical in its external shape, we
regarded it as spherical for the first approximation, as shown
in Fig. 1.

In order to determine the static compression of 3LS, we
must first obtain the elastic properties of the helium gas, the
cavity container, and the sample under high pressure. For
helium gas we used the data of Kimuraet al. ~1995!. For the

FIG. 3. Spectra obtained at various
pressures and showing the pressure-
induced shift of the peaks of~a! 1T1

and~b! 1S2 modes. The multiple peaks
are caused by the splitting of the de-
generate mode.
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cavity container made of tungsten carbide alloy, we used the
data of Hanayamaet al. ~1995!. For the sample we used the
following Birch–Murnaghan’s formulas based on the finite
strain theory~Birch, 1938!:

«5 1
2$~r/r0!2/321%

P53K0~112«!5/2«$11~3/2!~K0824!«%
~5!

K5K0~112«!5/2$11~3K0825!«%

G5G0~112«!5/2$11~3G08K0 /G025!«%,

where r is the density,« is the Eulerian strain,P is the
pressure, the prime denotes the derivative with respect to

pressure, and the suffix 0 denotes the value at zero pressure.
Since the pressure range measured in this study is as low as
up to 100 MPa, it may not be necessary to use the finite
strain formulas. But, we do so in order to allow for future
measurement at higher pressure.

Assuming values of 4.0, 5.0, and 6.0 forK08 , we calcu-
lated the elastic properties of the sample at high pressure
with K05165 GPa,G0579.5 GPa, andr057.798 g/cm3

from the measurement at ambient pressure, andG0852.01
from Table I. In this way, we evaluated the elastic properties
of 3LS compressed statically, and calculated the frequencies
as a function of pressure. An example is shown in Fig. 5 for

TABLE I. Measured frequencies and their pressure derivatives of toroidal
modes, and the resulting pressure derivative of shear modulus.

Frequency at 1 atm ] f /]P
Mode ~kHz! ~kHz/GPa! G085]G/]P

0T4 1087.0 13.4~7! 2.12

1T1 1227.1 13.5~6! 1.91

0T5 1335.9 15.1~9! 1.96

0T5 1336.4 15.7~7! 2.03

0T5 1337.0 15.8~6! 2.01
Average 2.01~8!

TABLE II. Measured frequencies and their pressure derivatives of spheroi-
dal modes, and the resulting pressure derivative of bulk modulus.

Mode Frequency at 1 atm ] f /]P K085]K/]P
HSa 3LSb ~kHz! ~kHz/GPa! HSa 3LSb

1S2 11S2–10S2–9S2 1063.1 13.0~4! 5.28 5.45

1S2 1064.1 12.8~6! 4.88 5.18

1S3 13S3–12S3–11S3 1404.8 16.3~9! 4.39 4.61

1S3 1406.2 16.4~7! 4.49 4.73
Average 4.8~4! 5.0~4!

aAnalyzed as homogeneous sphere of sample only.
bAnalyzed as spherical three-layered structure.

FIG. 4. Plots of the observed frequen-
cies as a function of pressure on~a!

1T1; ~b! 0T5; ~c! 1S2; and ~d! 1S3.
Open circles in~a! denote the uncor-
rected data for temperature change,
and solid circles denote the corrected
frequencies. Theoretical slopes are
also shown for comparison for the in-
dicated values of]G/]P or ]K/]P,
the pressure derivatives of the shear
modulus and bulk modulus, respec-
tively. Notation such as1S2~HS!:

11S2–10S2–9S2 ~3LS! in ~c! and ~d!
means that the1S2 mode in the homo-
geneous structure~HS! corresponds to

11S2, 10S2, and9S2 in the three-layered
structure~3LS!.
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the case ofK0855.0. For the purpose of simplicity, only the
modes ofl 52 andl 53 are shown in Fig. 5. There appear to
be many more modes in 3LS than in the corresponding ho-
mogeneous sphere~HS! of the sample only~see the solid
circles in Fig. 5!.

In 3LS the vibrational energy is localized to one of three
layers due to the existence of the intermediate gas layer with
extremely low impedance. Thus, the normal modes of the
three-layered structure can be classified as either ‘‘sample
mode,’’ ‘‘gas mode,’’ or ‘‘container mode’’~Oda and Suzuki,
1999!. The frequencies of gas modes have a large pressure
gradient because of the large compressibility of gas, and of-
ten come close to the sample mode or container mode when
pressure increases. In such situations the two traces of fre-
quency cross each other without interaction if they have dif-
ferent angular orderl. However, when the two modes have
the samel, they do not cross but interact or couple with each
other, changing their pressure gradients gradually, then part
again after the interaction or coupling. Figure 5 provides
numerous examples of such mode coupling: e.g., the cou-
pling between6S3 and 7S3 near 15 MPa, and that between

10S2 and 11S2 near 20 MPa. After such mode coupling the
properties of the two modes are exchanged~Oda and Suzuki,
1999!; for example,10S2 is in gas mode and11S2 is in sample
mode before the coupling around 20 MPa, but10S2 is in
sample mode after the mode coupling. Thus, with the pres-
sure increase the mode1S2 of HS corresponds to11S2, 10S2,
and then9S2 in 3LS, which is represented as11S2–10S2–9S2.
Similarly, 1S3 in HS corresponds to13S3–12S3–11S3 in 3LS.

AssumingK08 to be 4.0, 5.0, and 6.0, we calculated the
frequencies of the 11S2–10S2–9S2 modes and

13S3–12S3–11S3 modes as a function of pressure. The results
are shown in Figs. 4~c! and ~d!, and are compared with the
measured data. The pressure gradient of the calculated fre-
quency is plotted against the assumedK08 in Fig. 6. The
pressure gradient in 3LS, shown with solid lines, is a little
smaller than that in HS, shown with dashed lines.K08 is de-
termined such that the calculated gradient meets the mea-
sured one. The measured data represented by horizontal lines
give K08 around 5.0 as shown in Fig. 6 and Table II.

Figure 6 also shows that the differences caused by the
HS and 3LS calculations are smaller than the differences
caused by the ambiguity in the measured] f /]P listed in
Table II. This means the analysis in 3LS is not necessarily
essential, at least on the two modes.

V. DISCUSSION

The resulting pressure derivative of the shear modulus,
G0852.01, is consistent with the values of 2.4~Hughes and
Maurette, 1956!, 1.7 ~Bridgman, 1958!, and 2.6~Nishitake
et al., 1967! reported for steel. The result of the pressure
derivative of the bulk modulus,K0855.0, is also comparable
with the value of 6.0~Hughes and Maurette, 1956!, and of
6.5 ~Nishitake et al., 1967!, except for 11.9~Bridgman,
1958!.

We next compared the measurements obtained for the
spheroidal modes using a 3LS approach with those obtained
using a simple HS analysis. The difference in the resulting
K08 was about 0.2~4%!, as seen in Fig. 6 and Table II. Since
the ambiguity due to the experimental error in] f /]P ~Table
II ! was larger than this, the simple HS analysis with Eq.~3!
is a convenient method for analyzing data in such a pressure
range.

As mentioned above, a sample mode in 3LS sometimes
couples with gas modes of the same angular orderl when the
frequencies are close to each other in value. Figure 7 shows

FIG. 5. Theoretical frequencies of the spherical three-layered structure of
the sample-gas-layer–cavity container system as a function of pressure.
Only modes ofl 52 ~solid lines! and l 53 ~broken lines! are shown, and
]K/]P is assumed to be 5.0. Solid circles denote the frequencies of the
corresponding modes of the HS indicated at right.

FIG. 6. Theoretical] f /]P plotted as a function of assumedK085]K/]P.
Open circles and broken lines show the value for the HS, and solid circles
and solid lines show the values for the 3LS. Measured data of] f /]P are
also shown by horizontal lines.
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an example measured on5S2 in 3LS, which corresponds to

0S2 in HS. The frequencies of triplet peaks increase very
rapidly and nonlinearly with pressure. This phenomenon can-
not be explained by the calculated trace of0S2 of HS ~dashed
line!, but can be adequately explained by those of5S2 of 3LS
~thick solid line!. This means we have actually observed the

modes of 3LS. It seems that the mode5S2 could be observed
because this mode couples with4S2 over a particularly wide
pressure range, as shown in Fig. 5.

When the mode coupling takes place over a wide pres-
sure range, as seen between5S2 and 4S2, this prevents us
from accurately determiningK08 with frequency data in a
narrow pressure range. It is thus best to reduce the number of
gas modes to as few as possible. For this purpose we should
make the thickness of the gas layer as thin as possible~Su-
zuki et al., 1998!. In the present study the gas layer was as
thick as 2.6 mm, and there were many gas modes, as shown
in Fig. 5. Ohnoet al. ~2000! made the same kind of measure-
ment on a silica glass sphere, but with a thinner gas layer of
0.36 mm, where only one gas mode was seen for eachl in
the frequency range concerned.

Although the cavity container had a cylindrical outer
shape and was divided into upper and lower parts~Fig. 1!, in
the present calculation it was regarded as a closed spherical
shell. For this reason, the calculated frequencies of container
modes are rather meaningless. More important, however, are
the frequencies of the sample modes and the interacting gas
modes, which are hardly affected by the outer shape and size
of the container.

VI. SUMMARY

~1! We measured eigenfrequencies of a steel-sphere sample
under gas pressure with a spherical three-layered struc-
ture ~3LS! composed of a sample-gas–container system
~cavity resonance method!. The pressure-induced shifts
of frequencies were observed up to 100 MPa~51 kbar!
for both toroidal and spheroidal modes, and the pressure
derivatives of frequency,] f /]P, were obtained. The
] f /]P data of the toroidal modes were reduced to the
pressure derivative of shear modulus,]G/]P5G08
52.0160.08. This result is within the range of the pre-
vious values reported for steel, 2.0~Hughes and Mau-
rette, 1956!, 1.7 ~Bridgman, 1958!, and 2.6~Nishitake
et al., 1967!.

~2! The ] f /]P data of spheroidal modes were reduced to
the pressure derivative of the bulk modulus,]K/]P
5K08 , in two ways: first, as the homogeneous sphere
~HS! of the sample alone, in which the coupling between
the sample and the surrounding gas was ignored, and
second, as a 3LS, in which the coupling was taken into
account. The former analysis yieldedK0854.860.4, and
the latterK0855.060.4. The difference of 0.2 between
these two methods of analysis is smaller than the stan-
dard deviation of the present measurements. The result
of K0855.060.4 is comparable with the previous value
of 6.0 ~Hughes and Maurette, 1956! and 6.5~Nishitake
et al., 1967! within 30% difference, except for 11.9
~Bridgman, 1958!.

~3! In summary, we demonstrated that the cavity resonance
method, an application of resonant sphere technique un-
der high pressure using a gas medium, is effective to
measure the pressure dependence of elastic moduli.

FIG. 7. ~a! Measured pressure-induced shifts of resonance peaks of0S2

~HS!. Three peaks were recorded split from the degenerated mode.~b! The
frequency of the0S2 ~HS! mode as a function of pressure. The broken line is
the theoretical frequency calculated for the HS, and the thick solid line is
that for the 3LS. Measured data~solid circles! show a trend to agree with the
3LS curve rather than the HS line.
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I. INTRODUCTION

The problem of elastic waves propagating on the free
surface of a semi-infinite elastic body is a well-covered re-
search topic, initiated by Rayleigh1 in his study of seismic
waves within the context of classical linear elasticity. For
anisotropic crystals, Barnett and Lothe2 have drawn on the
works of Stroh3 to build a complete theory of surface waves
based on an analogy between surface wave propagation and
straight line dislocation motion. Extensive coverage and sur-
veys of that topic can be found, for instance, in a textbook by
Ting.4

Recently, there has been some interest5–7 in the study of
wave propagation in anisotropic materials subjected to the
constraint ofincompressibility. Our purpose in the present
paper is to establish the secular equation for surface~Ray-
leigh! waves propagating on the free plane surface of an
incompressible orthotropic half-space. A similar problem
was solved by Chadwick8 within the context of finite elastic-
ity: he considered the propagation of small-amplitude surface
waves in a finitely deformed incompressible material; the
deformation was static and purely homogeneous, and the
strain energy function for the incompressible nonlinearly
elastic material was such that the deformed body presented
orthotropic anisotropy. Following Nair and Sotiropoulos,7 in
the present article we focus on an orthotropic linearly elastic
material for which the usual stress–strain relations are modi-
fied to take the incompressibility constraint into account, by
adding an isotropic pressure term. These authors have argued
that ‘‘the assumptions of incompressibility and orthotropy
are applicable to several materials as, for example, polymer
Kratons, thermoplastic elastomers, rubber composites when
low frequency waves are considered to justify the assump-
tion of material homogeneity, etc.’’ Other studies use these
assumptions for the modeling of laminated composites made
alternatively with reinforcing ~filler! layers and matrix
~binder! layers,9 or with stiff fibers and incompressible epoxy
matrices.10

Our primary purpose in this paper is to show that the
method of first integrals used by Mozhaev11 to derive, in a
rapid and elegant manner, the secular equation for surface
waves in ~compressible! orthotropic materials, can also be
employed in the case of incompressible orthotropic materi-
als. This can be achieved by applying the method of first
integrals to a system of second order ordinary differential

equations for the components of thetractions on surfaces
parallel to the free surface, rather than for the components of
the mechanical displacement~as in Ref. 11!. In the latter
case, the pressure appears in the system of differential equa-
tions, whereas in the former case, it does not, and hence the
number of unknowns is reduced from four~the pressure and
the components of the mechanical displacement! to three
~the components of the traction on surfaces parallel to the
free surface!. Also, the mechanical boundary conditions are
easily written, because they correspond to the nullity of these
traction components on the free surface of the half-space,
and at an infinite distance from this surface. A third advan-
tage of this approach is that the assumption of plane strain7 is
not requireda priori.

The paper is organized as follows. In Sec. II, the basic
equations governing the propagation of elastic waves in an
orthotropic incompressible material are recalled. In Sec. III,
these equations are written for the case of surface acoustic
waves. Then a system of six first order differential equations
for the displacement and the traction components is derived.
Eventually a system of three second order differential equa-
tions is found for the traction components. One of these three
equations is trivially solved when the boundary conditions
are applied. In Sec. IV, the method of first integrals11,12 is
applied to the two remaining equations, and the secular equa-
tion for surface waves in orthotropic incompressible materi-
als is quickly derived. As a check, the isotropic case is
treated and Rayleigh’s original equation1 is recovered. Also,
the correspondence between this paper’s result and Chad-
wick’s result8 is shown. Finally in Sec. V, possible develop-
ments for this work are presented.

II. PRELIMINARIES

First, the governing equations for an incompressible
orthotropic elastic material are recalled. The material axes of
the body are denoted byx1 , x2 , andx3 . The equations may
be derived from the classical linearized equations of aniso-
tropic elasticity13 by adding an isotropic pressure termp1
~say! to the nominal stresss ~say!. Hence, for orthotropic
incompressible elastic bodies,7

s1152p1C11e111C12e221C13e33,

s2252p1C12e111C22e221C23e33,
~1!

s3352p1C13e111C23e221C33e33,

s3252C44e32, s1352C55e31, s1252C66e12,a!Electronic mail: michel.destrade@math.tamu.edu
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wheree ’s denote the strain components, andC’s the elastic
constants. The strain components are related to the displace-
ment componentsu1 , u2 , u3 through

e i j 5~ui , j1uj ,i !/2 ~ i , j 51,2,3!. ~2!

Finally, the incompressibility constraint reads as

u1,11u2,21u3,350, ~3!

and the equations of motion, in the absence of body forces,
are written as

s i j , j5rui ,tt ~ i 51,2,3!, ~4!

wherer is the mass density of the material, and the comma
denotes differentiation. These are the equations established
by Nair and Sotiropoulos.7 These authors also note that for
plane strain, the strain–energy function density is positive
definite when the following inequalities are satisfied:

C66>0, C111C2222C12>0. ~5!

III. SURFACE WAVES

Here the equations of motion for a surface wave in a
semi-infinite body made of an orthotropic incompressible
elastic material are established. Attention is restricted to
propagating inhomogeneous surface waves which are sub-
sonic with respect to homogeneous body waves. The model-
ization of the surface wave follows that of Mozhaev:11 the
plane wave propagates with speedv, wave numberk, and
corresponding displacement and pressure of the form

@uj~x1 ,x2 ,x3!,p~x1 ,x2 ,x3!#5@U j~x2!,kP~x2!#eik(x12vt)

~ j 51,2,3!, ~6!

where theU ’s and P are unknowns functions ofx2 alone.
For these waves, the planes of constant phase are orthogonal
to the x1-axis, and the planes of constant amplitude are or-
thogonal to thex2-axis. The stress–strain relations~1! reduce
to

t1152P1 iC11U11C12U28 ,

t2252P1 iC12U11C22U28 ,
~7!

t3352P1 iC13U11C23U28 ,

t325C44U38 , t135 iC55U3 , t125C66~U181 iU 2!,

where the prime denotes differentiation with respect tokx2 ,
and thet ’s are defined by

s i j ~x1 ,x2 ,x3!5kti j ~x2!eik(x12vt) ~ i , j 51,2,3!. ~8!

The surfacex250 is assumed to be free of tractions, and
the mechanical displacement and pressure are assumed to be
vanishing asx2 tends to infinity. These conditions lead to the
following boundary conditions:

t i2~0!50, Ui~`!50 ~ i 51,2,3!, P~`!50. ~9!

Finally, the equations of motion~4! and the incompress-
ibility constraint ~3! reduce to

i t 111t128 52rv2U1 , i t 121t228 52rv2U2 ,
~10!

i t 131t328 52rv2U3 , iU 11U2850.

Note that a classical approach would be to substitute in
these last equations, the expressions obtained earlier for the
stress tensor components, which would lead to a system of
four second order differential equations for the unknown
functionsU1 , U2 , U3 , P. Instead, the Stroh formalism is
now used to derive a system of six first order differential
equations for the components of the displacement and the
tractions on the surfacex25const. Thus, introducing the no-
tation

t i5t i2 ~ i 51,2,3!, ~11!

and using Eqs.~7!–~10!, the system is found as

U1852 iU 21~1/C66!t1 , U2852 iU 1 , U385~1/C44!t3 ,

t185~C111C2222C122rv2!U12 i t 2 , ~12!

t2852rv2U22 i t 1 , t385~C552rv2!U3 .

Now a system of three second order differential equa-
tions for t1 , t2 , t3 is derived as follows. First, the differen-
tiation of ~12!4 – 6 yields relations between thet i9 and the
ui8 , t i8 , or equivalently, using~12!1 – 3 between thet i9 and
theui , t i8 , t i . Then, substitution for theui by their expres-
sion in terms of thet i8 , t i obtained from~12!426 is per-
formed. Eventually it is found that thet i9 , t i8 , t i ( i
51,2,3) must satisfy the following equations,

~rv2!t192 i ~C111C2222C1222rv2!t28

1~C111C2222C122rv2!~12rv2/C66!t150,

~C111C2222C122rv2!t291 i ~C111C2222C1222rv2!t18

1rv2t250, ~13!

C44t392~C552rv2!t350,

and are subject to the following boundary conditions:

t i~0!5t i~`!50 ~ i 51,2,3!. ~14!

The third differential equation in the system~13! is de-
coupled from the two others, and can be solved exactly. Tak-
ing the boundary conditions~14!3 into account, it is seen that

t3~x2!50, for all x2 , ~15!

and hence the motion is a pure mode14 for the tractions on
the surfacex25const. Now the coupled system of the two
remaining equations may be solved.

IV. SECULAR EQUATION

For surface waves in compressible orthotropic materials,
Mozhaev11 applied the method of first integrals to a system
of two differential equations for the two nonzero components
of the mechanical displacement. Here a similar procedure for
the two nonzero componentst1 , t2 of the tractions on the
surfacex25const is followed, and the secular equation for
surface waves in incompressible orthotropic materials is ob-
tained in a direct manner.
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The differential equations~13!1,2 for t1 , t2 are ex-
pressed as

jt192 i ~d22j!t281~d2j!~12j!t150,
~16!

~d2j!t291 i ~d22j!t181jt250,

wherej andd are defined by

j5~rv2!/C66, d5~C111C2222C12!/C66. ~17!

The speed given byj51 ~that isrv25C66) corresponds
to the speed of a body~homogeneous! wave propagating in
the x1-direction, and gives therefore an upper bound for the
speed of subsonic waves. Throughout the rest of the
paper, it is assumed that the surface wave travels with a
speed distinct from that given byj5d ~that is
rv2Þ(C111C2222C12)/C66).

Now multiplication of ~16!1 by t18 and ~16!2 by t28 , and
integration betweenx250 and x25`, yields, using the
boundary conditions~14!,

jt18~0!222i ~d22j!E t18t2850,

~18!and

~d2j!t28~0!212i ~d22j!E t18t2850,

so that

jt18~0!21~d2j!t28~0!250. ~19!

Similarly, multiplication of ~16!1 by jt181 i (d22j)t2 and
~16!2 by (d2j)t282 i (d22j)t1 , and integration between
x250 andx25`, yields

j2t18~0!212i ~d22j!~d2j!~12j!E t1t250,

and

~d2j!2t28~0!222i ~d22j!jE t1t250, ~20!

so that

j3t18~0!21~d2j!3~12j!t28~0!250. ~21!

Equations~19! and ~21! form a trivial system of two equa-
tions for the unknownst18(0)2 and t28(0)2, whose determi-
nant must be zero:

j~d2j!@~d2j!2~12j!2j2#50. ~22!

It follows that thesecular equationis given by

~d2j!2~12j!5j2,

i.e.,

~C111C2222C122rv2!2~C662rv2!5C66~rv2!2. ~23!

This equation constitutes the main result of the paper: the
direct and explicit derivation of the secular equation for sub-
sonic surface waves propagating in a semi-infinite body
made of orthotropic incompressible linearly elastic material.
It is worth mentioning that this result can be used for other
types of anisotropy: Royer and Dieulesaint15 have indeed

proved that with respect to surface waves, results established
for the orthotropic case may be applied to 16 different con-
figurations, including cubic, tetragonal, and hexagonal an-
isotropy.

In order to justify the existence of a real wave speed, the
secular equation~23! is expressed as

f ~j!50, where f ~j!5j22~d2j!2~12j!. ~24!

As noted earlier, for traveling subsonic surface waves, this
secular equation is subject to

0<j<1. ~25!

Within this range, it is easy to prove thatf is a monotonic
increasing function ofj, and that

f ~0!52d2, f ~1!51. ~26!

It follows that the secular equation has a unique positive root
in the interval~25!.

For consistency purposes, the main result established in
this paper is related to previous studies. First, attention is
given to the isotropic limit, whenC115C225l12m, C12

5l, C665m, wherel andm are the classical Lame´ moduli
of elasticity. In this case, the secular equation, written forj
5rv2/m, reduces to

~42j!2~12j!5j2, or j328j2124j21650,
~27!

which is the well-known equation derived by Lord
Rayleigh,1 by considering the incompressible limit (l5`)
for an isotropic linear elastic material.

Next, another previous result is put into perspective.
Chadwick8 has adapted the Stroh formalism to the theory of
prestressed incompressible nonlinearly elastic materials.
Considering a material whose stored energy function is such
that the body will present orthorhombic anisotropy once it
has been subjected to a large pure homogeneous deforma-
tion, he obtained the secular equation for surface waves
propagating in a principal direction as

@2~B1C2s̄ !2rv2#@C~A2rv2!#1/2

5~C2s̄ !22C~A2rv2!, ~28!

whereA, B, C are constants defined in terms of the strain
energy, initial pressure, and initial stretch ratios, ands̄ is the
normal stress applied on the surfacex250. When this sur-
face is free of tractions,s̄50 and after squaring, Eq.~28!
reduces to

~2B1C2A2h2!2~C2h2!5C~h2!2, ~29!

where h25C2A1rv2. This equation may be formally
compared to Eq.~23!2 , whereh2, C, and 2B2A play the
role of rv2, C66, andC111C222C6622C12, respectively.

Finally, Nair and Sotiropoulos6 have obtained anim-
plicit form of the secular equation for surface waves propa-
gating in a monoclinic incompressible material. By taking
the elastic coefficientsC16 andC26 to be zero in their analy-
sis, the reader may check that the explicit secular equation
~23! is recovered.
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V. DISCUSSION

The secular equation for surface waves on an incom-
pressible orthotropic half-space was derived directly. Hence
it has been shown that a powerful method presented by
Mozhaev,11 but which seems to have remained unnoticed,
can be adapted to take the constraint of incompressibility
into account.

For monoclinic or triclinic materials, the method of first
integrals cannot be applied in the case of a three dimensional
displacement. As demonstrated by Mozhaev,11 it leads to a
trivial system of 18 equations for 18 unknowns, but the rank
of the system turns out to be 17 at most, a fact which appears
to have been overlooked by the author.

However, for plane straindeformations, some further
results may be established. For instance, Sotiropoulos and
Nair5 have studied the reflection of plane elastic waves from
a free surface in incompressible monoclinic materials with
plane of symmetry atx350, and Nair and Sotiropoulos6 have
considered interfacial waves with an interlayer in the same
type of materials. In particular, they derived the secular
equation for surface~Rayleigh! waves in an implicit form.
The first integrals method makes it possible to write the
secular equation in explicit form, as is proved in a forthcom-
ing article. Possibly, interfacial~Stoneley! waves may also
be investigated

.
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Heat transfer from transverse tubes adjacent
to a thermoacoustic stack
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The goal of this work was to test the usefulness of the time-average steady-flow equivalent~TASFE!
approximation for the analysis of heat exchangers for thermoacoustic engines. The TASFE
approximation assumes that the heat transfer in an acoustic standing wave with zero mean flow is
equivalent to averaging the corresponding steady-flow correlation over a sinusoidal distribution of
gas speeds. The experiment tested three simple heat-exchanger configurations located immediately
adjacent to the hot end of a thermoacoustic stack. Two configurations consisted of bare, parallel,
water-carrying tubes oriented transverse to the mean acoustic flow. A third configuration consisted
of a single layer of woven copper screen soldered to transverse tubes. Experiments with pure helium
and with a mixture of helium and argon found qualitative, and sometimes quantitative, agreement
with expectations of the TASFE approximation at both large and small acoustic amplitudes. In
addition, large heat transfer with zero temperature difference between the heat exchanger and the
stack was observed and interpreted. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1385180#

PACS numbers: 43.35.Ud, 44.25.–f@SGK#

I. INTRODUCTION

Thermoacoustic refrigeration uses an intense sound
wave to produce cooling.1 In the traditional, standing-wave
approach, an acoustic oscillation involving cyclic compres-
sion and rarefaction produces an associated temperature os-
cillation, and the refrigeration is based on the thermody-
namic cycle that packets of gas undergo as they partake in
the oscillation. Only those gas packets which oscillate
‘‘near’’ a solid surface contribute to the refrigerating effect.
‘‘Near’’ is defined in terms of the thermal penetration depth
in the gas, which is usually on the order of 1024 m.1

A typical, standing-wave thermoacoustic refrigerator
consists of an acoustic resonator, some means to feed acous-
tic power into the resonator~such as a loudspeaker!, and a
thermoacoustic stack.1,2 The latter component is a porous
medium~such as honeycomb,3 jelly roll,4 catalytic-converter
monolith,5 stacked screens,6 reticulated foam,7 or pin stack8!
that increases the amount of cooling by increasing the pro-
portion of the oscillating gas that resides ‘‘near’’ a solid sur-
face. In order to make use of this cooling effect, it is neces-
sary to provide a means for heat to enter the gas at the cold
end of the stack from the medium to be cooled, and to leave
the hot end for rejection to an ambient heat reservoir. These
roles are filled by two heat exchangers.

The performance of a practical refrigeration system is
strongly linked with the effectiveness of its heat exchangers,9

and a major factor controlling effectiveness is the size of the
exchanger. This fact presents a particular challenge in ther-
moacoustic refrigerators~and also prime movers! because
the useful length of a heat exchanger in a thermoacoustic
engine is roughly equal to the acoustic displacement ampli-

tude, typically only 1023– 1022 m. Therefore, improved un-
derstanding of these heat exchangers is a key requirement for
the practical development of thermoacoustic refrigeration.
This important issue has been addressed by both
experimental3,10–13and theoretical14–18 approaches.

The experiment described in Ref. 11 sets the stage for
the present investigation. A heated wire was introduced into
an acoustic standing wave at a velocity antinode in an oth-
erwise empty resonator. The heat-transfer coefficient,h, from
the wire to the acoustic medium~air! was measured by elec-
trical means. As a function of acoustic velocity amplitude,
u1 , the behavior ofh falls into three regimes. At smallu1 , h
is independent of acoustic amplitude and takes the well-
known value for natural convection. At largeu1 , h varies
like u1

1/2 and agrees quantitatively with the appropriate
steady-flow heat-transfer correlation for forced convection,
after averaging over the instantaneous speeds occurring
throughout an acoustic cycle; this is called the ‘‘time-average
steady-flow equivalent’’~TASFE! approximation.19 At inter-
mediateu1 , the value ofh falls substantially below that for
forced convection; this last regime is described as being
‘‘bottlenecked.’’

The origin of the bottleneck lies in the character of the
acoustic motion.11 In steady flow, a representative packet of
gas approaches the heated wire from one direction, removes
some heat from it, and flows off to infinity in the opposite
direction, where it cannot influence subsequent behavior. In
acoustic flow, the packet of gas oscillates back and forth,
repeatedly returning to the vicinity of the heated wire; with-
out some other mechanism for removing heat from the
packet, the temperature of the gas in the packet must even-
tually approach that of the wire. From the perspective of this
physical argument, the surprising feature of the heated-wire
experiment is not that a bottleneck exists at moderate ampli-a!Electronic mail: gmozurke@ford.com
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tude, but rather that the TASFE approximation holds at large
amplitude. Reference 11 argues that acoustic streaming is the
‘‘other mechanism’’ that opens the bottleneck.

The experiment just described, performed for an isolated
wire in an otherwise empty acoustic resonator, has limited
relevance to thermoacoustic engines. The geometry of actual
interest places the heat exchanger immediately adjacent to a
thermoacoustic stack. In this geometry, the same packet of
gas that interacts with the heat exchanger during one part of
its motion can also interact with the stack during another part
of its motion. Therefore the interpretation of the bottleneck
given in the previous paragraph makes a clear physical pre-
diction: Because the gas packet now has a place to reject its
heat ~namely, into the adjacent end of the stack!, the heat-
transfer bottleneck in the intermediate regime should disap-
pear. That is, the TASFE heat-transfer rate should be ob-
served whenever it exceeds that from natural convection.
The experiment described in this paper was undertaken
largely to test this prediction.

II. EXPERIMENTAL METHOD

A. Apparatus

Measurements were performed using a modular ther-
moacoustic refrigerator.20 The thermoacoustic stack, 25.4
mm long, consisted of stainless-steel honeycomb having
0.8-mm hexagonal pores and a total pore perimeter of 14 m.
The stack and flanking heat exchangers were contained in a
plastic housing that formed part of a quarter-wave resonator.
The majority of the resonator was constructed from stainless-
steel tubes of approximately 6.6 cm inside diameter, and the
total length of the resonator could be changed by adding or
omitting tube segments. The vertically oriented resonator
was driven from the bottom, near a velocity antinode, by a
commercial, high excursion loudspeaker~Model DL-10X,
ElectroVoice, Buchanan, MI!, and the stack was located near
the velocity node at the upper end. The velocity amplitude at
the heat-exchanger location was calculated from

u1~z!5
pL

rc
sinS 2p

f z

c D , ~1!

where f is the frequency of the standing wave,z is the dis-
tance from the closed, upper end of the resonator,pL is the
measured dynamic pressure at the velocity node (z50), and
r andc are the mean gas density and speed of sound.

Measurements were made on the heat exchanger adja-
cent to the upper end of the stack, facing the velocity node.
When the thermoacoustic engine is acting as a refrigerator,
this is the ‘‘hot-end’’ exchanger, i.e., the one that extracts
heat. For the present experiment, however, the temperatures

of the two heat exchangers were varied over such wide
ranges that either one could be hotter or colder. Nevertheless,
I will call the exchanger facing the velocity node the ‘‘hot-
end’’ exchanger as a convention. The ‘‘cold-end’’ exchanger
is adjacent to the end of the stack facing the loudspeaker.
Through the nonlinear terms in the Navier–Stokes equation,
an intense sound wave can be ‘‘rectified,’’ causing steady
convection of the gas inside the resonator. This process,
known as acoustic streaming,21,22 can transfer heat from the
Joule-heated loudspeaker to the cold-end heat exchanger.20,23

It is because the amount of heat thus transported is uncertain
that the measurements were made on the opposite end of the
stack.

Although the heat exchangers used in previous work20

consisted of aluminum tubes surrounded by and soldered to
reticulated aluminum foam, simpler geometries were chosen
for the present investigation. Each hot-end heat exchanger
consisted of several equally spaced, parallel copper tubes
oriented transverse to the resonator axis, mounted into an
acrylonitrile–butadiene–styrene~ABS! housing using a cy-
anoacrylate adhesive~Loctite #495!. The housing formed a
segment of the modular resonator. The tubes were located as
close as possible to the stack without touching it, the esti-
mated gap between stack and tubes being,0.3 mm. Con-
figuration A consisted of 12 parallel, evenly spaced tubes
mounted in a closed-end housing that fixed the distance from
the end of the resonator to the tube centerline at 28 mm.
Configuration B consisted of 7 tubes mounted in an open-
ended housing, allowing the exchanger to be located at a
substantial distance~0.32 m! from the end of the resonator,
in order to increase the acoustic velocity at the exchanger. A
third heat exchanger~configuration C! was constructed by
soldering a copper screen to four parallel tubes in a closed-
end ABS housing similar to that used in configuration A. The
diameter of the wires in the screen was 0.34 mm and their
center-to-center spacing was 1.23 mm. This geometry repre-
sents a first small step beyond the idealized, parallel-tube
heat-exchanger geometry toward a more practical, finned-
tube design. Parameters relevant to all three geometries are
presented in Table I.

B. Measurements

The experiment involved establishing an acoustic stand-
ing wave of known amplitude, measuring the quantity of
heat transferred in steady state through the hot-end heat ex-
changer, and measuring the temperature difference across
which the heat transfer occurred.

On theoretical grounds, one expects the quantity of heat
transferred to the hot-end heat exchanger,QH , to depend on

TABLE I. Characteristics of the heat exchangers used in this study.

Configuration
Number
of tubes

Outer diameter,
d

~mm!
Inner diameter

~mm!
Spacing
~mm!

Surface area,
S

(cm2)

Distance from
velocity node,z

~m!

A 12 2.36 1.65 5.08 50.3 0.028
B 7 3.97 3.26 8.89 49.6 0.32
C screen 0.34 ••• 1.23 55.8 0.028
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the temperature difference between the exchanger,Thhx , and
the surrounding gas,Tg . For engineering purposes, on the
other hand, the more useful temperature difference is that
between the heat exchanger and the adjacent end of the
stack,TH . TH is a well-defined and easily measured quantity
that enters into the theory of thermoacoustic heat transport in
the stack, whileTg varies with position near the end of the
stack and around the heat-exchanger tubes. Therefore the
heat-transfer rates in this experiment were referred toTH

2Thhx .
The temperature of the heat exchanger was adjusted by

circulating water in a closed loop containing the heat ex-
changer, a temperature-controlled bath, a peristaltic pump,
and a variable-area flow meter. The temperature of the water
entering the exchanger was determined using a chromel–
alumel ~type K! thermocouple, and the temperature change
DT between the inlet and outlet manifolds was determined
by a copper–constantan~type T! differential thermocouple.
The average temperature,Thhx5Tinlet1DT/2, is reported.
The hot-end heat flow was determined from

QH5rwV̇CwDT, ~2!

whererw andCw are the density and heat capacity of water
andV̇ is its volume flow rate.V̇ was set to 3.8 cm3/s with an
uncertainty of68%, which was the dominant determinant of
the overall accuracy of the heat measurement. Accordingly,
DT was roughly 7 K for the largest heat flow encountered.
Systematic error was assessed by running water through the
hot heat exchanger in the absence of acoustic excitation. The
temperature difference between the water and ambient was
varied over the range615 K to simulate circumstances in
the actual experiment. The largest observeduQHu initially
was 4.5 W but was reduced to 2 W by wrapping foam around
the portions of the tubes exposed to ambient temperature.
Viscous heating of the flowing water was calculated to be not
more than a few mW. The remaining, unaccounted 2 W pre-
sumably involved conduction through solid portions of the
apparatus.

The temperature of the hot end of the stack,TH , was
measured using a chromel–alumel thermocouple sheathed in
stainless steel, with the junction grounded to the end of the
sheath. To ensure that the measurement was not influenced
by the gas temperature adjacent to the end of the stack, the
thermocouple was greased and inserted through a stack pore.
Because the sheath diameter was chosen to fit snugly into the
pore, sheath-to-pore contact was maintained over the entire
length of the stack. The junction was located flush with the
hot end of the stack while the leads issued from the cold end.
Based on an approximate dimensional argument, the system-
atic error arising from temperature difference between the
thermocouple and the hot end of the stack was estimated to
be less than 1 K.

The value ofTH was not controlled. In steady state,TH

took whatever value was required to equalize the net heat
pumped up the stack~thermoacoustic heat flux less thermal
conduction through stack material and gas! and the heat ex-
tracted into the hot-end heat exchanger. When the tempera-
ture difference across the stack was small, or when the ‘‘hot’’
end was colder than the ‘‘cold’’ end, the large amount of

thermoacoustically pumped heat produced a large tempera-
ture drop between stack and heat exchanger. Increasing the
temperature of the hot end or decreasing the temperature of
the cold end reduced the quantity of heat pumped, and the
temperature drop to the heat exchanger decreased accord-
ingly.

To establish the standing wave, the loudspeaker was
driven from a signal synthesizer through a power amplifier.
Operation was maintained at a specified dynamic pressure
amplitude and on resonance by means of computer-
controlled adjustment of the synthesizer’s amplitude and fre-
quency, using feedback from a dynamic pressure sensor
~PCB Piezotronics model 121A! in the closed end of the
resonator. Temperatures were monitored andQH was calcu-
lated several times per minute.

The first step of the experimental procedure consisted of
establishing the two heat exchangers’ flow rates and bath
temperatures, after which the signal to the loudspeaker was
turned on and maintained on resonance at the designated
amplitude. The temperatures andQH were monitored until
they reached steady state and were recorded. The loud-
speaker signal was adjusted to a new amplitude, and the
monitoring and recording were repeated. Once a sequence of
amplitudes was completed, the loudspeaker was turned off
~to reduce heating of the working fluid and to save wear and
tear on the loudspeaker! until new bath temperatures were
established. The temperatures of the baths were adjusted in
tandem, such that their mean temperature was held approxi-
mately at room temperature.

III. RESULTS

For each dynamic pressure level, the steady-state heat
flow through the hot-end heat exchanger,QH , was plotted
againstTH2Thhx ~Fig. 1!. The data shown in Fig. 1 were
generated by changing the temperatures of the hot- and cold-
end heat exchangers through changes in the bath tempera-
tures. A least-squares fit to the formQH5Q01q8(TH

2Thhx) is superimposed.
The intercept,Q0 , in Fig. 1 is approximately 20 W.

Based on the expectation that no heat should flow through
zero temperature difference, one may be inclined to attribute
this offset to experimental error. Yet the systematic errors in

FIG. 1. Measured heat flow through the hot-end heat exchanger vs tempera-
ture difference between the hot end of stack and the hot-end heat exchanger.
Configuration B, helium–argon mixture at 10 bar,pL530 kPa,f 5224 Hz.
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heat flow~2 W! and temperature difference~1 K!, estimated
as described in Sec. II B, are too small to explain the mag-
nitude of Q0 . The dependence of the offset on free-stream
acoustic displacement amplitude,z15u1 /(2p f ), is shown in
Fig. 2 for configuration B. For this set of data,TH happened
to fall within 2 K of ambient for all measurements. Thus the
large offsets plotted in Fig. 2 all occurred forboth TH and
Thhx within 2 K of ambient. It seems unlikely that such large
heat flows could be caused by heat leaks through a tempera-
ture difference of 2 K. Therefore the offsets are real. A physi-
cal interpretation of the origin ofQ0 is proposed in Sec. IV.

Because of the offset, the slopeq8 was used to define
the heat-transfer coefficient unconventionally byh5q8/S,
whereS is the surface area of the tubes. Values thus obtained
were converted to nondimensional Nusselt number, Nu, in
the conventional manner,

Nu5
hd

kg
, ~3!

whered is the outside diameter of the tubes andkg is the
thermal conductivity of the gas. The acoustic velocity ampli-
tude was converted into an ‘‘acoustic’’ Reynolds number by

Re15
ru1,corrd

m
, ~4!

where m is the viscosity of the gas andu1,corr equalsu1

multiplied by the ratio of the total cross-sectional area of the
resonator to the unobstructed area between the tubes. The
correction is required by the convention that the Reynolds
number for an obstructed flow is based not on the free-stream
velocity but on the maximum velocity in the plane of the
obstruction.

The TASFE prediction for heat transfer from transverse
tubes was derived from the corresponding steady-flow corre-
lation. Zukauskas has thoroughly reviewed heat transfer
from a single tube in steady cross flow.24 He recommends the
following correlation:

Nu Pr20.375H 0.75 Re0.4, 1,Re,40

0.51 Re0.5, 40,Re,1000

0.26 Re0.6, 1000,Re,20 000,

~5!

where Pr is the Prandtl number. To obtain the TASFE pre-
diction for heat transfer from a single tube in oscillatory
cross flow, this correlation was assumed to extend to Re50,
Re1 sin(2pft) was substituted for Re, and the time average
over one half cycle was computed numerically. The numeri-
cal results were parametrized by

log10~Nu Pr20.37!520.206510.3369x10.033 22x2,
~6!

wherex5 log10(Re1). Values of Nu obtained from this pa-
rametrization agree with the numerical results within63%
over the range 2,Re1,20 000. In a previous work, the au-
thor used the expression11

NuoldPr20.3750.39 Re1
0.5, ~7!

over the limited range Re1,1000. This ‘‘old’’ expression
was obtained by assuming that the square-root dependence in
the second line of Eq.~5! holds to zero velocity and numeri-
cally averaging over one half cycle. The ratio of Nu from Eq.
~6! to Nuold from Eq. ~7! is 1.22, 1.013, 1.000, and 1.229 at
Re1510, 102, 103, and 104, respectively.

The experiments reported here used not a single tube but
a row of tubes. In general, heat transfer from a bank of tubes
exposed to cross flow is larger than that given by Eq.~5!. Yet
a careful reading of Zukauskas and detailed examination of
his figures reveals that the first row of tubes in a bank gen-
erally obeys Eq.~5! while rows deeper into the bank exhibit
increased heat transfer due to flow disturbances propagating
from the first row. Therefore it is assumed here that the
single-tube result applies equally well to a single row of
tubes, and Eq.~6! is used as the basis for comparison with
the experimental data. With some effort it can be shown that
Zukauskas’s correlation for a staggered bank of tubes gives
moderate to good agreement~depending on porosity! with
correlations for stacks of woven screens.25 Therefore Eq.~6!
will also be used for comparison with a single layer of
screen.

The experimental results will also be compared to an
empirical expression that was used to represent heat transfer
for an isolated tube in an acoustic standing wave.11 As de-
scribed in Sec. I, the heat-transfer coefficient for an isolated
tube falls substantially below the values predicted by Eq.~7!
over a certain range of Re1 that is described as being ‘‘bottle-
necked.’’ For Re1,1000, this bottlenecked behavior can be
expressed in the form11

NubottleneckPr20.375
0.39 Re1

0.5

1188/ReS
, ~8!

from which I have omitted a contribution from natural con-
vection. The streaming Reynolds number is defined by ReS

5ru1,corr
2 /(2p f m).
Figure 3 shows the nondimensional heat-transfer coeffi-

cient for configuration A with pure helium (Pr50.68) and
with a mixture consisting of 80 at. % He and 20 at. % Ar
(Pr50.40). Measurements for the mixture were obtained at

FIG. 2. Heat flow at zero temperature difference,Q0 , vs free-stream dis-
placement amplitude,z1 . Configuration B, helium–argon mixture, 224 Hz.
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two different frequencies by changing the length of the reso-
nator between the loudspeaker and stack. Each data point
results from analysis of a data set similar to that shown in
Fig. 1. For He and for the mixture at 280 Hz, the peak,
free-stream acoustic displacement amplitude ranged from
0.22 to 0.68 mm; for the mixture at 205 Hz, it ranged from
0.30 to 1.30 mm. These peak-to-peak displacements are less
than or comparable to the 2.36-mm tube diameter. The solid
line is the prediction of the TASFE approximation for flow
past a single transverse tube, Eq.~6!, which differs little from
Eq. ~7! over this range of Re1. The dotted line is the bottle-
neck expression, Eq.~8!, calculated for pure helium; because
ReS depends on the viscosity of the gas, the bottleneck line
for the mixture is slightly different. Although measurements
at Re1.600 agree equally well with both expressions, the
TASFE approximation fits better at smaller Re1.

Configuration B permitted the data to be extended to
larger Re1 by increasing the diameter of the heat-exchanger
tubes and moving the velocity node away from the plane of
the tubes. Figure 4 shows the resulting nondimensional heat-
transfer coefficients with a mixture of helium and argon in
the same 80:20 proportion. The displacement amplitude
ranged from 0.77 to 11.0 mm. The data fall 20%–30% below
the TASFE approximation for a single tube. The data agree
better with the old correlation, Eq.~7!, which was expected
to apply only for 40,Re1,1000.~The bottlenecked behav-
ior is not plotted here because it differs from the TASFE
approximation only at small Re1.!

Figure 5 shows nondimensional heat-transfer coeffi-
cients for configuration C, consisting of copper screen sol-
dered onto tubes. The working fluid was the 80:20 helium–
argon mixture at 10 bar, and the displacement amplitude
ranged from 0.22 to 0.90 mm. As discussed previously, the
prediction of the TASFE approximation was calculated for a

single bank of tubes. The data points fall appreciably below
that prediction and also do not follow the bottleneck expres-
sion, but satisfactory agreement with the TASFE prediction
is obtained after accounting for imperfect fin efficiency.

Fin efficiency, h, is the ratio of actual heat flow to
‘‘ideal’’ heat flow, i.e., assuming that all solids are perfect
thermal conductors and therefore all heat-exchange surfaces
reside at the same temperature. For a fin of uniform cross
section extending between two tubes held at a base tempera-
ture, it is given by26

h5
tanh~L/l!

L/l
, l5~ksA/hP!1/2, ~9!

whereA is the fin’s cross-sectional area,P is its perimeter,
andL is the half the length of the fin between the two tubes.

FIG. 3. Nondimensional heat-transfer coefficient for configuration A~12
parallel tubes! using pure helium and a mixture of 20 at. % argon in helium
at 10 bar. The lines show the prediction of the TASFE approximation, Eq.
~6! and the bottleneck expectation, Eq.~8!.

FIG. 4. Nondimensional heat-transfer coefficient for configuration B~7 par-
allel tubes! at 225 Hz using a mixture of 20 at. % argon in helium at 10 bar.
Solid line: Eq.~6!; dotted line: Eq.~7!.

FIG. 5. Nondimensional heat-transfer coefficient for configuration C~cop-
per screen! at 283 Hz using a mixture of 20 at. % argon in helium at 10 bar.
Predictions of the TASFE approximation, Eq.~6!, are shown for perfectly
efficient fins~solid line! and for estimated actual fin efficiency~dotted line!.
The dashed line shows the bottleneck expression, Eq.~8!, for perfect fins.
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The thermal conductivity of the fin material isks . Equation
~9! would apply directly, for example, to an array of wire fins
oriented perpendicular to the water-bearing tubes. The cop-
per screen, however, has a more complicated geometry, con-
sisting of wires oriented at645° with respect to the tubes.
Nevertheless, because the total quantity of solid that must be
heated is proportional toA and the total heat-transfer surface
area is proportional toP, it seems reasonable to approximate
the behavior of the screen using these equations. Note that
both l and h decrease with increasingh. Values in Fig. 5
were computed usingks5300 W/m K, L57.64 mm, and
A/P5d/4, whered is the diameter of the wire forming the
screen.

IV. DISCUSSION

One may be surprised to find nonzero heat flow when
the heat exchanger is at the same temperature as the adjacent
end of the stack. What matters, however, is the temperature
of the gas relative to the heat exchanger, and the temperature
of the gas outside the stack varies with distance along the
resonator’s axis. Specifically, the temperature increases with
distance beyond the hot end of the stack because the ther-
moacoustic energy flux persists a short distance past the end
of the stack,27 and the heat deposited within the short region
over which the axial component of flux approaches zero cre-
ates a time-average temperature gradient.14 The transverse
tubes, being solid surfaces interposed into an acoustic stand-
ing wave, will themselves induce thermoacoustic effects in
their vicinity, causing an additional time-average axial tem-
perature gradient. The resulting heat transfer to the tubes will
depend on some appropriate spatial average of the gas tem-
perature near the tubes. Although the detailed calculation of
that average would presumably be very messy for this geom-
etry, the qualitative behavior should be similar to that for
duct-like exchangers immediately adjacent to the end of the
stack. An approximate, one-dimensional model for the duct
geometry16 predicts substantial heat flow from the gas into
the hot-end heat exchanger whenTH5Thhx . In fact, for the
case of perfect registry between stack and heat exchanger, a
substantial fraction of the entire thermoacoustic flux pumped
by the stack can be transferred to the exchanger whenTH

5Thhx .28

The results for configurations A and C agree fairly well
with the TASFE approximation, Eq.~6!. Curiously, the data
for configuration B agree better with Eq.~7!, which does not
take into account the stronger power-law dependence on
Reynolds number for Re1.1000. Thus the variation of heat
transfer with square root of velocity, Eq.~7!, holds at larger
velocities than anticipated. The reason is unknown and could
be a fruitful area for theoretical investigation.

The behaviorh}u1
0.5 also persists at acoustic displace-

ments smaller than the diameter of the tubes. It is instructive
to compare this behavior with an observation by Swift for
parallel-duct heat exchangers.3 For displacement amplitudes
less than the length of the ducts, Swift found heat flow,Q,
proportional to the square of acoustic amplitude and tem-
perature difference between exchanger and gas,DT, linear in
amplitude. To interpret these results, he wroteQ

5hlocalSeffDT, whereSeff , the effective surface area of the
ducts, is proportional to amplitude.~In a duct, the local heat-
transfer coefficient is proportional to the thermal conductiv-
ity of the gas divided by the thermal penetration depth,
hlocal}kg /dk , and thus is independent of amplitude.3,10,14!
Defining a mean heat-transfer coefficient,h5Q/SDT, using
the total heat-transfer area of the ducts,S, one finds h
5hlocalSeff /S}u1 . Swift also observed thatDT increased
more quickly with amplitude when the displacement ex-
ceeded the duct length. This impliesh}u1

b with b,1; on the
grounds thatSeff→S in this limit, Swift anticipatedb50.

Applying the same approach to transverse tubes, one
may expecthlocal}u1

0.5 in analogy with steady flow. There-
fore, for displacements large compared to the tube diameter,
one findsh}u1

0.5, in agreement with the present results. For
small displacements, however,h should vary more rapidly
with u1 , in disagreement with the data presented here. The
reason for this discrepancy is not known and remains an area
for further investigation.

The expectationb50.5 in the previous paragraph is
qualitatively consistent with Swift’s large-amplitude results.
Indeed, for displacements large compared to the length of a
duct, the distinction between internal, duct flow and external
flow, like that around a tube, becomes fuzzy. In a large-
displacement flow, duct walls look like flattened cylinders,
and the TASFE approximation should apply.

Brewsteret al.12 presented another model in which heat
transfer is linear in acoustic amplitude, but their model
seems to require ‘‘perfect’’ heat exchange, both between gas
and stack and between gas and heat exchanger. Given the
small surface area of the heat exchangers in the present ex-
periment, the thermal contact between gas and exchanger
must be highly imperfect.

The TASFE approximation does not apply to Gopinath
and Harder’s measurements of heat transport from aniso-
lated cylinder in oscillatory flow, which were intentionally
limited to displacement amplitudes smaller than the cylinder
diameter.13 For the case of an isolated cylinder, small ampli-
tudes preclude observation of the TASFE regime11,19because
heat transport is limited by the smallness of the associated
streaming flows. In contrast, as demonstrated in the present
work, the proximity of a thermoacoustic stack~within
roughly an acoustic displacement amplitude of the ex-
changer! opens the streaming bottleneck by providing a more
efficient path for heat removal, thereby making the TASFE
approximation relevant.

V. CONCLUSION

These results show that the time-average steady-flow
equivalent approximation is useful for the analysis of heat
exchangers consisting primarily of transversely oriented cy-
lindrical elements in an acoustic standing wave. Results for
transverse-tube heat exchangers agree quantitatively with the
TASFE approximation for acoustic Reynolds numbers less
than '1000 and qualitatively for larger Re1. Results with
copper screens affixed to tubes also agree with the TASFE
approximation, once imperfect fin efficiency is taken into
account. It seems likely that this conclusion will also hold for
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other shapes of heat-exchanger elements, as long as the flow
may be broadly characterized as external flow rather than
duct flow.

The regime of validity of the TASFE approximation for
heat transfer from transverse tubes adjacent to a stack ex-
tends to lower Re1 than for similar tubes in an otherwise
empty resonator. In the absence of the stack, heat that has
been transferred from a heat exchanger to the gas can be
removed from the gas only by the relatively slow process of
advection by acoustic streaming. Except at very large Re1,
this slow process controls the overall heat-transfer rate. With
a stack nearby, however, the reciprocating motion of the gas
allows the heat to be removed to the stack on each acoustic
cycle. In this case, the overall heat-transfer rate is dominated
by the process described by Eq.~5!, and the TASFE approxi-
mation applies.

The heat-transfer coefficients presented here describe
the changeof heat flow with achangein the temperature
difference between the heat exchanger and the end of the
stack. A full description of the heat-transfer process requires
additional knowledge of the heat flow that occurs through
zero temperature difference. Qualitatively, such heat flow oc-
curs because the gas interacting with the heat exchanger does
not have the same time-average temperature as the end of the
stack. Quantitatively, the specification of that additional heat
flow awaits fuller characterization.
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A model is presented for the pulsed laser generation of ultrasound in isotropic layered plates. The
stresses and displacements of the plate have been formulated in the Hankel and Laplace transform
domains using the Thompson transfer matrix approach. The time domain response has been
obtained by numerically inverting the transforms. Several numerical results are presented showing
the normal surface displacement in the following configurations: single-layer film on a semi-infinite
substrate, two layers on a semi-infinite substrate, and three-layer plates. The model provides a useful
tool for the determination of which modes are generated by a laser source in a layered system. It can
also be used to determine how sensitive the modes are to small changes in density, thickness, or
elastic properties of the layers and to help in the selection of experimental parameters~laser spot
size, pulse length, and source to receiver distance! for optimal sensitivity. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1381536#
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I. INTRODUCTION

Optical techniques for the generation and detection of
ultrasound are well established and have been utilized in a
wide variety of nondestructive evaluation~NDE! and mate-
rials characterization applications.1–3 Pulsed laser sources
provide a nondestructive, noncontact means of wide-
bandwidth acoustic wave generation. In order to determine
the properties of a given structural system, the signal gener-
ated by a laser source in such a system must be well under-
stood. The signals become increasingly more difficult to in-
terpret as the structural system becomes more complex. Of
particular interest in this article are the acoustic signals gen-
erated by a pulsed laser source in multilayer isotropic plates
and films. Applications include the inspection of multi-layer
hard coatings widely used to protect materials against wear
and abrasion as well as the evaluation of the properties of
bonding layers between plates.

The laser generation of ultrasound in a half-space as
well as in thin plates has previously been addressed.4–9 More
recently, a model for laser generation in a thin film on a
substrate has been presented.10 In the present work, the
model is extended to calculate the acoustic signal generated
by a laser source in a layered isotropic plate with an arbitrary
number of layers. Several interesting theoretical results are
presented for coatings with a slow layer on a fast substrate
and a fast layer on a slow substrate, two layers on a half-
space, and a three-layer plate. The calculated time domain
signals provide information about the wave modes that are
generated in the various systems and may be useful, for ex-
ample, for extracting, density, thickness, and elastic property
data directly by comparing calculated and experimental dis-
placements. The model also provides a tool for the selection
of laser pulse parameters such as spot size and pulse width
for optimal acoustic wave generation in a particular system.

Dispersion curves are also presented for the layered systems
to aid in the interpretation of the time domain data.

Several techniques are presented in the literature for the
analysis of transient waves in both isotropic and anisotropic
single-and multi-layer plates.11–18 One approach is general-
ized ray theory in which the elastic waves associated with
each possible sound path or ray between the source and re-
ceiver have to be determined. However, the number of sound
paths that do not degenerate may be considerable for a plate
with a number of thin layers, making the technique compu-
tationally intensive. The other conventional approach is by
the use of the integral transform techniques which eliminate
the need for sound path tracing. In this work, Hankel and
one-side Laplace transforms are used to calculate the re-
sponse of an elastic isotropic layered plate to an axisymmet-
ric laser source. The response is first formulated in the Han-
kel and Laplace domains using the Thompson transfer matrix
method.19 The time domain response is then obtained
through numerical inversion of the Hankel and Laplace
transforms.

II. THEORY

A. Governing equations

Consider a multi-layered plate, which consists ofn ho-
mogenous, isotropic, and linearly elastic layers, each with a
thickness ofhj ( j 51,2,...,n). The top surface is subject to
laser pulse illumination, as depicted in Fig. 1. Following the
work of other authors, the laser source may be represented as
an equivalent elastic boundary source consisting of distrib-
uted normal and shear loading on the plate surface.4–6 In the
following, the normal and shear loading boundary conditions
are represented asf andg, respectively. Details of the source
representation will be discussed later.

For a cylindrical coordinate system, the decomposition
of the displacement vector in terms of the vector potentialc
~which has a component in theu direction only! and the

a!Author to whom correspondence should be addressed. Electronic mail:
tmurray@nwu.edu
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scalar potentialw, the equation of motion in a layer can be
written as

w ,rr 1
1

r
w ,r1w ,zz5sL

2w ,tt , ~1!

c ,rr 1
1

r
c ,r1c ,zz2

1

r 2 c5sT
2c ,tt , ~2!

wheresL51/cL andsT51/cT are the slownesses of the lon-
gitudinal and transverse waves with the corresponding phase
velocitiescL andcT . The corresponding displacements and
stresses may be expressed as

u5w ,r2c ,z , ~3!

w5w ,z1
1

r
~rc! ,r , ~4!

tzr5m~u,z1w,r !, ~5!

tz5~l12m!w,z1
l

r
~ru ! ,r , ~6!

wherem and l are the Lame´ constants. The application of
Hankel and one-sided Laplace transforms to Eqs.~1! and~2!
yields

w̄ ,zz
H02a2w̄H050, ~7!

c̄ ,zz
H12b2c̄H150, ~8!

where the top bar ‘‘-’’ represents the Laplace transform and
H0 andH1 represent the Hankel transform of order zero and
unity, respectively. Alsoa25j21sL

2p2 and b25j21sT
2p2.

Here, j and p represent the spatial frequency and the time
frequency, respectively. For a layer, the appropriate solutions
of these equations are

w̄H05A~j,p!e2az1B~j,p!eaz, ~9!

c̄H15C~j,p!e2bz1D~j,p!ebz, ~10!

whereA, B, C, andD are functions ofj andp. Application of
the Laplace and Hankel transform to the displacements and
stresses in Eqs.~3!–~6! yields

ūH152jw̄H02c̄ ,z
H1, ~11!

w̄H05w̄ ,z
H01jc̄H1, ~12!

t̄zr
H152m„2jw̄ ,z

H01~sT
2p212j2!c̄H1

…, ~13!

t̄z
H05m„~sT

2p212j2!w̄H012jc̄ ,z
H1
…. ~14!

The boundary condition at the top and bottom surfaces
can be written in the Laplace and Hankel domain as

t̄ rz
H1~z5z12h1/2!5ḡH1~j,p!, ~15!

t̄z
H0~z5z12h1/2!5 f̄ H0~j,p!, ~16!

t̄ rz
H1~z5zn1hn/2!50, ~17!

t̄z
H0~z5zn1hn/2!50, ~18!

whereḡH1(j,p) and f̄ H0(j,p) are equivalent elastic bound-
ary sources used to represent acoustic wave generation by an
incident laser pulse. They have been given as5

ḡH1~j,p!522
j

p
C0Q0Q~j!Q~p!, ~19!

f̄ H0~j,p!52
~b21j2!

px
C0Q0Q~j!Q~p!, ~20!

wherex25a21p/k, k is the thermal diffusion coefficient,
C0 is constant related to the thermal and elastic properties of
the top layer, andQ0Q(j)Q(p) is the Hankel and Laplace
transform of the laser source functionQ(r ,t). The laser
source function has been given by

Q~r ,t !5Q0F 2

R2 e22r 2/R2GF8t3

t4 e22t2/t2G , ~21!

whereR is the laser spot size,t is the laser pulse rise time,
and Q0 is the absorbed laser energy. This source has been
shown to accurately represent the stress field induced by a
laser in a number of practical cases.4,5,10 The representation
is subject to the following assumptions: the heating is local-
ized to the surface layer, the point of observation is outside
of the volume defined by significant thermal diffusion, and
the optical energy is converted to heat close to the irradiated
boundary. The first and second assumptions hold if the ther-
mal diffusion length (4kt)1/2, where t is the laser pulse
width, is sufficiently less than the top layer thickness and the
source to receiver distance, respectively. The third assump-
tion holds as long as the top layer material is a strong ab-
sorber at the generation laser wavelength.

B. Total transfer relation of a layered plate

By substituting Eqs.~9! and~10! into Eqs.~11!–~14! and
considering the displacements and stresses of layerj at z
5zj2hj /2 @see Fig. 1~b!#, we obtain

FIG. 1. Geometry used for calculation~a! and definition of variables in each
layer ~b!.
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$S~z!%z5zj 2hj /2

5F 2j 2je2a j hj b j 2b je
2b j hj

2a j a je
2a j hj j je2b j hj

bj 2bje
2a j hj 2aj 2aje

2b j hj

aj aje
2a j hj 2cj cje

2b j hj

G $L%, ~22!

where aj5m j (sT j
2 p212j2), bj52m jja j , and cj

52m jjb j . The vectors

$L%5$Ae2a j ~zj 2hj /2! Bea j ~zj 1hj /2! Ce2b j ~zj 1hj /2! Deb j ~zj 1hj /2!%T

and

$S~z!%5$ūH1 w̄H0 t̄zr
H1 t̄z

H0%T

have been introduced to simplify the notation. Similarly, at
z5zj1hj /2, we have

$S~z!%z5zj 1hj /2

5F 2je2a j hj 2j be2b j hj 2b j

2a je
2a j hj a j je2b j hj j

bje
2a j hj 2bj 2aje

2b j hj 2aj

aje
2a j hj aj 2cje

2b j hj cj

G $L%. ~23!

Substitution of Eq.~22! into ~23! to eliminate the common
vector $L% yields the transfer relation of the stress-
displacement vectors at the two sides of layerj,

$S~z!%z5zj 1hj /2
5M j$S~z!%z5zj 2hj /2

, ~24!

where the layer transfer matrixM j is obtained as

M j5F 2je2a j hj 2j be2b j hj j 2b j

2a je
2a j hj a j je2b j hj j

bje
2a j hj 2bj 2aje

2b j hj 2a j

aje
2ajhj aj 2cje

2b j hj cj

G
3F 2j 2je2a j hj b j 2b je

2b j hj

2a j a je
2a j hj j je2b j hj

bj 2bje
2a j hj 2aj 2aje

2b j hj

aj aje
2a j hj 2cj cje

2b j hj

G21

. ~25!

Now, the application of the continuity conditions at layer
interfaces from 1 ton yields

$S~z!%z5zn1hn/25T$S~z!%z5z12h1/2 , ~26!

where the total transfer matrixT is obtained as

T5MnMn21Mn22¯M j 11M jM j 21¯M3M2M1 , ~27!

which transfers the displacements and stresses from one side
of the layered plate to the other side.

C. Total transfer relation for a layered plate on a half-
space

For a homogeneous, isotropic, and linearly elastic half-
space, the two upgoing bulk wave modes vanish such thatB
andD in Eqs.~9! and ~10! are equal to zero. Following the

same procedure that leads to the layer transfer matrix, one
can obtain the transfer relation for a half-space, labeled by
n11, as

$S~z!%z5zn1hn/25F 2j bn11 0 0

2an11 j 0 0

bn11 2an11 1 0

an11 2cn11 0 1

G $L* %

5Mn11$L* %. ~28!

where

$L* %5$Ae2an11~zn1hn/2! Ce2bn11~zn1hn/2! 0 0%T.

The application of the continuity conditions at the interface
in between the layered plate and the half-space, i.e., substi-
tuting Eq.~28! into ~26!, yields

$L* %5T* $S~z!%z5z12h1/25Mn11
21 T$S~z!%z5z12h1/2 .

~29!

Now, the total transfer matrixT* consists of the total transfer
matrix of the layersT and the transfer matrixMn11 for the
half-space.

D. Transient response

Introduction of the boundary conditions defined by Eqs.
~15!–~18! into Eq. ~26! yields the displacements at the top
surface of the layered plate in the Hankel and Laplace do-
mains:

H ūH1~j,p!

w̄H0~j,p!J
z5z12h1/2

52FT33 T34

T43 T44
GFT31 T32

T41 T42
G21H ḡH1~j,p!

f̄ H0~j,p! J . ~30!

From Eq.~30!, the Rayleigh–Lamb frequency equation for a
layered plate can be derived as

D~j,p!5T31T422T32T4150. ~31!

The transient response of the layered plate under laser
source illumination can now be obtained by using the inverse
Laplace and Hankel transforms as

u~r ,t !5
1

2p i E0

`S E
a2 i`

a1 i`

ūH1~j,p!ept dpD J1~r j!j dj,

~32!

w~r ,t !5
1

2p i E0

`S E
a2 i`

a1 i`

w̄H0~j,p!eptdpD J0~r j!j dj,

~33!

wherea is a real arbitrary constant. To solve Eqs.~32! and
~33! analytically is very difficult as we are dealing with a
multi-layered plate. However, they can be solved using nu-
merical techniques. Note that for a case of a layered plate on
a half-space the transfer matrixT* instead ofT will be used
accordingly.

850 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Cheng et al.: Simulation of laser-generated ultrasonic waves



III. NUMERICAL SIMULATION

Equations~32! and ~33! are used to calculate the tran-
sient response of a layered plate. For an elastic multi-layered
plate, there are an infinite number of singularities for particu-
lar frequency values in the integrand of the equations. These
values correspond to an infinite number of poles associated
with the zeroes of the Rayleigh–Lamb frequency equation
that relates frequency and wave number for guided waves in
a layered plate. Since all of the poles are simple poles for an
isotropic layered plate, the integral is carried out along a
contour that is not on the imaginary axis so that the singu-
larities can be avoided. This is done by simply settinga in

the inverse Laplace integral equal to a real positive constant.
In this study, the quadrature numerical integration method20

has been used to calculate the inverse Hankel transform. The
numerical algorithm described by Crump21 has been used to
complete the one-sided Laplace inversion. The dispersion
curves are calculated using Eq.~31!. The material properties
and the thermal coefficients that have been used in the cal-
culation are listed in Table I. HereC0 andQ0 have been set
to be unity for all cases.

As a first example, the response of a single layer on a
half-space is calculated. The behavior of the generated sur-
face waves depends on the properties of the film and the
substrate and can be divided into two general cases: a slow
layer on a fast substrate and a fast layer on a slow
substrate.22 In the case of a slow layer on a fast substrate, the
presence of the top layer decreases the surface wave velocity
below that of the Rayleigh velocity of the substrate and nor-
mal dispersion is expected. The case of a fast layer on a slow
substrate shows the opposite behavior and anomalous disper-
sion is expected. Here, the two cases are configured as
titanium/aluminum and aluminum/titanium, respectively. The

FIG. 2. Transient responses of~a! a fast layer on a slow substrate~Al/Ti !
and ~b! a slow layer on a fast substrate~Ti/Al !.

FIG. 3. Dispersion curves:~a! surface waves~lowest modes! for a slow
layer on a fast substrate~Ti/Al ! and a fast layer on a slow substrate~Al/Ti !;
~b! all modes in a fast layer on a slow substrate~Al/Ti !.

TABLE I. Material parameters and thermal coefficients.

Materials ct ~km/s! cl ~km/s! r ~g/cm3! k ~mm2/ms!

Aluminum 3.13 6.32 2.72 8e25

Titanium 2.71 5.28 4.5 7e26

Epoxy 1.3 2.73 1.4 NA
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transient responses at the top surfaces were calculated with a
laser source-to-receiver distance of 1 mm, a laser source rise
time of 1 ns, and a laser beam radius of 40mm. The thick-
ness of the coating layer for each case is 2.2mm. The results
are shown in Fig. 2. In each case, we first see the arrival of
the grazing longitudinal wave followed by the arrival of the
surface wave. The surface waves are, as expected, dispersive.
For the fast layer on a slow substrate, the high-frequency
components of the surface wave travel faster than the lower
frequency components. Conversely, the high-frequency com-
ponents of the surface wave travel slower than the lower
frequency ones for the case of a slow layer on a fast sub-
strate.

The dispersion curves of the surface waves are given in
Fig. 3. The laser source primarily generates the lowest order
modes, shown in Fig. 3~a!, in each system. For the case of a
slow layer on a fast substrate, the dispersion curve starts at
the Rayleigh velocity of the substrate and slopes downward
to asymptotically approach the Rayleigh velocity of the film.
Just as for a simple Rayleigh wave on a free surface, there is
no energy leakage into the substrate. For the case of a fast
layer on a slow substrate, the situation is complicated by the
presence of the cutoff velocity occurring at the transverse
wave velocity of the substrate. Below the cutoff, a surface
acoustic wave~SAW! solution exists which begins at the
Rayleigh velocity of the substrate and proceeds to the trans-
verse wave velocity of the substrate. Above the cutoff pseudo
SAWs propagate which leak energy into the substrate. The
attenuation of the pseudo SAWs is strongest just above the

cutoff frequency and decreases for higher frequencies, as the
SAW no longer penetrates into the substrate.23 Note that the
signal shown in Fig. 2~a! is well below cutoff and propagates
as a true surface wave. Besides the modes presented in Fig.
3~a!, we also see some other higher modes in the full disper-
sion curve given in Fig. 3~b! for the fast on slow case. There
is a cutoff associated with the longitudinal wave velocity of
the substrate for each of the higher modes. After passing
their cutoffs, all of the higher modes will approach the trans-
verse wave velocity of the layer as f*h increases. Similar
dispersion phenomena have also been observed for the
higher modes of a slow layer on a fast substrate.

Next, the displacement normal to the surface is calcu-
lated for the case of two layers on a half-space using a 2-ns
laser source with a radius of 0.5 mm. The source-to-receiver
distance was 5 mm. For two layers on a half-space, three
configurations are considered; aluminum/epoxy on an alumi-
num substrate, aluminum/epoxy on a titanium substrate, and
titanium/epoxy on an aluminum substrate. The thickness for
the two top layers was taken as 0.045/0.01 mm. The transient
responses were calculated and are shown in Fig. 4. The tran-
sient response of two layers on a half-space is different than
for the single-layer case. Here, the high-frequency compo-
nents of the surface waves travel slower than the lower fre-
quency ones for all the cases in Figs. 4~a!–~c!. To understand
this, the dispersion curves for the three configurations have
been calculated. The lowest modes are plotted in Fig. 5. All
three of the phase velocity curves decrease with increasing

FIG. 4. Transient response of two layers on a half-space:~a! aluminum/epoxy layers on aluminum substrate,~b! aluminum/epoxy layers on titanium substrate,
~c! titanium/epoxy layers on aluminum substrate, and~d! titanium/epoxy layers on aluminum substrate with the laser beam radius ofR50.2 mm.
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f*h in the frequency thickness range less than 0.5 MHz*mm,
where the signals in Figs. 4~a!–~c! have been calculated. The
dispersion curves show interesting behavior in that the ar-
rival of two ~or more! different frequency component should
overlap in the time domain waveforms provided that the cor-
rect f*h range is generated. The transient response for the
case~c! has been recalculated by decreasing the laser beam
radius to 0.2 mm in order to generate higher-frequency com-
ponents. The result is plotted in Fig. 4~d!. Now the center
frequency of the generated wave packet falls in the valley of
the dispersion curve such that both the low-and high-
frequency components of the signal travel faster than the
center frequency. The higher-and lower-frequency compo-
nents of the same mode are on top of each other in the time
domain and what, at first inspection, appears to be the super-
position of two different modes is actually the superposition
of arrivals from the same mode.

We also calculated the normal displacement at the top
surfaces for the case of a three-layer plate with a source-to-
receiver distance of 5 mm, laser pulse rise time of 2 ns and
laser beam radius of 0.5 mm. For a three-layer plate, calcu-
lations have been made for the following configurations: alu-
minum~0.045 mm!/epoxy~0.01 mm!/aluminum~0.045 mm!.
The time domain trace is shown in Fig. 6~a!. The waveform
looks very similar to those presented in the literature for
laser-generated ultrasound in a single plate.1 The initial ar-
rival shows the symmetric mode (s0) and the latter arrival
the asymmetric mode (a0). The effects of the epoxy layer
are shown in the dispersion curve in Fig. 6~b! which com-
pares the layered plate with a single aluminum plate of the
same total thickness~0.1 mm!. The presence of the epoxy
layer causes a marked decrease in the velocity of both the
symmetric and asymmetric modes. It is noted that the pres-
ence of the epoxy layer also causes a decrease in the ampli-
tudes of both modes.

To evaluate unknown material properties of a layered
structure from measured data by using an inverse technique

requires a sensitivity analysis of the signals to variations of
the material parameters. It can then be determined whether
the unknown parameters can be extracted. As examples, we
recalculated the signals in Figs. 4~c! and 6~a! with both the
shear and longitudinal velocities of the epoxy layer varying
610%. The results are shown in Figs. 7~a! and~b!, where the
dotted lines represent the variations~610%! and the solid
line represents the original values. It can be seen that not all
the modes in the laser-generated signals are sensitive to the
variation of material properties. For the case that is presented
in Fig. 7~a!, the surface wave mode is much more sensitive
than the grazing longitudinal mode. It can also be seen that
even for the surface mode itself the sensitivity is different
with respect to the frequency, where the higher-frequency
components of the surface wave mode vary much more than
the lower-frequency ones. This suggests that the sensitivity
may be improved by using a smaller spot size to generate
higher frequencies. The grazing longitudinal mode, on the
other hand, is not very affected by the change in the middle

FIG. 5. Dispersion curves of lowest wave modes for two layers on a half-
space including aluminum/epoxy layers on titanium substrate, titanium/
epoxy layers on aluminum substrate, and aluminum/epoxy layers on alumi-
num substrate.

FIG. 6. ~a! Transient response of the three-layer~aluminum/epoxy/
aluminum! plate and~b! dispersion curves of the three-layer aluminum/
epoxy/aluminum plate~solid line! as compared to the one-layer aluminum
plate ~dotted line! of the same total thickness.
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layer because it is primarily sensitive to the properties of the
top layer. For the case that is presented in Fig. 7~b!, it can be
observed that the arrival of thea0 mode is much more sen-
sitive than that of thes0 mode. Thea0 mode shows a rela-
tively large shift with changes in bonding layer properties
and should be able to be used to effectively extract these
properties experimentally.

IV. CONCLUSIONS

The transient response of an elastic isotropic layered
plate subject to laser source illumination has been studied in
this work. The stresses and displacements of the layered
plate generated by the laser source have been formulated in
the Hankel and Laplace transform domains using the Thomp-
son transfer matrix approach. The time domain response has
been obtained by numerically inverting the transforms. Nu-
merical results are calculated giving the normal displacement
for several configurations: coatings with a slow layer on a
fast substrate and a fast layer on a slow substrate, two thin
layers on a half-space, and a three-layered plate. The charac-

teristics of the laser-generated transient signals and their dis-
persion phenomena for each particular case have been stud-
ied in detail. The sensitivity of the signals to variations of
material properties of layers has been demonstrated. The
model provides a useful tool for the determination of which
modes are generated by a laser source in a layered system. It
can also be used to determine how sensitive the generated
modes are to changes in density, thickness, or elastic proper-
ties of the layers and to help in the selection of experimental
parameters~laser spot size, pulse length, and source to re-
ceiver distance! for optimal sensitivity. Future work will fo-
cus on using the model to determine the properties of layered
structures using an inverse method.
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An eight-port impedance matrix and an equivalent circuit are presented for the analysis of an
asymmetric triple-layered piezoelectric bimorph with separate electrical ports. The separate electric
ports for the top and bottom piezoelectric layers operate independently of each other: they generate
and/or sense the coupled extensional and flexural motions. Taking into account shear and rotatory
inertia, the eight-port impedance model is first obtained for the bimorph. The electromechanical
behavior of the piezoelectric layers, and the mechanical motions of the bimorph, are separately
represented by equivalent circuits with common ports. Connecting the circuits through the common
ports then leads to the overall equivalent circuit. It is demonstrated that the resonance/antiresonance
frequencies and the sensor-to-actuator signal of the cantilevered bimorph for various
length-to-thickness ratios can be effectively calculated by the application of the electrical network
theory to the equivalent circuit. It is also shown that the electric circuit conditions on the
piezoelectric layers can alter the resonance frequencies of the bimorph without changing the
mechanical conditions. All the results by the present method are in excellent agreement with those
by three-dimensional finite-element methods. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1387090#

PACS numbers: 43.38.Ar, 43.38.Fx, 43.40.At, 43.40.Dx@SLE#

I. INTRODUCTION

Beam types of piezoelectric transducers have been
widely used in many applications such as biomedical ultra-
sonic imaging analyzers, accelerometers, acoustic sensors,
resonators, ultrasonic driers, inkjet printer heads, underwater
electroacoustic projectors, etc.1–4 To generate the flexural
motion in the electromechanical transducers, a piezoelectric
layer is bonded on each side of the thin shim layer, and they
are electrically interconnected in series or parallel. The
analysis so far has been mainly based on the Euler beam
theory, which is accurate enough to analyze the slender pi-
ezoelectric bimorph in flexural motion.5–10 However, as the
aspect ratio of the length to the thickness decreases, such
elementary theory cannot accurately predict the electrome-
chanical behavior of the bimorph. In this case, according to
the Timoshenko beam theory, the transverse shear deforma-
tion and the rotatory inertia should be taken into account.
Unlike the symmetric piezoelectric bimorph with one electric
port, both extensional and flexural motions can be excited in
the asymmetric bimorph with the two separate electric
ports.11 In this bimorph, the electrical signals generated by
the mechanical motions can be monitored separately by the
two piezoelectric layers.

The impedance and admittance matrices are often used
in the analysis of piezoelectric transducers since the lumped
parameters conveniently describe the electromechanical be-
havior, including the resonance and antiresonance
frequencies.12–17 However, it is more convenient to use the
electrical equivalent circuits, which represent the electrome-
chanical behavior of the piezoelectric bimorph.18–24The cir-

cuits offer visual interactions of the compound transducers
with external systems, such as electrical driving devices and
wave propagation media.19 The electromechanical behavior
can then be easily analyzed by virtue of the powerful meth-
ods of electrical network theory.20 The rotational angular ve-
locity of the Langevin flexural transducer was obtained from
the single-port equivalent circuit.21 Both the vertical and an-
gular displacements were taken into account, and a block
equivalent circuit together with a four-by-four transmission
matrix was then presented.22 The dynamic models of piezo-
electric actuators which included the axial deflection were
later derived.23 Most recently, an equivalent circuit of the
bimorph in flexural motion was derived using the five-by-
five impedance matrix.24

However, the shear deformation and the rotational iner-
tia have not been taken into account yet in the analysis of the
asymmetric triple-layered piezoelectric bimorph with sepa-
rate electric ports. The purpose of this paper is thus to ana-
lyze the piezoelectric transducers in extensional and flexural
motions by including the thickness effects. An eight-by-eight
impedance matrix is first derived: one electric port for each
top and bottom layer, one for extensional motion, and two
flexural motions at each end. An equivalent circuit is then
presented which further facilitates the analysis of the bi-
morph. Three cases are then studied:~1! the effects of shear
and rotatory inertia on the resonance and antiresonance fre-
quencies for various aspect ratios;~2! the variation of the
resonance frequencies according to the electric open- or
short-circuit conditions imposed on the two piezoelectric lay-
ers; and~3! the voltage response of one piezoelectric layer
actuated by the other.a!Electronic mail: sungha@hanyang.ac.kr
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II. BASIC EQUATIONS

The asymmetric triple-layered piezoelectric bimorph
considered in this study is comprised of a relatively thick
middle shim and two piezoelectric layers of different mate-
rial properties and thickness, as shown in Fig. 1. The piezo-
electric layers are electroded on the top and bottom faces,
and they have separate electrical ports. The polarizations of
the piezoelectric layers direct upward; the bimorph deforms
vertically and/or axially according to the directions of the
electric fields and the thickness of the piezoelectric layers.
The length~x direction!, the total thickness~z direction!, and
the width~y direction! are denoted, respectively, byl, h, and
b; each thickness for the middle shim and the top and bottom
layers is denoted respectively byh(m), h(t), and h(b). The
mechanical and electrical responses as well as the applied
voltages and loads are supposed to be in harmonic vibration
with a common angular frequencyv.

In the Thimoshenko beam theory, the total vertical de-
flection uz(x) of the beam is generated by both bending and
shear, so that the slope of the deflection curve and the axial
displacementux(x,z) can be written as25

]uz~x!

]x
5u~x!1c~x!, ux~x,z!5uo~x!2zu~x!, ~1!

whereu is the angle of rotation due to bending,c is the angle
of distortion due to shear, anduo is the axial extensional
displacement at the neutral axis (z50). The strain–
displacement relationship thus yields the axialSxx and shear
strainSxz

Sxx5
]ux

]x
5

]uo

]x
2z

]u

]x
, Sxz5

]ux

]z
1

]uz

]x
5c. ~2!

The z-directional electric fieldEz
(p) of eachpth piezoelectric

layer ~p5t for the top layer andb for the bottom layer! is
assumed to be constant

Ez
~p!5

V~p!

h~p! , ~3!

where V(p) denotes the electric potential difference, or the
voltage in thepth piezoelectric layer.

The one-dimensional constitutive equation for a piezo-
element is written as1

Txx5c11Sxx2e31Ez , Txz5c55Sxz ,
~4!

Dz5e31Sxx1«33Ez ,

whereTxx and Txz are the axial normal and shear stresses,
andDz is thez-directional electric displacement. The mate-
rial properties in Eq.~4! are defined as

c115
1

s11
E , c555

1

s55
E , e315

d31

s11
E , «335«33

T 2
d31

2

s11
E , ~5!

where s11
E and s55

E denote the elastic extensional and shear
compliances under the constant electric field;d31 the piezo-
electric strain constant; and«33

T the permittivity under the
constant stress.

With Eqs.~1!–~4!, the extensional loadNx , the flexural
momentMx , and the transverse shear forceRx can be writ-
ten as

Nx5E E Txxdz dy5A11

]uo

]x
2e31

~ t !bV~ t !2e31
~b!bV~b!,

~6a!

Mx52E E Txxz dz dy

5D11

]u

]x
1zc

~ t !e31
~ t !bV~ t !1zc

~b!e31
~b!bV~b!, ~6b!

Rx5E E Txzdz dy5A55c, ~6c!

wherezc
(p) denotes thez-directional center coordinate of the

pth layer with respect to the neutral axis, i.e.,z50, which is
determined from the condition

E c11z dz50. ~7!

Each stiffnessA11, D11, andA55 in Eq. ~6! is defined as

~A11,D11,A55!5bE ~c11,c11z
2,gc55!dz, ~8!

where they-directional integration simply yielded the multi-
plication of the widthb, and g is a shear correction factor
~g55/6 for the rectangular cross section!.

The electric charge for each piezoelectric layer is de-
fined as

Q~p!5
b

h~p! E E Dz
~p! dz dx, ~9!

which is the conjugate of the voltage when the electric field
is assumed as in Eq.~3!.13 Substituting Eqs.~1!–~4! into Eq.
~9! yields

Q~p!5e31
~p!b@uo~ l !2uo~0!#2e31

~p!zc
~p!b@u~ l !2u~0!#

1 lb
«33

~p!

h~p! V~p!. ~10!

Note that the electric charge is generated by both extensional
and flexural motions from which the rigid body translation
and rotation are excluded. It is also observed that the net
rotation, i.e.,u( l )2u(0) multiplied by the distancezc

(p) pro-

FIG. 1. Configuration of the asymmetric triple-layered piezoelectric bi-
morph with the electrically separate ports.
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duces the axial extension, which adds to the net axial exten-
sion, i.e.,uo( l )2uo(0).

Substituting Eq.~6! into the extensional and flexural
equilibrium equations yields two differential equations

]2uo

]x2 2
rh

A11

]2uo

]t2 50, ~11a!

]4uz

]x4 2S rh

A55
1

r r

D11
D ]4uz

]x2]t2 1
rh

D11

]2uz

]t2 1
rh

A55

1
r r

D11

]4uz

]t4 50, ~11b!

whererh now indicates the mass density per unit length and
r r the rotatory mass density. The general solutions of Eq.
~11! for the harmonic motion with the frequencyv are25

uo~x,t !5@A1 coslox1A2 sinlox# j vt, ~12a!

uz~x,t !5@A3 coslax1A4 sinlax1A5 coshlbx

1A6 sinhlbx#ej vt, ~12b!

whereAi ( i 51,2,...,6) are the coefficients to be determined
using either the force or the displacement conditions at the
boundary. The parameterslo , la , and lb in Eq. ~12! are
defined as

lo5vA rh

A11
, ~13a!

la5A 1
2~rS1rR!1A 1

4~rS2rR!21rD, ~13b!

lb5A2 1
2~rS1rR!1A 1

4~rS2rR!21rD, ~13c!

whererS5rhv2/A55, rR5r rv
2/D11, andrD5rhv2/D11.

It can be observed that the shear deformation and the rotatory
inertia are associated, respectively, withrS andrR .

III. DERIVATION OF IMPEDANCE AND ADMITTANCE
MATRICES

In this section, the impedance and admittance matrices
are derived from the results obtained in the previous section.
The mechanical effort and flow vectors for extensional and
flexural motions together with the electric voltages and cur-
rents are now defined as shown in Fig. 2. For extensional
motion ~denoted by the subscript N in the following nota-
tions!, the mechanical effortFN and flow vectorsUN are
defined, respectively, in terms of the forces and displace-
ments at the boundary

FN5S FN
~1!

FN
~2!D 5S 2Nx~0!

Nx~ l ! D
and ~14!

UN5S UN
~1!

UN
~2!D 5 j vS uo~0!

uo~ l ! D .

The common time-dependence termej vx is omitted in the
derivation. Substituting Eq.~12a! into Eq. ~6a! and eliminat-
ing the coefficientsA1 and A2 yields the relationship be-
tweenFN andUN

FN5ZNUN1e31
~ t !bV~ t !S 21

1 D1e31
~b!bV~b!S 21

1 D , ~15!

whereZN now denotes a two-by-two symmetric impedance
matrix for extensional motion, each componentZN

( i , j ) given
by

ZN
~1,1!5ZN

~2,2!5A11

loco

j vso
, ZN

~1,2!52A11

lo

j vso
. ~16!

For notation brevity,co5coslol and so5sinlol. The me-
chanical effortFF and flow vectorsUF for flexural motion
~denoted by the subscript F! are also defined as

FF5S FF
~1!

FF
~2!

FF
~3!

FF
~4!

D 5S 2Mx~0!

2Rx~0!

Mx~ l !
Rx~ l !

D
and ~17!

UF5S UF
~1!

UF
~2!

UF
~3!

UF
~4!

D 5 j vS u~0!

uz~0!

u~ l !
uz~ l !

D .

Substituting Eq.~12b! into Eqs.~6b! and~6c! now yields the
relationship betweenFF andUF

FF5ZFUF1zc
~ t !e31

~ t !bV~ t !S 21
0
1
0
D 1zc

~b!e31
~b!bV~b!S 21

0
1
0
D .

~18!

The four-by-four impedance matrixZF is symmetric, and its
componentZF

( i , j ) is given by

FIG. 2. The mechanical and electrical effort and flow
vectors: one extensional and two flexural motions at
each boundary, and one electric port for each piezoelec-
tric layer.
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ZF
~1,1!5ZF

~3,3!5D11lalb~la
21lb

2!

3~lbl1
2casb2lal2

2cbsa!/X,

ZF
~1,2!52ZF

~3,4!5D11rD@lalb~l1
22l2

2!~cacb21!

2~l2
2la

21l1
2lb

2!sasb#/X,

ZF
~1,3!5D11lalb~la

21lb
2!~l2

2lasa2l1
2lbsb!/X,

~19!
ZF

~1,4!52ZF
~2,3!52D11rDlalb~la

21lb
2!~ca2cb!/X,

ZF
~2,2!5ZF

~4,4!5D11rD~la
21lb

2!

3~lal2
2casb1lbl1

2cbsa!/X,

ZF
~2,4!5D11rD~la

21lb
2!~lal2

2sb1lbl1
2sa!/X,

where ca5coslal, sa5sinlal, cb5coshlbl, and sb

5sinhlbl; l1
25la

22rS andl2
25lb

21rS ; and

X5 j v b2rDlalb~cacb21!1sasb~l1
4lb

22l2
4la

2!c. ~20!

With the following definitions of the current and voltage
vectors as

I5S I ~ t !

I ~b!D and V5S V~ t !

V~b!D , ~21!

and with Eq.~10!, the electric currents for the top and bottom
piezoelectric layers can then be expressed as

I5S e31
~ t !b

e31
~b!bD ~UN

~2!2UN
~1!!2S zc

~ t !e31
~ t !b

zc
~b!e31

~b!bD ~UF
~3!2UF

~1!!1CV,

~22!

where the clamped admittanceC is a diagonal matrix, de-
fined as

C5 j v lbF«33
~ t !/h~ t ! 0

0 «33
~b!/h~b!G . ~23!

Equation~22! shows how the currents are generated by the
mechanical motions in addition to the voltages.

As a result, Eqs.~15!, ~18!, and~22! are combined into a
matrix form

S FN

FF

I
D 5F ZN 0 PN

0 ZF PF

2PN
T 2PF

T C
G S UN

UF

V
D , ~24!

where the electromechanical coupling matricesPN andPF for
extensional and flexural motions are obtained

PN5bF e31
~ t ! e31

~b!

2e31
~ t ! 2e31

~b!G ,

~25!

PF5bF 2zc
~ t !e31

~ t ! 2zc
~b!e31

~b!

0 0

zc
~ t !e31

~ t ! zc
~b!e31

~b!

0 0

G .

Now, the impedance and admittance matrices can be easily
obtained from Eq.~24!. The exchange of the current vector

with the voltage vector in Eq.~24! yields the impedance
matrix

S FN

FF

V
D 5F ZN1PNC21PN

T PNC21PF
T PNC21

ZF1PFC
21PF

T PFC
21

sym. C21
G

3S UN

UF

I
D , ~26!

whereas the exchange of the effort vector with the flow vec-
tor in Eq. ~24! yields the admittance matrix

S UN

UF

I
D 5F ZN

21 0 2ZN
21PN

ZF
21 2ZF

21PF

sym. C1PN
TZN

21PN1PF
TZF

21PF

G
3S FN

FF

V
D . ~27!

It is clearly shown in Eqs.~24!, ~26!, and~27! how mechani-
cal extensional and flexural motions are related and coupled
with the electric voltages and currents of the piezoelectric
layers; for instance, Eq.~27! shows how the electric voltages
excite extensional and flexural motions. The electrical and
mechanical conditions assigned to the bimorph can be easily
realized in the matrices, e.g., the electrically open- or short
circuits, the parallel or series connections in the piezoelectric
layers, and the mechanical boundary conditions. It is noticed
that the impedance and admittance matrices are symmetric,
which is one of the reciprocity conditions often observed in
electromechanical systems.

IV. EQUIVALENT CIRCUIT MODEL

In this section, an equivalent circuit representation of the
asymmetric triple-layered bimorph is derived from the equa-
tions obtained in the previous sections. In order to do so,
each equivalent circuit for the top and bottom piezoelectric
layers and for the extensional and flexural motions is sepa-
rately derived, and the overall equivalent circuit is then com-
pleted by connecting the circuits to each other through com-
mon terminals.

First, we define the equivalent currentsĪ N and Ī F , each
corresponding to extensional and flexural motion as

Ī N5UN
~2!2UN

~1! , Ī F5UF
~3!2UF

~1! ~28!

and the turns ratios of the transformers and the capacitance
for the pth piezoelectric layer as

GN
~p!52e31

~p! b, GF
~p!5zc

~p!e31
~p!b, C~p!5

lb«33
~p!

h~p! . ~29!

The electric currentI (p) of Eq. ~22! is then rewritten as

I ~p!52GN
~p! Ī N2GF

~p! Ī F1 j vC~p!V~p!. ~30!

With Kirchhoff’s current laws~KCL!, Eq. ~30! can be repre-
sented by an equivalent circuit, as shown in Fig. 3~a!, where
the transformers convert the extensional and flexural motions
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to the equivalent currentsĪ N and Ī F , respectively, by the
ratiosGN

(p) andGF
(p) . At the same time, the transformers con-

versely convert the electric voltageV(p) to the equivalent
voltages, or driving forces for extensional and flexural mo-
tions, each denoted respectively byV̄N

(p) and V̄F
(p)

V̄N
~p!5GN

~p!V~p!, V̄F
~p!5GF

~p!V~p!. ~31!

The terminals withĪ N as current andV̄N
(p) as voltage, denoted

by (V̄N
(p) , Ī N), will be a common port through which a circuit

for extensional motion is connected to the one for the piezo-
electric layer; the terminals (V̄F

(p) , Ī F) are for flexural motion.
Next, the extensional motion in Eq.~15! is represented

by an equivalent circuit with two coupled closed loops which
contain two mechanical terminals, i.e., (FN

(1) ,UN
(1)) and

(FN
(2) ,UN

(2)), and the two source terminals, i.e., (V̄N
(t) , Ī N) and

(V̄N
(b) , Ī N). Since the equivalent currentĪ N5UN

(2)2UN
(1) for

the extensional motion is common to the two piezoelectric
layers, as shown in Eq.~30!, two flow loops are drawn as
depicted in Fig. 3~b!. The impedancesZni ( i 51,2,3) in the
circuit are now determined by applying Kirchhoff’s voltage
laws ~KVL ! to the two closed loops and using Eq.~15!, and
expressed in terms of the components of the impedance ma-
trix ZN

( i , j )

Znl5Zn25ZN
~1,1!1ZN

~1,2! , Zn352ZN
~1,2! . ~32!

Next, the mechanical flexural motion described by Eq.
~18! implies four closed loops in an equivalent circuit with
four mechanical terminals (FF

( i ) ,UF
( i )), wherei 51,2,3,4, and

with the two source terminals (V̄F
(t) , Ī F), (V̄F

(b) , Ī F). Since the
equivalent currentĪ F5UF

(3)2UF
(1) is common to the two pi-

ezoelectric layers as shown in Eq.~30!, a flow loop is formed
which includes bothUF

(1) and UF
(3) . Other loops are conse-

quently induced, and the full circuit is drawn in Fig. 3~c!.
Similar to the extensional motion, the equivalent circuit is
connected to those for the piezoelectric layers through the
terminals (V̄F

(t) , Ī F) and (V̄F
(b) , Ī F). By applying KVL to the

four loops in the circuit and using Eq.~18!, we obtainZf i

( i 51,2,3,...,9) in terms ofZF
( i , j )

Zf 15ZF
~2,2!1ZF

~2,4! , Zf 65ZF
~1,4!2ZF

~1,3! ,

Zf 25ZF
~1,1!1ZF

~1,3! , Zf 752ZF
~1,2!2ZF

~1,4! ,

Zf 35ZF
~2,2!1ZF

~1,2!1ZF
~2,4!1ZF

~1,4! ,
~33!

Zf 852ZF
~1,2!1ZF

~1,4! ,

Zf 45ZF
~1,2!2ZF

~1,4!1ZF
~1,1!1ZF

~1,3! , Zf 95ZF
~1,2!,

Zf 552ZF
~2,4!2ZF

~1,4! .

The overall equivalent circuit is now obtained by con-
necting the circuits for the top and bottom piezoelectric lay-
ers to those for extensional and flexural motions through the
common terminals, i.e., (V̄N

(t) , Ī N), (V̄N
(b) , Ī N), (V̄F

(t) , Ī F), and
(V̄F

(b) , Ī F), as shown in Fig. 4. This equivalent circuit clearly
shows how each mechanical, electrical, and electromechani-
cal component is related to the other. Most importantly, all
the circuit components are completely expressed in terms of
the impedance matrix components as noted in Eqs.~16!,
~19!, ~32~! !, and ~33!. Using the circuit, we can thus ob-
serve the effects of such parameters on the transducing per-
formance as the thickness, the length, and the material prop-
erties of the bimorph. The specified mechanical or electrical
conditions are easily realized by the electromechanical
equivalence: the zero-prescribed displacement and force are
electrically equivalent to opening and closing the corre-
sponding mechanical ports, respectively. We can also con-

FIG. 3. Equivalent circuits~a! for the piezoelectric layer;~b! for the exten-
sional motion; and~c! for the flexural motion of the bimorph.

FIG. 4. Eight-port overall equivalent circuit; the circuits enclosed by the
dotted box denote the impedancesRN and RM , respectively, due to the
extensional and flexural motions.
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nect other equivalent circuits to this circuit through the
proper terminals in accordance with the external mechanical
and electrical components attached to the bimorph.

Although the overall admittance matrix in Eq.~27! can
yield the electrical admittance under the given mechanical
boundary conditions, the equivalent circuit enables us to de-
rive the electrical admittance more easily. Once the mechani-
cal boundary conditions are assigned to the corresponding
ports, the extensionalRN and flexural impedancesRF can
replace the circuits enclosed, respectively, by the dotted
boxes as shown in Fig. 4. Applying KVL to the circuit with
the impedances yields the electrical admittance

S I ~ t !

I ~b!D5F Y~ t,t ! Y~ t,b!

Y~b,t ! Y~b,b!G S V~ t !

V~b!D , ~34!

where each component of the admittance is obtained as

Y~ t,t !5 j vC~ t !1
GN

~ t !2

RN
1

GF
~ t !2

RF
, ~35a!

Y~ t,b!5Y~b,t !5
GN

~ t !GN
~b!

RN
1

GF
~ t !GF

~b!

RF
, ~35b!

Y~b,b!5 j vC~b!1
GN

~b!2

RN
1

GF
~b!2

RF
. ~35c!

The poles and zeros of the admittance yield, respectively, the
resonance and antiresonance frequencies of the bimorph. The
electrical parallel connection conditions~I 5I (b)2I (t) andV
52V(t)5V(b)! simplify Eqs.~34! and ~35! as

Y5
1

V
5 j v~C~ t !1C~b!!1

~GN
~ t !2GN

~b!!2

RN

1
~GF

~ t !2GF
~b!!2

RF
. ~36!

In the case of the symmetric layer sequence~e31
(t)5e31

(b) , zc
(t)

52zc
(b) , «33

(t)5«33
(b) ; Ct5Cb5C/2, GN

(t)5GN
(b) , GF

(t)

52GF
(b)5GF/2!, Eq. ~36! further reduces to

Y5
1

V
5 j vC1

GF
2

RF
. ~37!

It is noted in Eqs.~34!–~37! that mechanical extensional and
flexural conditions at the boundary can be easily realized,
respectively, byRN andRF .

For the fixed-free end condition as shown in Fig. 5, as an
example, the mechanical flows and efforts are given by

UN
~1!5UF

~1!5UF
~2!50,

~38!
FN

~2!5FF
~3!5FF

~4!50.

The reduced equivalent circuits are easily drawn and illus-
trated in Fig. 5 using the electromechanical equivalence. Ap-
plying KVL to the circuit enclosed by the dotted box in Fig.
5 leads to the impedancesRN and RF , each simplified, re-
spectively, by Eqs.~32! and ~33!

RN5Zn31Zn25ZN
~1,1! , ~39a!

RF5Zf 61Zf 41
~Zf 31Zf 5!~Zf 71Zf 81Zf 9!

Zf 31Zf 51Zf 71Zf 81Zf 9

5ZF
~1,1!2

~ZF
~1,2!!2

ZF
~2,2! . ~39b!

Substitution of Eq.~39! into Eq. ~35! yields the electrical
admittances of the bimorph subjected to the fixed-free end
conditions. The electric admittance could also be derived by
assigning the mechanical boundary conditions of Eq.~38! to
the admittance matrix in Eq.~27!, but the results by the
equivalent circuit give a better understanding and visualiza-
tion of the system.

One of the two piezoelectric layers can be used as an
actuator and the other as a sensor. In this case, the voltage at
the sensor, e.g.,V(b), is generated by the deformation due to
the actuator voltage, e.g.,V(t). We can then calculate the
sensor-to-actuator voltage signal using the condition that
I (b)50 in Eq. ~34!

V~b!

V~ t ! 52
Y~b,t !

Y~b,b! . ~40!

This type of transducer can be applied to the resonance sen-
sor for static force measurement.26

V. APPLICATIONS AND DISCUSSIONS

In this section, the electromechanical behavior of the
asymmetric triple-layered bimorphs in extensional and flex-
ural motion is investigated using the equivalent circuit de-
rived in the previous sections. The bimorph under consider-
ation consists of PZT G1195N~point group 6 mm!

FIG. 5. Equivalent circuit of the bimorph with one end fixed and the other
free.
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piezoelectric ceramics and stainless-steel layer for the middle
shim. The material properties are as follows: for the PZT
G1195N, 1/s11

E 561.0 GPa, n50.3, r57600 kg/m3, d31

50.254 nm/V, and«33
T 515.0 nF/m, and for the stainless

steel, 1/s11
E 5200.0 GPa,n50.3, andr57830 kg/m3.

In the first case, the effects of the thickness aspect ratio
(5 l /h), ranging from 2.5 to 15, on the resonance and anti-
resonance frequencies of the bimorph with the fixed-free
boundary condition are probed; the thickness of each layer is
given byh(t)5h(b)50.15 mm andh(m)50.7 mm. Four cases
are thus considered:~1! Euler beam~no shear and no rotatory
inertia!; ~2! only rotatory inertia;~3! only shear; and~4! Ti-
moshenko beam~both shear and rotatory inertia!. We can
easily neglect the effects of shear and rotatory inertia in the
analysis by assigning zero values, respectively, torS

(5rhv2/A55) andrR(5r rv
2/D11) in Eq. ~13!. For the pur-

pose of verification, the three-dimensional finite-element
method~FEM! is used where a node in the element has four
degrees of freedom, i.e., three mechanical displacements and
one electric potential.27 To assure the convergence of the
frequencies within 0.1% of errors, 150 elements are used for
the axial direction, and 20 elements for the thickness direc-
tion. The calculated frequencies are normalized as follows:

v* 5Arhv2

D11
l 25vArhDl 2. ~41!

The resonance frequencies are calculated and shown in Fig.
6. It is evident that the effects of shear and rotatory inertia on
the frequencies become more significant, as the bimorph gets
shorter. In the higher modes, the differences are still obvious
even for the high aspect ratio. The resonance frequencies
calculated under the consideration of both shear and rotatory
inertia agree very well with the results by the FEM for all
ranges of aspect ratios. The antiresonance frequencies are
shown in Fig. 7, and similar to the resonance frequencies, the
effects of shear and rotatory inertia are remarkable for
shorter beams and higher modes. The overall antiresonance
frequencies are higher than the resonance frequencies; they
show greater differences in the first frequency. In both reso-
nance and antiresonance frequencies, the effects of the shear
deformation are more significant than those of the rotatory
inertia.

In the second case, we observe the changes of the fun-
damental frequencies according to the circuit conditions of
the piezoelectric layers. All possible circuit conditions are
considered, i.e., short–short, open–short, short–open, and
open–open imposed on the top and bottom piezoelectric lay-
ers. The normalized frequencies versus the thickness ratios
of the two piezoelectric layersh(t)/h(b) are calculated and
shown in Fig. 8;h(t)1h(b)50.3 mm, h(m)50.7 mm, and
l /h510. The results agree very well with those by the FEM.
It is observed that the fundamental frequencies increase as
the number of open ports increases, and that the short–open
ports yield higher frequency than the open–short ports for
the asymmetric layers ofh(t)/h(b),1. Thus, depending upon
the type of actuation used, the same actuator setup can gen-
erate a very different structural actuation and response.

In the third case, we examine the sensor voltageV(b)

generated by the actuator voltageV(t) for three different ex-

citing frequencies, i.e., 80% and 40% of the resonance fre-
quenciesv r , and the static one. The statically exciting volt-
age is realized by taking a very low value for the exciting
frequency. The geometric dimensions and material properties
are the same as in the second case. We have obtained the
sensor-to-actuator voltage ratiosV(b)/V(t) versus the thick-
ness ratiosh(t)/h(b) using Eq.~40!, as shown in Fig. 9. For
the given geometry and materials, the voltage ratioV(b)/V(t)

decreases as the ratioh(t)/h(b) increases for all cases. Excel-
lent agreements are also observed between the results by the
equivalent circuit and the FEM.

VI. CONCLUSIONS

To analyze the electromechanical behavior of the asym-
metric triple-layered bimorph with two separate electric
ports, we have derived an eight-by-eight impedance matrix
and eventually an equivalent circuit. It has been demon-
strated that the mechanical conditions as well as the electric
port conditions can be easily realized with the electrome-
chanical equivalence in the circuit. The electrical admit-
tances have also been obtained from the circuit and ex-
pressed in terms of the geometric dimension and the material
properties of the bimorph. The effects of shear and rotational

FIG. 6. The normalized resonance frequencies versus the aspect ratios, cal-
culated by the equivalent circuit and the FEM;~a! the first; ~b! the second;
and ~c! the third frequencies.
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inertia and the circuit conditions on the resonance/
antiresonance frequencies for a wide range of thickness ra-
tios have been thus studied using the circuit.

The equivalent circuits are expected to facilitate further
analyses of the electromechanical system for probing the ef-

fects of connecting external systems, or of making modifica-
tions to the bimorph. It is also expected that the admittance
matrix and the equivalent circuit presented in this paper can
be expanded to other types of piezoelectric transducers for
future applications including the multilayered piezoelectric
sensors and actuators subjected to the multiple electrical ex-
citation and general loading conditions.
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Nonlinear output control in hysteretic, saturating materialsa)
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The problem of determining the drive waveform that produces a desired output from a hysteretic,
saturating material is considered both theoretically and experimentally. The specific problem of
interest is the production of a high-amplitude, but monofrequency, sinusoidal polarization response.
~The techniques presented could also be used to control other physical variables, such as the strain,
if desired.! Two sample materials were considered, one of which is characterized by relatively low
hysteresis (tand'0.03) and tested using mechanical prestresses of 20.7 MPa~3 kpsi! and 41.4 MPa
~6 kpsi!, and the other of which is characterized by relatively high hysteresis (tand'0.11), and
tested without a prestress. Both samples were fabricated from the electrostrictive material lead
magnesium niobate~PMN!, although a magnetostrictive material~such as Terfenol-D! could have
been tested instead. The samples were subjected to a bias voltage and prestress in order to simulate
conditions that might arise in a full transducer. By analytically inverting a theory of hysteresis@J. C.
Piquette and S. E. Forsythe, J. Acoust. Soc. Am.106, 3317–3327~1999! and J. Acoust Soc. Am.
106, 3328–3334~1999!#, the required~predistorted! drive waveform was determined. Both
semi-major and minor hysteresis loops, in both polarization and strain, were measured and the
parameters of the theory determined by least-squares fitting. The measurements were obtained under
quasi-static conditions, with drive frequencies at or below 10 Hz. The observed fits of theory to data
are of high quality. The theory was then inverted analytically to determine the drive required to
produce the desired monofrequency polarization response, having a peak polarization value
approximately equal to that achieved using a biased sinusoid of AC amplitude equal to the bias. The
total harmonic distortion~THD! in the output polarization resulting from the inverting drive,
computed using 10 harmonics, was experimentally observed to be about an order of magnitude less
than that resulting from a biased sinusoid in all cases. It is shown that the hysteresis loop arising
when using the distortion-reducing drive is of smaller area than that obtained when driving with a
sinusoid to achieve the same polarization amplitude. Thus, the distortion-reducing drive results in a
smaller loss per cycle than is obtained with a sinusoidal drive. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1381537#

PACS numbers: 43.38.Ar, 43.20.Px, 43.30.Yj, 43.58.Vb@SLE#

I. INTRODUCTION

Active transducer materials generally exhibit both satu-
ration and hysteresis.~‘‘Saturation’’ is the phenomenon of
the departure of the polarization versus electric field curve
from a straight line, and is associated with the depletion of
dipoles available to realign with an increasing applied field.
‘‘Hysteresis’’ is the phenomenon of the failure of the polar-
ization versus electric field curve to retrace the same path
when an electric field is applied and then removed, and is
associated with the presence of irreversible loss mechanisms
in the material or time-dependent phenomena.! This is true
both for the older active materials,1,2 such as barium titanate
and lead zirconate titanate~PZT!, and for the newer active
materials3,4 such as lead magnesium niobate~PMN! and
Terfenol-D. Saturation and hysteresis can lead to significant
harmonic distortion of the output, since both of these phe-

nomena are nonlinear in character. In the case of PZT, the
problem of significant harmonic distortion is avoided by uti-
lizing drive levels that produce changes in polarization that
are small relative to the remanent polarization of the mate-
rial. While PMN and Terfenol-D do not retain large remanent
polarizations, a similar approach can be utilized if the drive
amplitudes considered are a small percentage of the bias
voltages used to simulate the effects of a remanence~in
PMN!, or a small percentage of the biasing magnetic field~in
Terfenol-D!. However, these newer transduction materials
are much more temperature sensitive than is PZT, and as
temperature is lowered, significant hysteresis can appear in
them. Moreover, even at elevated temperatures, where hys-
teresis can be insignificant, the requirement to operate the
transducer at drive levels that are a small percentage of the
bias level to avoid the harmonic distortion significantly re-
duces the possible output level obtainable by the device. In
PZT drive levels also must be kept relatively low in order to
avoid depoling. However, in PMN and Terfenol-D the rem-
anent polarization is relatively insignificant, and drive levels

a!Preliminary reports on this work were presented at the 1999 PMN Work-
shop~Alfred University, Alfred, NY, October 1999! and at the 2000 ONR
Workshop on Transducers and Transducer Materials~Penn State Univer-
sity, State College, PA, April 2000!.
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right up to the bias levels can be considered. However, to do
so requires the ability to deal with the attendant harmonic
distortions.

The output harmonics that appear owing to the use of
high drive levels can be suppressed by a suitable predistor-
tion of the drive waveform. That is, by introducing suitable
harmonic distortion into the drive, the harmonics appearing
in the output can be eliminated, or at least greatly reduced.
The determination of the required drive can be effected if a
sufficiently accurate model of the material behavior is avail-
able. One such model, applicable to both electrostrictive and
magnetostrictive materials, has recently appeared.5,6 In Ref.
6, applications of the theory to minor hysteresis loops ob-
tained from Terfenol-D were presented.~The measurements
used in the example presented in Ref. 6 were first reported in

Ref. 4.! The first applications of the theory of Refs. 5 and 6
to minor hysteresis loops acquired from PMN, however, are
described in the present article, together with experimental
demonstrations of nonlinear output control.

Since a direct application of a high-amplitude, biased,
sinusoidal drive produces a distorted~i.e., nonsinusoidal! re-
sponse, it is obvious that a nonsinusoidal drive is required to
produce the desired distortion-free sinusoidal output. Owing
to the effects of saturation, in order to produce the positive-
going half-cycle of the response it is necessary to drive the
material at an amplitude greater than that used to produce the
negative-going half-cycle, assuming unipolar drive and tak-
ing the bias point to be the reference. Each such drive am-
plitude has associated with it a distinct hysteresis loop. Thus
it will be shown that in order to deduce a theoretical hyster-

FIG. 1. ~a! Fourth-degree polynomial
fit ~solid line! of the constant Fourier
component of the anhystereticD-field
compared with the directly measured
values~dots!. @Measured data are ren-
dered anhysteretic by a transformation
introduced in Ref. 6, Eq.~6!.# The case
considered is the low-hysteresis
sample as measured under 20.7 MPa
~3 kpsi! prestress. The extreme left end
of theg-axis (g50) is associated with
the semi-major loop, for which the ac
drive amplitude is equal to the bias.
The extreme right end of theg-axis
(g51) corresponds to an ac drive
level of zero.~b! Fourth-degree poly-
nomial fit ~solid line! of the amplitude
of the first harmonic of the anhyster-
etic D-field compared with the directly
measured values~dots!. @Measured
data are rendered anhysteretic by a
transformation introduced in Ref. 6,
Eq. ~6!.# The case considered is the
low-hysteresis sample as measured un-
der 20.7 MPa~3 kpsi! prestress. The
value on theD-axis (g50) is the first-
harmonic amplitude of the polarization
found in the anhysteretic version in the
semi-major loop. ~c! Fourth-degree
polynomial fit ~solid line! of the re-
sidual vertical polarization shift com-
pared with the directly measured val-
ues~dots!. The case considered is the
low-hysteresis sample as measured un-
der 20.7 MPa~3 kpsi! prestress. Data
have been normalized to the amplitude
of the first harmonic polarization in
each minor loop. The data point at the
origin is associated with the semi-
major loop, for which the ac drive am-
plitude is equal to the bias, and isde-
fined to have zero polarization shift.
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esis loop that can be inverted to yield a drive waveform that
produces the desired sinusoidal output response, it is neces-
sary to combine~at least! two theoretical loops into one.

We note that hysteresis can also be controlled to a sig-
nificant extent through the use of charge-control methods,7

and we have used such methods in several US patents.8–10

However, these methods do not solve all of the output-
control problems considered here. First, these methods do
not entirely eliminate hysteresis~see Ref. 7, Fig. 9!. Second,
the essentiallyquadratic dependence of the strain upon the
polarization~or charge!, as is true for theelectrostrictivema-
terial PMN, would cause the techniques of Ref. 7 to fail to
linearize the strain for this material. This is especially so for
the very large drives of interest to us, over which the qua-
dratic response is manifest. Our method, on the other hand,
accounts fully for the quadratic nature of the strain, and thus
would control it as effectively as it controls the polarization.

In order to achieve the relatively high degree of accu-
racy of fits of theory to experiment considered necessary to
permit the desired level of output control, the procedure in-
troduced in Ref. 6 for interpolating between measured minor
loops had to be modified slightly. A description of the modi-

fications is given in Sec. II A. Applications of the theory to
newly acquired experimental data are given in Sec. II B.
Both semi-major and minor hysteresis loops in both polar-
ization and strain were acquired in the experiments.~The
term ‘‘semi-major hysteresis loop’’ refers to any loop ob-
tained when the drive applied to a sample consists of a bi-
ased sinusoid where the ac amplitude is equal to the bias.
The notion of the semi-major loop was introduced in Ref. 6
in order to distinguish this case from that of the major loop,
which applies when no bias is used.! The measurements were
carried out on two samples of PMN, one of which is charac-
terized by relatively high hysteresis (tand'0.11), the other
of which is characterized by relatively low hysteresis (tand
'0.03). The high-hysteresis sample was measured without a
mechanical prestress, while the low-hysteresis sample was
measured at two nonzero prestress levels that are typical of
those used in transducers to avoid sample extension. The
methods used to deduce the composite hysteresis loop, which
is required to compute the inverting drive, are described in
Sec. III. The results of experimental tests of the drives de-
signed using the methods given in Sec. III are reported in

FIG. 2. ~a! Theory ~solid line! com-
pared with data~dots! for the semi-
major-loop polarization for the 41.4
MPa ~6 kpsi! prestress, low-hysteresis
case.~b! Theory~solid line! compared
with data ~dots! for the semi-major-
loop strain for the 41.4 MPa~6 kpsi!
prestress, low-hysteresis case.
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Sec. V. A summary, discussion, and the conclusions are given
in Sec. V.

II. INITIAL EXPERIMENTS

Prior to designing the inverting waveforms it is neces-
sary to determine numerical values for the parameters of the
theory.5,6 Among the required parameters are the low-field
permittivity, the ‘‘saturation parameter’’~which is a measure
of the rate at which saturation occurs in the material!, as well
as ‘‘field-space’’5 rotation angles required to transform the
measured hysteretic data into anhysteretic form. These pa-
rameters are determined experimentally by first driving the
sample with a series of biased sinusoids, each having the
same bias voltage but differing in ac amplitude. These drives
produce a set of nested polarization, and strain, hysteresis
loops. A data transformation, introduced in Refs. 5 and 6, is
then applied to these nested loops, thus converting the data
into anhysteretic form. The theory is then simultaneously
least squares fitted to the anhysteretic versions of the polar-
ization and strain data to determine the parameters of the
theory. The reader may wish to consult Refs. 5 and 6 for a
complete description of the theory, and for a fuller descrip-
tion of how the parameters are determined.

There were two samples tested in the experiments. The
‘‘low-hysteresis’’ sample, PMN/PT/La 85/15/1, consists of
85 molecular percent of lead magnesium niobate in solid
solution with 15 molecular percent lead titanate, doped with
1 weight percent lanthanum. It has a ‘‘Tmax,’’ measured at
0.1 kHz, of 38 °C.~The quantityTmax is the temperature at
which the small signal permittivity peaks at a given fre-
quency with no prestress applied to the sample.! The ‘‘high-
hysteresis’’ sample, PMN/PT 85/15, consists of 85 molecular
percent of lead magnesium niobate, in solid solution with 15
molecular percent lead titanate. It has aTmax, measured at 1
kHz, of 62 °C.

A. Revised minor-loop analysis

In order to obtain the very high quality of fits of theory
to data desired to help achieve a high degree of output con-
trol, it was found necessary to revise somewhat the proce-
dure described in Ref. 6 for evaluating the minor loops. Each
experimentally acquired minor hysteresis loop exhibits both
an in-plane rotation, and a vertical shift, of its major axis
relative to the major axis of the semi-major loop. Or at least
such a rotation and shift can be accurately defined for the
major axis of the two-dimensional ‘‘reference ellipse’’ asso-

FIG. 3. ~a! Theory ~solid line! com-
pared with data~dots! for one of the
minor polarization loops obtained for
the 41.4 MPa~6 kpsi! prestress, low-
hysteresis case. Experimental semi-
major loop data are also shown for ref-
erence, in order that the relative
positioning of the minor loop might be
seen.~b! Theory~solid line! compared
with data ~dots! for one of the minor
strain loops obtained for the 41.4 MPa
~6 kpsi! prestress, low-hysteresis case.
Experimental semi-major loop data are
also shown for reference, in order that
the relative positioning of the minor
loop might be seen.

868 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Piquette et al.: Nonlinear output control



ciated with each loop.~The reference ellipse is another con-
cept that was introduced in Ref. 5, Appendix B.! Readers
unfamiliar with the rotation-plus-shift phenomenon may
wish to refer to Figs. 1 and 2 of Ref. 6, p. 3329, where it can
be readily seen.

Equation~6! of Ref. 6 is a data-transformation equation.
One effect of this data transformation is the ‘‘collapse’’ of
each hysteresis loop to an approximately one-dimensional
figure; i.e., a figure of approximately zero area. This portion
of the transformation effectively eliminates hysteresis from
the data. Comparing Figs. 1 and 2 of Ref. 6, one can see the
effects of the area-collapsing portion of the transformation.

A second effect of the data transformation of Eq.~6! of
Ref. 6 is the alignment of each collapsed minor loop with the
collapsed semi-major loop. This second portion of the data
transformation thus inverts the rotation-plus-shift of the ma-
jor axes described above. Comparing Figs. 2 and 3 of Ref. 6,
one can see the results of applying this shift-plus-rotation
portion of the transformation to the smallest minor loop. It is
the empirical ‘‘vertical shift’’ formula given by Eq.~5! of
Ref. 6 that now has been modified.~The rotation portion of
the transformation remains unchanged.! Equation~5! was in-
troduced in Ref. 6 to allow interpolations between the di-

rectly measured vertical polarization~or magnetization!
shifts. Although the original empirical formula was still
found to work reasonably well on the data obtained in the
present experiments, it did not provide the highly accurate
fits of theory to data that are probably required to achieve the
high degree of output control desired here. Hence a modified
procedure for interpolating the vertical shifts, described be-
low, is introduced.

The new procedure involves first determining the Fou-
rier components of theanhystereticversions of the data.~As
already noted, after the areas of the loops have been col-
lapsed by the data transformation, the measurements have
been effectively rendered anhysteretic.! The constant compo-
nent from those spectra is then subtracted from the corre-
sponding anhysteretic data. Dividing by the first-harmonic
amplitude normalizes the data.

However, subtracting the constant Fourier components
from the anhysteretic data doesnot entirely eliminate the
vertical polarization displacements between the various an-
hystereticD vs E curves. Afterward, there remains a ‘‘re-
sidual’’ vertical difference between the various data sets,
which still must be subtracted to eliminate the vertical dis-
placements.~This residual difference is purely a vertical dis-

FIG. 4. ~a! Theory ~solid line! com-
pared with data~dots! for one of the
minor polarization loops obtained for
the 41.4 MPa~6 kpsi! prestress, low-
hysteresis case. This is an enlargement
of the minor loop shown in Fig. 3~a!,
presented without the semi-major-loop
background data in order that theory
and data might be more readily com-
pared. ~b! Theory ~solid line! com-
pared with data~dots! for one of the
minor strain loops obtained for the
41.4 MPa ~6 kpsi! prestress, low-
hysteresis case. This is an enlargement
of the minor loop shown in Fig. 3~b!,
presented without the semi-major-loop
background data in order that theory
and data might be more readily com-
pared.
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placement of the data, since the angular portion of the data
transformation has eliminated anyrotational difference.!
That is, owing primarily to the effects of saturation,the con-
stant Fourier components of the various anhysteretic data
sets are unequal. Thus, subtraction of each such constant
Fourier component from the data doesnot cause the resulting
curves ofD vs E to align vertically. The value of the residual
constant polarization component is determined by fitting
each of the anhystereticD vs E curves to a polynomial inE.
The constant component resulting from this fit is the residual
portion of the polarization shift.

In order to allow interpolation and extrapolation, equa-
tions are required for estimating the constant and first har-
monic Fourier components of the anhystereticD field, as
well as the residual polarization shift described above.~In-
terpolation is needed because the drive-design process re-
quires the ability to determine how the sample will respond
to drive conditions that have not been measured experimen-
tally.! The required equations were obtained by performing a
polynomial fit to each of the directly measured values. In
each case, the polynomial is expressed in terms of the dimen-
sionless drive parameterg, where

g[
~Ebias2Edrive!

Ebias
. ~1!

Here,Ebias denotes the electric field created by the bias volt-
age andEdrive denotes the electric field created by the ac
drive voltage.~The reader should keep in mind that, in the
initial experiments currently under discussion, the total volt-
age applied to the sample always consisted of a dc bias volt-

age plus a monofrequency sinusoidal ac voltage.! Notice that
as defined,g is a dimensionless parameter that measures the
‘‘strength’’ of the drive field, although it varies in an opposite
way to the variation inEdrive. That is,g is zero whenEbias

5Edrive, and is unity whenEdrive50.
The results of the fitting process are shown, for one case,

in Figs. 1~a!–~c!. The case considered is that of the low-
hysteresis sample tested at 20.7 MPa~3 kpsi! prestress. In
Fig. 1~a! is shown the constant Fourier component of the
anhystereticD field. Dots represent the directly measured
values, while the solid line is the result of the polynomial fit.
@A fourth-degree polynomial was used to accommodate the
five measured data points, viz., the semi-major loop and four
minor loops. However, a polynomial of the fourth degree
was used only in this one case, because in the other cases
fewer than four minor loops were measured in addition to the
semi-major loop. Thus a polynomial of degree less than the
fourth is sufficient for the other cases. The slowness of the
variations of the functions depicted in Figs. 1~a!–~c! estab-
lishes the validity of this procedure. The case considered in
these figures was selected for presentation because the high-
order polynomial used would be expected to exhibit the
greatest variations with respect tog, if such large variations
were needed to accommodate the measurements. As can be
seen, however, the observed variations are quite modest.#
Figure 1~b! is similar to Fig. 1~a!, except in this case it is the
first harmonic Fourier component of the anhysteretic data
that is shown. Finally, Fig. 1~c! shows the data and the poly-
nomial fit for the residual polarization shift that is required to
cause each minor loop to overlay the semi-major loop, once
the constant Fourier component has been subtracted. In this
case, the shift values are dimensionless because the data have
been normalized by the process introduced in Ref. 5, viz.,
they have been normalized to the amplitude of the first har-
monic.@Note again from Eq.~1! thatg50 corresponds to the
semi-major loop condition, i.e., drive amplitude equal to the
bias. Thus, since the shift is defined relative to the semi-
major loop, zero shift is required atg50, as is seen in Fig.
1~c!.#

B. ‘‘Direct’’ experiment versus theory

Considered next are the results of applying the theory of
Refs. 5 and 6 to measurements acquired when the samples
are driven with biased sinusoids. Both samples were tested at
room temperature. The low-hysteresis sample was tested at
two different conditions of prestress: 20.7 MPa~3 kpsi! and
41.4 MPa ~6 kpsi!. For both prestress conditions the test
frequency was 10 Hz. The high-hysteresis sample was tested
without mechanical load, and was tested at an ac frequency
of 0.1 Hz

A few of the results obtained for the low-hysteresis
sample, prestressed at 41.4 MPa~6 kpsi!, are presented in
Figs. 2–4. The results shown are typical of all those obtained
for the low-hysteresis sample. Dots denote data and solid
lines denote theory. Figure 2~a! presents the semi-major po-
larization loop, while Fig. 2~b! shows the strain for this case.
Figures 3~a! and~b! present results for one of the minor-loop
measurements. Again the case considered is that of the low-

FIG. 5. ~a! Theory ~solid line! compared with data~dots! for the semi-
major-loop polarization for the high-hysteresis case. No prestress was ap-
plied in this measurement.~b! Theory~solid line! compared with data~dots!
for the semi-major-loop strain for the high-hysteresis case. No prestress was
applied in this measurement.
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hysteresis sample prestressed at 41.4 MPa~6 kpsi!. Figure
3~a! shows the polarization, while Fig. 3~b! shows the strain.
Here the semi-major-loop data have also been plotted so that
the relative positions of the nested minor loops can be seen.
In order that a comparison between theory and data can be
more easily made, enlargements of the minor-loop results for
this case are shown in Figs. 4~a! and ~b!, without the semi-
major-loop background. As can be seen, the agreement is
quite good.

Results obtained from the high-hysteresis sample are
shown in Figs. 5~a! and ~b! and 6~a! and ~b!. Figure 5~a!
shows the semi-major polarization loop, while Fig. 5~b!
shows the strain for this case. Figure 6~a! shows the polar-
ization for one of the minor loops obtained in this case, while
Fig. 6~b! shows the strain. As was done in presenting the
results for the low-hysteresis sample, the semi-major-loop
data are also shown for reference in both figures. Again, the
agreement seen between theory and data is quite good, ex-
cept possibly for the minor-loop strain shown in Fig. 6~b!.
However, the noise seen in this case is larger than for the
other cases, and some of this disagreement might be attrib-
utable to this cause.

III. OUTPUT CONTROL THEORY

The theoretical methods used to achieve output control
were detailed in Ref. 6, so they will only be summarized
briefly here. However, details concerning the necessity of
using multiple theoretical hysteresis loops to achieve the de-
sired control, which were not supplied in Ref. 6, will be
furnished here. In considering the method used to achieve
output control, the reader should bear in mind that the theory
of Refs. 5 and 6 is quasi-static in character. This means that
the observed responses are assumed to be frequency indepen-
dent. The primary consequence of this assumption is that
only the bias voltage and waveamplitude are considered
responsible for creating the hysteresis-loop shape and orien-
tation. Thus, the loop shape and orientation are assumed to
be unaffected by the specific drive waveshapeassociated
with a given drive waveamplitude.

This assumed independence of hysteresis loop shape
from the details of the drive wave shape might lead one to
suppose that the drive waveform required to produce a de-
sired output could be deduced by directly inverting the mea-
sured data. However, that is not so since the loop shapes and
orientations are clearly functions of drive amplitude, as can

FIG. 6. ~a! Theory ~solid line! com-
pared with data~dots! for one of the
minor polarization loops obtained for
the high-hysteresis case. No prestress
was used. Experimental semi-major-
loop data are also shown for reference,
in order that the relative positioning of
the minor loop might be seen.~b!
Theory ~solid line! compared with
data~dots! for one of the minor strain
loops obtained for the high-hysteresis
case. No prestress was used. Experi-
mental semi-major-loop data are also
shown for reference, in order that the
relative positioning of the minor loop
might be seen.
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be seen by examining Figs. 2~a!, 2~b!, 3~a!, 3~b!, 5~a!, 5~b!,
6~a! and 6~b!. In order to achieve a desired output response it
is necessary to know what the loop shape and orientation
will be for any possibledrive amplitude, since one does not
know in advance what drive amplitude will be needed to
produce a desired output. There are, of course, a continuum
infinity of possible drive amplitudes. Owing to the necessar-
ily sparse measurements of minor loops that can be acquired
experimentally, it is unlikely that all the drive amplitudes that
will be needed in fabricating the desired drive will have been
measured. However, the theory of Refs. 5 and 6 permits in-
terpolation or extrapolation to any drive amplitude that is
equal to, or less than, the bias level.

Time is taken to be a parameter in generating the
distortion-reducing drive from its associated theoretical loop.
In essence, the process of creating the drive waveform begins
with the assumption that thesame hysteresis loop associated
with the observed distorted response to a sinusoidal drive
will still appear when the sample is driven with the inverting
drive, at least over a segment of the waveform.~This matter
will be considered further presently.! Thus, the process of
eliminating~or reducing! output distortion doesnot eliminate
hysteresis. However, thetimesat which the sampled points
of the drive appear must differ from the times at which these
points appear in the original~sinusoidal! drive, in order that
the desired output might result. By varying the times of the

sampled points in the drive waveform, the originally sinu-
soidaldrive becomes distorted in such a way that distortion
is eliminated, or at least greatly reduced, in theresponse.

An appreciation for how the wave shape of the
distortion-correcting drive is determined can perhaps be
gained by examining Figs. 7~a!–~d!. These theoretical wave-
forms were generated using the model parameters deter-
mined in the least-squares fit to the 20.7 MPa~3 kpsi! pre-
stress, low hysteresis-sample data. In Fig. 7~a! is shown a
biased sinusoidal drive approximating that used in the ex-
periment to obtain the semi-major-loop data. In Fig. 7~b! the
computed polarization response to the drive of Fig. 7~a! is
shown. Distortion in the response is evident.

Essentially, by ‘‘retiming’’ the sampled drive points of
Fig. 7~a! appropriately, the distorted drive of Fig. 7~c! can be
produced.~This is actually an oversimplification. This over-
simplification is corrected in the next, and subsequent, para-
graphs.! Prior to drawing Fig. 7~c!, however, the drive points
are interpolated so that they again appear at equally spaced
time points. The predicted response to the drive of Fig. 7~c!
is shown in Fig. 7~d!. By comparing Fig. 7~b! with Fig. 7~d!,
the reduction in distortion theoretically predicted to occur is
apparent.

One subtlety, which has been ignored in the discussion
thus far, arises in producing the drive waveform shown in
Fig. 7~c!. Owing to the effects of saturation, the drive ampli-

FIG. 7. ~a! Theoretical biased sinusoidal electric-field drive.~b! Theoretical response of the low-hysteresis sample prestressed at 20.7 MPa~3 kpsi! to the drive
of ~a!. ~c! Inverting electric-field drive waveform, designed theoretically to produce a monofrequency sinusoidal output polarization from the low-hysteresis
sample prestressed at 20.7 MPa~3 kpsi!, with peak polarization approximately equal to that achieved with the biased sinusoidal drive.~d! Theoretical response
of the low-hysteresis sample prestressed at 20.7 MPa~3 kpsi! to the drive of~c!. Compare with~b!.
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tude required to produce thepositive-going segment of the
response of Fig. 7~d! is unequal to the drive amplitude re-
quired to produce thenegative-going segment. Since the
theory of Refs. 5 and 6 is drive amplitude based, it therefore
becomes necessary to generate at least two theoretical hys-
teresis loops to produce the desired distortion-correcting
drive waveform. That is, in order to cause the sample polar-
ization response to ‘‘swing’’ to theequallevels that are char-
acteristic of a sinusoid, i.e.,equal responses in both the
positive- and negative-going output-wave segments, it is
necessary to useunequal drive amplitudes in each corre-
sponding drive-wave segment. Each such drive amplitude
results in a unique associated hysteresis loop. Thus, the ac-
tual loop used to produce the desired response is a composite
of at least two loops.

The two nested theoretical loops shown in Fig. 8 can be
used to help understand how two theoretical loops are com-
bined in producing the distortion-reducing drive.@The loops
shown are not the loops that were used to produce the drive
shown in Fig. 7~c!. The size difference of the loops shown
has been exaggerated for clarity.# The outer loop~dashed-
line curve! is the theoretical polarization response resulting
from a higher-amplitude sinusoidal drive, while the inner
loop ~solid-line curve! is that resulting from a lower-
amplitude sinusoidal drive.

The drive cycle used to produce the distortion-corrected
response proceeds along the path defined by the sequence of
points A→B→C→D→A. The drive cycle is partially fabri-
cated from points that appear on the lower segment of the
outer loop, starting in the vicinity of point ‘‘A.’’ At point

‘‘A,’’ the drive field is increasing in amplitude (dE/dt.0).
At point ‘‘B,’’ the rate of change of the drive field becomes
zero (dE/dt50). After point ‘‘B,’’ the drive cycle is fabri-
cated from points that appear along the upper segment of the
outer loop, at least up to point C. Along the path B→C the
drive amplitude is decreasing (dE/dt,0). Thus, we see that
the composite loop consists entirely of points taken from the
outer loop over the path A→B→C. At some location be-
tween points ‘‘C’’ and ‘‘D,’’ it is necessary for the algorithm
that determines the shape of the distortion-reducing drive to
‘‘hop’’ over to the upper segment of the inner loop~solid-line
curve!. Note, however, that the amplitudes and slopes of both
loops between ‘‘C’’ and ‘‘D’’ are rather similar. The optimum
jump point is determined by minimizing a cost function that
gives equal weights to matching the slopes and amplitudes of
the responses appearing on each loop, in order that the dis-
turbing influence of hopping from one loop to the other is
minimized. Once the hop to the inner loop is complete, the
algorithm begins to use points from the upper segment of the
inner loop to fabricate the drive cycle, until point ‘‘D’’ is
reached. At point D, the rate of change of the drive field
becomes zero (dE/dt50) once again. The algorithm then
uses points appearing along the lower segment of the inner
loop from point ‘‘D’’ to point ‘‘A,’’ where another hop is
required.@Between points ‘‘D’’ and‘‘A,’’ the drive amplitude
is again increasing (dE/dt.0).# The second hop returns the
algorithm to the lower segment of the outer loop, where the
cycle begins anew.

It will be appreciated that the loop-hopping algorithm
described here is inherently subject to producing some dis-

FIG. 8. Two nested theoretical minor loops required to design the inverting waveform. Two loops are needed owing to the effects of saturation. Segments of
each of the depicted loops are combined to create a single loop, which is then used to design the inverting drive. Points used to fabricate the compositeloop
are taken from the lower segment of the outer loop~dashed-line curve! beginning at point A, and are taken from that loop segment up to point B. Starting at
point B, the composite loop is fabricated from points appearing along the upper segment of the outer loop, at least up to point C. At some location between
points C and D, the composite-loop-determining algorithm then ‘‘hops’’ to the upper segment of the inner loop~solid-line curve!. ~The exact position at which
the hop is done is determined by minimizing a cost function that gives equal weights to matching the slopes, and the field values, on each of the two loops.!
The composite loop is then fabricated from points appearing along the upper segment of the inner loop, until point D is reached. After point D, the composite
loop is fabricated from points appearing along the lower segment of the inner loop, until point A is reached. There another hop, this time to the lower segment
of the outer loop, is required. The difference in the sizes of the two loops shown has been exaggerated for clarity.
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tortion in the response. A better algorithm could probably be
devised in which more than two loops are used to generate
the composite loop. The greater the number of loops used in
creating the composite loop, the smaller would be the levels
of the undesirable abrupt changes in drive level occurring at
the hop points. These abrupt changes in drive level limit the
extent to which output distortion can be corrected with the
present algorithm.~A modified algorithm is the subject of
future research.!

IV. OUTPUT CONTROL EXPERIMENT

The algorithm described in Ref. 6~and summarized, and
expanded upon, here in Sec. III! was used to design drive-
voltage waveforms to produce monofrequency sinusoidal po-
larization responses of amplitudes approximately equal to
those achieved in the semi-major loops. The design was
based on the model parameters determined by fitting to the
experimental data presented in Sec. II. The designed wave-
forms were then applied experimentally, and the resulting
responses captured and analyzed. The results are shown in
Figs. 9~a!–~d! and 10~a!–~d!. Figures 9~a!–~d! show time
domain results, while Figs. 10~a!–~d! show frequency do-
main results. Figure 9~a! shows the response to a high-
amplitude, biased, sinusoidal drive applied to the low-
hysteresis sample at the 20.7 MPa~3 kpsi! prestress, as
described in Sec. I, while Fig. 9~b! shows the response to the

inverting drive. The results shown are similar to those ob-
tained for this sample at the 41.4 MPa~6 kpsi! prestress,
although the distortion was somewhat greater in the case
selected for depiction. Figures 10~a! and~b! show the corre-
sponding results in the frequency domain for this case. As
can be seen, the distortion has been reduced significantly.
The total harmonic distortion~THD! occurring in the re-
sponse to the biased sinusoidal drive, shown in Figs. 9~a! and
10~a!, is 26.3%, while that for the designed drive, shown in
Figs. 9~b! and 10~b!, is 2.60%. Thus, harmonic distortion
was reduced by slightly more than an order of magnitude.

In Figs. 9~c!, 9~d!, 10~c!, and 10~d! are shown the results
obtained from the high-hysteresis sample. Again, it can be
seen that a significant reduction in harmonic distortion was
achieved. The THD for the response shown in Figs. 9~c! and
10~c! is 33.5%, while that for the response shown in Figs.
9~d! and 10~d! is 3.0%. As with the THD reported for the
results shown for the low-hysteresis case, the ten harmonics
depicted were used in the calculation. Once again, this is a
reduction in distortion somewhat in excess of an order of
magnitude. This level of distortion reduction was observed in
all the tests that were conducted.

The reader should not draw the conclusion from the re-
sults presented that the energetics of the system have been
modified in any way by the drive that has been applied to
reduce the harmonic content of the output. Indeed, the hys-

FIG. 9. ~a! Experimental time-domain polarization response to a biased sinusoidal drive applied to the low-hysteresis sample prestressed at 20.7 MPa~3 kpsi!,
semi-major loop drive condition.~b! Experimental time-domain polarization response to the inverting drive applied to the low-hysteresis sample prestressed
at 20.7 MPa~3 kpsi!. ~c! Experimental time-domain polarization response to a biased sinusoidal drive applied to the high-hysteresis sample, semi-major loop
drive condition.~d! Experimental time-domain polarization response to the inverting drive applied to the high-hysteresis sample.
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teresis loops arising under sinusoidal drives also appear un-
der the inverting drive, so that the energy lost over each
correspondingcycle is the same in both cases. As noted in
Ref. 5, the harmonics above the first do not contribute to the
area of the hysteresis loop, but only to its shape. However, in
creating the negative-going segmentof the distortion-
reduced response, the hysteresis loop used to construct the
drive corresponds to a sinusoid of reduced amplitude~seg-
ment D to A of Fig. 8!. Thus, effectively, there is a hysteresis
loop of smaller area generated, and a lower energy loss per
cycle occurs, when the distortion-reducing drive is used.

V. SUMMARY, DISCUSSION, AND CONCLUSION

Experimental tests of the ability of the theory of Refs. 5
and 6 to accommodate hysteretic data acquired from PMN
were reported. While the ability of the theory to accommo-
date semi-major hysteresis loops obtained from PMN was
previously reported in Ref. 5, heretofore no experimental
confirmation of its minor-loop capabilities for this material
had been reported. The ability of the theory to accommodate
both semi-major and minor hysteresis loops, in both polar-
ization and strain, and both with and without prestress, was
found to be quite good. However, in order to obtain the high
quality of fit of theory to data believed required to achieve
significant output control, it was found to be necessary to
modify the vertical-shift interpolation algorithm of Ref. 6.

The theoretical method used for achieving output control
was summarized. It was shown that in order to achieve a
good approximation to the desired output trajectory, it is nec-
essary to generate a composite hysteresis loop from at least
two loops. This is due to the effects of saturation, which
necessitate driving the material at higher amplitude in the
positive-going region of the signal than in the negative-going
region.

A high degree of success was obtained in achieving the
desired goal of producing a monofrequency sinusoidal polar-
ization output at high amplitude. In all cases tested, the total
harmonic distortion~THD! was reduced by more than an
order of magnitude compared with that resulting from a bi-
ased sinusoid. Similar methods could also be applied to the
control of other output variables, such as the strain.

Although the reduction in THD was significant, there is
still room for improvement. Most of the remaining distortion
is attributable to the simple two-loop algorithm used to pro-
duce the required composite hysteresis loop, rather than due
to any failure of the hysteresis theory of Refs. 5 and 6 to
properly accommodate the data. This claim is based on a
spectral analysis of thepredictedpolarization responses to
the designed drive waveforms. For example, a spectral analy-
sis of the waveform of Fig. 7~d!, which is the theoretical
response to the designed inverting waveform shown in Fig.
7~c!, shows that the THD should, in fact, be approximately
an order of magnitude less than that produced by a biased
sinusoidal drive, as shown in Fig. 7~b!. Since this is quite
similar to the reduction in THD that was achieved in the
experiments, the theory is seen to accord quite well with the
observations.

If more than the achieved order of magnitude reduction
in THD is desired, it will be necessary to design a more
sophisticated algorithm to produce the required composite
hysteresis loop than the simple two-loop composite used
here. Development of such an algorithm is the subject of
future research.
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FIG. 10. ~a! Experimental frequency-
domain polarization response to a bi-
ased sinusoidal drive applied to the
low-hysteresis sample prestressed at
20.7 MPa ~3 kpsi!, semi-major loop
drive condition. THD526.3%. ~Ten
harmonics were used in the THD cal-
culation.! ~b! Experimental frequency-
domain polarization response to the
inverting drive applied to the low-
hysteresis sample prestressed at 20.7
MPa~3 kpsi!. THD52.60%.~Ten har-
monics were used in the THD calcula-
tion.! ~c! Experimental frequency-
domain polarization response to a
biased sinusoidal drive applied to the
high-hysteresis sample, semi-major
loop drive condition. THD533.5%.
~Ten harmonics were used in the THD
calculation.! ~d! Experimental
frequency-domain polarization re-
sponse to the inverting drive applied to
the high-hysteresis sample. THD
53.0%. ~Ten harmonics were used in
the THD calculation.!
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The problems of the mathematical modeling, eigenvibration, and stability of cantilevered
thin-walled beams carrying a spinning rotor at its tip are investigated. The structure modeled as a
thin-walled beam encompasses nonclassical features such as anisotropy, transverse shear, and
secondary warping, and in this context, a special ply-angle configuration inducing a structural
coupling between flapping-lagging-transverse shear is implemented. The implications of combined
gyroscopic effects and conservative force upon the free vibration and stability of this structural
system are revealed and a number of pertinent conclusions are outlined. Among others, it is shown
that the judicious implementation of the tailoring technique can yield dramatic enhancements of
both the vibrational and stability behavior of the system. ©2001 Acoustical Society of America.
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I. INTRODUCTION

A great deal of interest for the study of gyroscopic sys-
tems has been manifested in the last decade. This interest
was stimulated by the need of a better understanding of the
behavior of a number of important technological devices
such as the drive shafts of gas turbines, of rotor systems used
in helicopter and tilt rotor aircraft, as well as of robotic ma-
nipulators and gyro-devices used in space applications. Some
of these robots carry tools, such as drills or grinding wheels
that rotate. The extensive lists of references supplied in Refs.
1 and 2 reflect in full the interest afforded to the study of this
problem. However, in the last years~see Refs. 3 and 4!, a
more encompassing concept of gyroscropic systems, referred
to as gyroelastic ones, was developed. According to this con-
cept, a gyroelastic system is constituted of a body considered
to be continuous in mass, stiffness, and in gyricity, as well.
Based on this concept, an efficient possibility of modeling
elastic structures that are equipped with a large number of
small spinning rotors spread over the structure can be de-
vised. Moreover, within this concept, also the case of the
continuum equipped with discrete spinning rotors can be ac-
commodated. In several recent papers this concept was ex-
emplified for the case of a Bernoulli–Euler solid beam con-
taining a 1-D distribution of gyricity along the beam neutral
axis and subjected to a conservative load~see, e.g., Ref. 4!,
whereas in Ref. 5 this concept was applied to the case of a
solid beam carrying a spinning rotor located at the beam tip.
In the present article, an encompassing structural model

equipped with a gyrodevice is considered. In this sense, an
anisotropic thin-walled beam equipped at its free end with a
small spinning rotor is considered. The beam model as con-
sidered in this article was developed in Refs. 6–8. In this
context, one of the goals of this article is to model and ana-
lyze the vibrational behavior of the gyroelastic system~see
Fig. 1! as a function of the spin rateVz of the rotor and on
the conservative compressive force acting along the longitu-
dinal z axis. Another goal of this research is to put into evi-
dence the conditions under which, for the present gyroscopic
system, the instabilities by divergence~i.e., the static one!
and by flutter~i.e., the dynamic one! occur. In this context, it
will be shown that the directionality property featured by the
anisotropic materials of the structure can constitute important
tools towards postponing the occurrence of such instabilities.
To this end, in order to induce specific structural couplings
beneficial for the structure, acircumferentially uniform stiff-
ness configurationis considered. Within this ply-angle con-
figuration the entire system of governing equations splits ex-
actly into two independent systems, one of them involving
the flapping-lagging-transverse shear coupling, and the other
one involving the twist-extension coupling. For the problem
at hand, only the case of the system undergoing the flapping-
lagging-transverse shear coupled motion will be considered.

II. COORDINATE SYSTEMS. BASIC ASSUMPTIONS

The case of a straight flexible thin-walled beam of
lengthL that is clamped atZ50 and free atZ5L where it
carries a spinning rigid rotor of massm is considered~seea!Electronic mail: librescu@vt.edu
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Fig. 1!. The offset between the beam tip and the centroid of
the rotor is denoted asr m . The rotor is assumed to have an
axis of inertial symmetry which is coincident with the longi-
tudinal axis of the beam.

Two sets of coordinates are considered, an inertial frame
OXYZ and a body fixed frameGxyz attached to the rotor,
whereG is the rotor mass center. Associated to these two
coordinate frames, the systems of the unit vectors are
I , J, K , andi, j , k, respectively. The external forceP act-
ing at the beam tip is assumed to remain parallel to theZ axis
of the inertial frame, whereas the spin rate vector of the
rotor, Vz , is Vz5Vzk.

The adopted structural model is that of a thin-walled
beam of arbitrary cross-sectional shape. Toward its model-
ing, the following assumptions are adopted:~i! the original
cross-section of the beam is preserved,~ii ! the secondary
warping effect is included,~iii ! transverse shear effects are
incorporated, and, finally,~iv! the constituent material of the
structure features anisotropic properties, and, in this context,
a special lay-up inducing flapping-lagging-transverse shear
coupling is implemented. As a result, conditions preventing
the occurrence of the twist motion should be implemented.
Consequently, in this analysis the existence of the mass un-
balance of the rotor is precluded.

III. KINEMATICS

In light of the previously mentioned assumptions and in
order to reduce the 3-D elasticity problem to an equivalent
1-D one, the components of the displacement vector are rep-
resented as in Refs. 1, 2 and 6–9 as

u~X,Y,Z;t !5u0~Z;t !2Yf~Z,t !, ~1a!

v~X,Y,Z;t !5v0~Z;t !1Xf~Z,t !, ~1b!

w~X,Y,Z;t !5w0~Z,t !1uX~Z;t !FY~s!2n
dX

dsG
1uY~Z;t !FX~s!1n

dY

dsG
2f8~Z;t !@Fv~s!1na~s!#. ~1c!

In these equationsu0(Z;t), v0(Z;t), andw0(Z;t) denote the
displacements along theX, Y andZ axes, respectively, while

f(Z,t), uX(Z;t), anduY(Z;t) denote the twist about theZ
axis and rotations about theX and Y axes, respectively,
Fv(s) and na(s) that appear in the longitudinal displace-
ment play the role of primary and secondary warping func-
tions, respectively. For their definition see Refs. 6–8. In
these equations, as well as in the forthcoming ones, the
primes denote differentiation with respect to the longitudinal
Z-coordinate,s is the local circumferential coordinate mea-
sured along the mid-surface beam contour, whilen is the
local normal coordinate measured from the mid-surface of
the beam cross-section through the wall thickness. The rota-
tional displacement of the beam tip can be expressed asQ
5@uX , 2uY , f#T, while the angular velocityVB of the
beam cross-section where the rotor is attached is represented
in the absolute system of coordinates through the symbolism
of Hughes~see Ref. 10! as

VB5Q̇2 1
2 QXQ̇5@ u̇X1 1

2~uYḟ2 u̇Yf!;2 u̇Y1 1
2 ~uXḟ

2 u̇Xf);ḟ1 1
2 ~uXu̇Y2 u̇XuY!] T. ~2!

In Eq. ~2!, QX is the skew-symmetric matrix expressed
in terms of the elements of the column matrixQ as

QX5U 0 2f 2uY

f 0 2uX

uY uX 0
U . ~3!

In addition, the superposed dots and superscriptT denote
time derivatives and transpose of a matrix, respectively.
SinceVB as expressed by Eq.~2! has to be evaluated at the
beam tip, the terms associated with its effect appear in the
boundary conditions atZ5L.

IV. GOVERNING EQUATIONS

Toward the goal of deriving the equations of motion of
beams equipped with a spinning rotor at its tip and the asso-
ciated boundary conditions, Hamilton’s variational principle
is used. It may be stated as

dJ5E
t0

t1
~dU2dKB2dKR2dWR2dWA!dt50, ~4!

whereU denotes the strain energy of the elastic beam,KB

and KR denote the kinetic energy of the beam, and of the
spinning rotor, respectively,WR and WA denote the work
done by spinning rotor and axial load, respectively, whiled
denotes the variation operator.

In the forthcoming developments, in order to render ex-
plicitly the various energies intervening in Eq.~4!, the rela-
tionship between the unit vectors (I ,J,K ) and (i,j ,k) has to
be established. To this end, after lengthy but straightforward
manipulations one obtains the relationship

S I

J

K
D 5@H#S i

j

k
D , ~5!

where, by using the concept of small angles of rotation, we
have

FIG. 1. Thin-walled box-beam with a spinning tip rotor.
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@H#[hi j 5F cosVt2f sinVt 2~sinVt1f cosVt ! 2uY

sinVt1f cosVt cosVt2f sinVt 2uX

uX sinVt1uY cosVt uX cosVt2uY sinVt 1
G . ~6!

By virtue of ~2!, the total angular velocity of the rotor can be
expressed as

VR5VB1Vzk

5@ u̇X1 1
2~uYḟ2 u̇Yf!#I1@2 u̇Y1 1

2~uXḟ2 u̇Xf!#J

1@ḟ1 1
2~uXu̇Y2 u̇XuY!#K1Vzk

5vBXI1vBYJ1vBZK1Vzk

5~vBXh111vBYh211vBZh31!i1~vBXh121vBYh22

1vBZh32!j1~vBXh131vBYh231vBZh331Vz!k

[vRxi1vRyj1vRzk. ~7!

On the other hand, keeping in mind the expression of the
position vector of the rotor

RR~x,y,z;t !5u0I1v0J1~L1w0!K1xi1yj1~r m1z!k,
~8!

one obtains

ṘR5u̇0I1 v̇0J1ẇ0K1x i̇1y i̇1zk̇, ~9!

wherefrom, by virtue of Eqs.~5! and ~6!, its expression be-
comes

ṘR5u̇oI1 v̇oJ1ẇoK1~2yvRz1zvRy!i

1~xvRz2zvRx!j1~2xvRy1yvRx!k. ~10!

As a result, it is possible to obtain the kinetic energy of the
rotor as

KR5
1

2EtR

rR~ṘR•ṘR!dD~Z2L !dtR

5 1
2$mR~ u̇o

21 v̇o
21ẇo

2!1Jxxyy
R ~ u̇X

21 u̇Y
2 !1Jzz

R @~ḟ1V!2

13Vz~uXu̇Y2 u̇XuY!#%Z5L . ~11!

Herein, Jxx
R 5Jyy

R 5Jxxyy
R 5mR(r m

2 1 1
4kR

2) are the
rotor mass moments of inertia,Jzz

R 5 1
2mRkR

2 is the polar mo-
ment of inertia,kR is the radius of gyration of the rotor, and
mR is the rotor mass, whiledD(•) stands for the Dirac’s delta
function.

As a result, by using Hamilton’s condition consisting of
dv i50, at t0 , t1 , one obtains

E
t0

t1
dKRdt[S E

t0

t

dtE
tR

rRR̈R•dRRdtRD
5@2mRüoduo2mRv̈odvo2mRẅodwo

2~Jxxyy
R üX23VJzz

R u̇Y!duX2~Jxxyy
R üY

13VJzz
R u̇X!duY2Jzz

R f̈df#Z5L . ~12!

As basic prequisites, we will list also the variation of the
work done by the spinning tip rotor:

dWR5@mRr müYduo1mR~r müX2g!dvo1mRr m~ v̈o1g!

3duX1mRr müoduY#Z5L ~13!

and also that done by the axial load

dWA52PE
0

L

~uo9duo1vo9dvo! dZ1P@uo8du01vo8dvo#0
L .

~14!

Finally, keeping in mind that the position vector and its time
derivative of a deformed point of the beam are given, respec-
tively, as

Rb~X,Y,Z;t !5~X1u!I1~Y1v !J1~Z1w!K ,
~15!

Ṙb~X,Y,Z;t !5u̇I1 v̇J1ẇK ,

one can easily obtain the associated kinetic energyKb and
also

E
t0

t1
dKbdt[S 2E

t0

t1
dtE

t
R̈b•dRbdt D

52E
t0

t1
dtE

t
H ~ ü02Yf̈ !du1~ v̈01Xf̈ !dv

1S ẅ01 üXFY2n
dX

dsG1 üYFX1
dY

dsG
2f̈8@Fw1na# D dwJ rdt

52E
t0

t1
dtF E

0

L

$K1du01K2dv0

1K3dw0duX1K4uX1K5duY

1~K62K7!df%dZ2@K7df#0
LGdt. ~16!

In the above equationKi ( i 51,7) denote inertia terms.
Their expressions, restricted tocircumferentially uniform
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stiffness configurationcase that is considered in this article,
are provided in Appendix A.

As concerns the variation of strain energyUb of the
beam, its expression is

dUb5
1

2 Et
s i j de i j dt

52E
0

L

$QX8du01QY8dv01TZdw01~MX82QY!duX

1~MY82QX!duY1~Bw9 1MZ8 !df%dZ1@QXdu0

1QYdv01TAdw01MxduX1MYduY

1~Bw8 1MZ!df2Bwdf8#0
L, ~17a!

whereQX , QY , TZ , MX , MY , MZ andBv are 1-D stress-
resultants and stress-couples defined in Refs. 1, 6, and 7.

In addition, the variation of the work done by the gravi-
tational force is

dWbg52E
0

L

b1gdv0dZ, ~17b!

whereg is the gravitational acceleration whileb1 is a mass
term whose expression is provided in Appendix A. In such a
context, Hamilton’s variational principle, Eq.~4!, provides
the equations of motion of the entire system and the associ-
ated boundary conditions. One of the main features of the
obtained governing equation system is the full coupling be-
tween flapwise-bending, lateral~or chordwise! bending, ex-
tension, twist and transverse shear.

In order to induce the elastic coupling between flapwise-
bending, chordwise-bending and transverse shear, a special
ply-angle distribution referred to ascircumferentially uni-
form stiffness~CUS! configuration~see Refs. 6 and 7!, gen-
erated by skewing angle plies with respect to the beam axis
according to the lawu(Y)5u(2Y) and u(X)5u(2X), is
implemented.

The ply-angle configuration of this type is achievable
via winding technology. Angleu denotes the dominant ply
orientation in the top and bottom, as well as in the lateral
walls of the beam, measured from the positives axis toward
the positiveZ axis.

In this case, from the variational equation~4! expressed
in full, bearing in mind thatdu0 , dv0 , duX and duY are
independent and arbitrary, and setting the coefficients of
these variations to zero in the variational principle, the equa-
tions of motion and the boundary conditions featuring this
type of coupling are obtained.

Employing constitutive equations and strain-
displacement relationships in the equations of motion, the
governing equations about a static equilibrium position fea-
turing the flap-lag-transverse shear coupling expressed in
terms of displacement quantities are obtained as

duo : a43uX91a44~uo91uY8 !2b1üo2Puo950, ~18a!

dvo : a52uY91a55~vo91uX8 !2b1v̈o2Pvo950, ~18b!

duX : a33uX91a34~uo91uY8 !2a55~vo81uX!2a52uY8

2~b41dnb14!
ÈÈÈÈÈÈÈÈ

üX50, ~18c!

duY : a22uY91a25~vo91uX8 !2a44~uo81uY!2a43uX8

2~b51dnb15!
ÈÈÈÈÈÈÈÈ

üY50. ~18d!

Associated to the governing system, the boundary conditions
are atZ50

uo5vo5uX5uY50, ~19!

and atZ5L,

duo :a43uX81a44~uo81uY!2Puo81mR~ üo2r müY)
ÈÈÈÈ

50, ~20a!

dvo :a52uY81a55~vo81uX!2Pvo81mR~ v̈o2r müX)
ÈÈÈÈ

50, ~20b!

duX :a33uX81a34~uo81uY!1Jxxyy
R üX

ÈÈÈÈÈ
23VzJzz

R u̇Y

2mRr mv̈o50, ~20c!

duY :a22uY81a25~vo81uX!1Jxxyy
R üY

ÈÈÈÈÈ
13VzJzz

R u̇X

2mRr müo50. ~20d!

The coefficientsai j 5aji appearing in these equations as
well as in the forthcoming ones denote stiffness quantities.
Their expression can be found in Refs. 1 and 6–8. The terms
in Eqs. ~19! underscored by a solid line are associated with
the gyroscopic effects, whereas those marked by an undu-
lated line correspond to rotatory inertia terms. The tracerdn

identifies the inertia effects associated to the points off the
mid-surface of the beam. This tracer takes the value 1 or 0
depending on whether this effect is accounted for or dis-
carded, respectively.

For locations of the spinning rotor different from that of
the beam tip, the gryoscopic effects would have to appear in
the governing equations and not in the boundary conditions
at Z5L.

It should be remarked that foru50° and 90°, the cou-
pling stiffness quantitiesa43, a52, a17 become immaterial,
and when alsoVz50, the governing system and boundary
conditions split exactly into two independent groups associ-
ated with flapping and lagging motions. It should be men-
tioned that within the same ply-angle configuration an addi-
tional system of governing equations and boundary
conditions involving the extension-twist coupling are ob-
tained. Being decoupled from the system involving flapwise-
chordwise bending, these equations are not used in the ar-
ticle, and as such are not displayed here.

V. THE CASE OF UNSHEARABLE BEAMS

Equations~18!–~20!, correspond to shearable beams. In
order to determine their unshearable counterpart, elimination
of a44(u081uY) anda55(v081uX) in Eqs.~18a! and~18b! and
in the boundary conditions~20a! and~20b! followed by con-
sideration ofuX52v08 anduY52u08 results in the govern-
ing equations of the unshearable beams,
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duo :a22u0992~b51dnb15!
ÈÈÈÈÈÈÈÈ

ü091b1ü01Pu0950,

~21!
dv0 :a33v0992~b41dnb14!

ÈÈÈÈÈÈÈÈ
v̈091b1v̈01Pv0950,

and the boundary conditions atZ50,

uo5v05u085v0850, ~22!

and atZ5L,

duo : a22u0-2~b51b15!ü08
ÈÈÈÈÈÈÈÈ

1Pu082mR~ ü01r mv̈08)
ÈÈÈÈ

50,

dv0 : a33v0-2~b41b14!v̈08
ÈÈÈÈÈÈÈÈ

1Pv082mR~ v̈01r mv̈08)
ÈÈÈÈ

50,

~23!
du08 : a22u091Jxxyy

R ü08
ÈÈÈÈÈ

13VzJzz
R v̇081mRr mü050,

dv08 : a33v091Jxxyy
R v̈08

ÈÈÈÈÈ
23VzJzz

R u̇081mRr mv̈050.

In contrast to the case of shearable beams, it becomes
evident that for the unshearable beam counterpart, the
flapping-lagging coupling arises only in the boundary condi-
tions at the beam tip, and whenr m50, it is due entirely to
the gyroscopic effects.

VI. SOLUTION METHODOLOGY

Toward the goal of solving the eigenvalue problem of
the gyroelastic system acted on by a compressive edge load
applied at its tip, the following steps will be implemented.
The first one consists of the representation of displacement
quantities in the form

uo~Z;t !5UT~Z!qu~ t !, vo~Z;t !5VT~Z!qv~ t !,
~24!

uX~Z;t !5XT~Z!qx~ t !, uY~Z;t !5YT~Z!qy~ t !.

Herein U, V, X, Y are the vectors of trial functions that
are chosen as to satisfy at least the kinematic boundary con-
ditions; qu , qv , qx , qy are the vectors of generalized coor-
dinates, while superscriptT denotes transpose operation. Re-
placing the energy quantities and representations~24! in the
variational integral, Eq.~4!, carrying out the indicated varia-
tions and the required integrations, leads to the equation

Mq̈ ~ t !1Gq̇~ t !1Kq ~ t !50, ~25!

whereM is the real, symmetric, positive definite mass ma-
trix, K is the symmetric stiffness matrix, including in its
elements the external loadP, G is the skew-symmetric gy-
roscopic matrix, whileq[@qu

T ,qv
T ,qx

T ,qy
T#T is the overall

vector of the generalized coordinates. Notice that in the case
of the nonspinning rotor, i.e., whenVz50, in the absence of
structural damping the matrixG becomes immaterial. The
expressions of the matricesM , K , and G are supplied in
Appendix B.

For synchronous motion, upon expressingq(t)
5Z exp(ivt), whereZ is a constant vector andv is a con-
stant valued quantity, both generally complex, and following
the usual steps, one obtains the eigenvalue problem

2v2MZ 1 ivGZ1KZ 50, ~26!

wherev must satisfy the characteristic equation

D~v2,P,Vz!5detu2v2M1 ivG1K u50. ~27!

In this connection we have to remark that the characteristic
polynomialD contains only even powers ofv and, as such,
the stability will be analyzed in terms of the nature ofv2.
SinceK includes the contribution of the external load which
can be tensile or compressive, we can haveK.0,K50 or
K,0. As a result, one can distinguish three cases~see Ref.
11!:

~1! Pure oscillatory motion, i.e., stable motion, occurring
when K is positive definite, as long asvk

2 are real and
positive.

~2! Instability by divergence is found from the equation
D(v2,P)50 whenv250. As clearly emerges, the insta-
bility by divergence depends on the external loadP only
and is the same for both the gyroscopic and nongyro-
scopic systems.

~3! K is negative definite. In this case it is still possible to
have stable motion. In such a case the gyroscopic effects
stabilize the unstable conservative system. However,
also in the case, whenK is negative definite, the eigen-
values can be complex conjugate with at least one of
them having a negative imaginary part, which results in
unstable motion of the flutter type. As the rotational
speed of the rotorVz and the compressive loadP in-
crease, two consecutive eigenvaluesvp

2 andvp
211 may

coalesce, and beyond that point of coalescence, the
eigenfrequencies become complex conjugate, and corre-
spondingly, bending oscillations with exponentially in-
creasing amplitudes will occur. The values ofv andVz

corresponding to the coalescence point are referred to as
the flutter frequencyv f l , and the flutter rotational speed
(Vz) f l , respectively. Certainly, at each magnitude of the
external loadP,v f l and (Vz) f l can be determined. Al-
though this type of instability is typical to nonconserva-
tive systems, this can occur in conservative gyroscopic
systems as well.

VII. NUMERICAL SIMULATIONS

The numerical illustrations are carried out for the case a
composite box-beam. It features the following dimensions:
c510 in., h50.4 in., L580 in. It is also assumed that the
material of the beam structure is of a Graphite/Epoxy com-
posite whose on-axes elastic properties can be found in Refs.
1 and 6–8.

The numerical simulations are displayed in terms of the
following dimensionless parameters of the system:

v i5
v i

v0
, V̄z5

Vz

vo
, R5

b

c
; P̄5

P̄

P̂
,

~28!

m̄R5
mR

b1L
50.5, r̄ m5

r m

L
50.2, k̄R5

kR

L
50.2.

Hereinv05164.73 rad/s whileP̂581178.1 lb.
In Figs. 2~a!–4~a! there are depicted, in the absence of

the compressive loadP̄, the dependence of the three normal-
ized eigenfrequenciesv̄ i ( i 51,2,3) versus the normalized
rotor spin speedV̄z . The results were generated for a square
cross-section (R51), unshearable beam, and for selected
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values of the ply-angleu. For V̄z50, i.e., for the nonspin-
ning rotor, having in view that for this case the bending
stiffnesses inX andY directions are equal, the flapping and
lagging eigenfrequencies in each mode coincide. As soon as
the rotation starts, i.e., forV̄zÞ0, implying that gyroscopic
forces are generated, a bifurcation of rotating eigenfrequen-
cies is experienced, resulting in the upper and lower fre-
quency branches. The rotor spin rate at which the lowest
rotating eigenfrequency becomes zero-valued is referred to
as the critical spinning speed, (V̄z)cr , and corresponds to the
divergence instability. However, as it will appear later in Fig.
5, this critical spinning speed is extremely large. From these
plots it can readily be seen that implementation of the tailor-
ing technique can yield a dramatic enhancement of the vibra-
tional behavior of the system. In this sense, the increase of
the ply-angleu, which is accompanied by an increase of
bending stiffnesses~see Ref. 7!, results in an increase of both
nonrotating and rotating eigenfrequencies.

From the same figure it clearly appears that, with the
increase of the mode number, for fixed spin rates the dis-

tances between the upper and lower frequency branches as
compared to those appearing in the lower modes tend to
reduce in magnitude, a trend that is independent of the varia-
tion of the ply-angle. In Figs. 2~b!–4~b! the shearable coun-
terparts of Figs. 2~a!–4~b! are depicted. Comparison of these
figures reveals that the classical~unshearable! beam model
overestimates both the nonrotating and the rotating frequen-
cies.

In Fig. 5 the variation of the lower branch of the first
eigenfrequency of the system versus the rotor spinning rate
V̄z is depicted in logarithmic scale, for selected values of the
ply-angle. The beneficial effects induced by the increase of
the ply-angle on both the lower branch of rotating fundamen-
tal eigenfrequency and on the rotor spinning divergence
speed clearly emerge from this plot. The same trend appears
also in the case of the variation of the cross-section param-
eterR, in the sense that the increase ofR yields an increase
of both the rotating/nonrotating lower branch of eigenfre-
quencies and of the divergence spinning speed of the rotor.

In Figs. 6–8 there are plots depicting the variation of the
first three eigenfrequencies versusV̄z for selected values of
the cross-sectional parameterR, and for a fixed value of the

FIG. 2. ~a! Influence of the ply-angle of the beam material on the upper and
lower branches of the rotating dimensionless fundamental frequency. Un-
shearable beam modelR51. ~b! The counterpart of~a! for the shearable
beam model.

FIG. 3. ~a! The counterpart of Fig. 2~a! for the second mode natural dimen-
sionless frequency.~b! The counterpart of~a! for the shearable beam model.
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FIG. 4. ~a! The counterpart of Fig. 2~a! for the third mode natural dimen-
sionless frequency.~b! The counterpart of~a! for the shearable beam model.

FIG. 5. Variation of the lower branch of the first natural rotating frequency
for selected values of the cross-section parameterR, and two values of the
ply-angle,u545 and 90 degrees.

FIG. 6. Influence of the cross-section parameterR on the upper and lower
branches of the first natural dimensionless rotating frequency,u545 de-
grees.

FIG. 7. Counterpart of Fig. 6 for the second rotating natural frequency.

FIG. 8. Counterpart of Fig. 6 for the third rotating natural frequency.
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ply-angleu545 degrees. The figures reveal that for beams
characterized byRÞ1, the nonrotating frequencies in flap-
ping and lagging do not coincide.

It clearly appears that the natural frequency pairs asso-
ciated to the caseRÞ1 are lower as compared to the ones
associated to a square beam cross-section counterpart.

Moreover, with the increase of the mode number, the
eigenfrequencies associated to the lower branch of each fre-
quency pair, instead of decreasing, have the tendency of in-
creasing with the increase ofV̄z , a trend that is more promi-
nent for lower values of the parameterR.

In Figs. 9–11 stability plots for the case of a square
(R51) cross-section beam are supplied. These were gener-
ated by representing the trial functions in Eqs.~24! by six-
function approximation. In these figures the domains of sta-
bility are marked byS, and those by single and double flutter
instability byF andFF, respectively. For this case, since the
beam features equal bending stiffnesses in bothX andY di-
rections, the divergence instability under the compressive
axial load occurs simultaneously in bothX andY directions.

In this case the divergence boundaries marked asD1 andD2

are associated with double roots, and consequently these can
be interpreted as divergence regions of zero thickness.

In the load interval 0< P̄, P̄D1
, the frequenciesvk

2 re-

main positive for any value ofV̄z
2, indicating that in this load

range the system is stable.
For a slight increase ofP̄ beyondP̄D1

and for low val-

ues of V̄z
2 , a pair of complex conjugate eigenfrequencies

indicating instability by single flutter is observed. However,
as V̄z

2 increases, due to the gyroscopic effects, the system
featuring real positive rootsvk

2 enters into a stable region.
One can interpret this behavior as the stabilization of a con-
servative system by gyroscopic forces.

However, at the right of the resulting stability boundary,
until P5 P̄D2

and for arbitraryV̄z
2 , the frequencies consist of

two positive values and a pair of complex conjugates indi-
cating instability by single flutter. ForP̄. P̄D2

, two flutter
regions are featured.

In one of these, the frequencies consist of two positive
values and a pair of complex conjugates, indicating instabil-
ity by single flutter~regionF!, while in another one, frequen-
cies consist of two pairs of complex conjungates, indicating
instability by double flutter~regionFF).

From Figs. 9–11 one can infer that with the increase of
the ply-angle the stability domains are greatly enlarged and,
at the same time, the instability boundaries by divergence
and flutter are shifted towards larger compressive loadsP̄.

It should be remarked that the stability behavior of the
beam modeled within the thin-walled beam theory, as re-
ported here, agrees qualitatively well with that obtained
within the solid isotropic beam modeled within Bernoulli–
Euler theory~see Ref. 5!.

As concerns the stability of rectangular cross-section
(RÞ1) thin-walled beams, their behavior is much more
complex than that featured by their square cross-section
beam counterparts, in the sense that in addition to regions
corresponding to instability regions by single flutter~F! and
divergence (D), regions by double (DD), triple (DDD),

FIG. 9. Stability boundaries for the box-beam with a spinning rotor (R
51, u50).

FIG. 10. Counterpart of Fig. 9 foru545 degrees.

FIG. 11. Counterpart of Fig. 9 foru590 degrees.
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and quaternary (DDDD) divergence and double flutter
(FF), as well as instability regions by mixed, single and
double divergence and flutter, i.e.,DF and DDF, respec-
tively, are featured.

For the case of a solid isotropic beam of cross-sections
characterized byRÞ1, the complexity of the stability behav-
ior was illustrated in Ref. 5.

Having in view that, to the best of the authors’ knowl-
edge, there are no similar results in the specialized literature
based on the thin-walled structural model, the only possible
validation would concern the solution methodology used to
derive the instability boundaries. In this context, it is possible
to apply the present methodology based on the extended
Galerkin method~see Ref. 9! to the very simple structural
model developed in Ref. 5, where the Ritz method used in
conjunction with the eigenfunctions proper to a cantilevered
beam have been used. For the data characterizing the gyro-
scopic system considered in Ref. 5, Fig. 12 displays the in-
stability boundaries obtained via the use of both methodolo-
gies, and a good agreement of predictions of the boundaries
of stability/instability is revealed.

VIII. CONCLUSIONS

The equations governing the motion of robotic arm sys-
tems consisting of a thin-walled elastic beam carrying at its
tip a spinning tip rotor loaded by a compressive conservative
force have been established.

In this context, the vibrational and stability responses of
the considered gyroscopic system have been analyzed, and
ways to enhance its behavior, based on the directionality
property of the constituent composite material, have been
emphasized. The results have also revealed that the system
can lose its stability by divergence by the separate actions of
P̄ and V̄z , and by flutter, through the joint action ofP̄ and
V̄z . This implies that in the absence of the compressive load,
the system cannot lose its stability by flutter.

The results have also revealed that in some cases the
gyroscopic effects can stabilize the conservative system.

APPENDIX A: EXPRESSIONS OF THE INERTIA
TERMS

When restricted to the CUS beam configuration the ex-
pressions of the inertia terms are

K15b1ü0 ; K25b1v̈0 ; K45~b41dnb14!üX ;

K55~b51dnb15!üY .

In these expressionsbi are reduced mass terms defined as

~b1 ,b4 ,b5!5 R m0~1,Y2,X2!ds,

~b14,b15!5 R m2S S dX

dsD 2

,S dY

dsD 2Dds,

where

~m0 ,m2!5 (
k51

N E
hk21

h(k)
r (k)~1,n2!dn,

r (k) being the mass density of thekth constituent material
layer, whileN is the total number of layers.

APPENDIX B: EXPRESSIONS OF THE MASS MATRIX
M, STIFFNESS MATRIX K AND SKEW-SYMMETRIC
MATRIX G

The entries of the mass matrixM ([M434) are the fol-
lowing.

M[~mij! Their expression

m11 2*0
L(b1UUT)dZ2@mRUUT#Z5L

m125m21 0

m135m31
0

m14 @mRr mUYT#Z5L
m22 2*0

L(b1VVT)dZ2@mRVVT#Z5L
m23 @mRr mVXT#Z5L
m245m42 0

m32 @mRr mXVT#Z5L
m33 2*0

L(b41dnb14)XXTdZ2@Jxxyy
R XXT#Z5L

m345m43 0

m41 @mRr mYUT#Z5L
m44 2*0

L(b51dnb15)YYTdZ2@Jxxyy
R YYT#Z5L

The entries of the gyroscopic matrixG([G434) differ-
ent of zero are the following.

G[~gij! Their expressions

g34 @3Jzz
R VzXYT#Z5L

g43 2@3Jzz
R VzYXT#Z5L

FIG. 12. Validation of the solution methodology based on the Heppler’s
gyroscopic model~Ref. 5!; ~————–! present EGM versus~–––––!
Heppler’s methodology. Stability diagram in the plane (Vz

2@(rad/s)2#
2P@N#.
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The entries of the stiffness matrixK ([K434) are

K[~Kij! Their expression

k11 *0
L(a44UU9T2PUU9T)dZ

2@a44UU8T2PUU8T#Z5L
k125k21 0

k13 *0
L(a43UX9T)dZ2@a43UX8T#Z5L

k14 *0
L(a44UY8T)dZ2@a44UYT#Z5L

k22 *0
L(a55VV 9T2PVV 9T)dZ

2@a55VV 8T2PVV 8T#Z5L
k23 *0

L(a55VX 8T)dZ2@a55VXT#Z5L
k24 *0

L(a52VY 9T)dZ2@a52VY 8T#Z5L
k31 *0

L(a34XU9T)dZ2@a34XU8T#Z5L
k32 2*0

L(a55XV 8T)dZ
k33 *0

L(a33XX 9T2a55XXT )dZ2@a33XX 8T#Z5L
k34 *0

L(a34XY 8T2a52XY 8T)dZ2@a34XYT#Z5L
k41 2*0

L(a44YU8T)dZ
k42 *0

L(a25YV 9T)dZ2@a25YV 8T#Z5L
k43 *0

L(a25YX 8T2a43YX 8T)dZ2@a25YXT#Z5L
k44 *0

L(a22YY 9T2a44YYT)dZ2@a22YY 8T#Z5L

We should remark that applying an integration by parts
in the expressions ofk14 andk23 one obtains, in conjunction
with the boundary conditions thatk14 andk23 reduce to

k1452E
0

L

~a44U8YT!dZ

and

k2352E
0

L

~a55V8XT!dZ,

respectively, wherefrom one arrives at the conclusion that the
stiffness matrixK is symmetric.
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The complex nature of noise/vibration generation and transmission in rotating machinery has made
it indispensable to employ various techniques to identify the corresponding sources and paths. A
theoretical approach via finite-element analysis~FEA!, an experimental approach via direct
measurement, and a signal processing approach via feature extraction of the measured data have all
made significant contributions. Yet, there has not been much interdisciplinary effort among the three
areas although their mutually complementary roles have long been recognized. In this paper, a
synergetic approach is proposed to noise/vibration source and transmission path identification in
order to take advantage of all the merits of the three different approaches. The proposed approach
is discussed with a rotary compressor as a testbed. In the new approach, the experimentally
measured sound intensity map is initially used to suggest the active radiation area, which guides us
to instrument the rotary compressor at the suspected noise/vibration source positions. The collected
data from the compressor is then processed to unravel the candidate source~s!. Various signal
processing techniques such as filtering, Hilbert transform, and fast Fourier transform are used to
enhance the desired features buried in the experimental data. Finally, modal analysis via FEA and
direct measurement further help to pinpoint the true source~s! and simultaneously verifies the
conjecture following the experimental data processing. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1378353#

PACS numbers: 43.40.Le@PJR#

I. INTRODUCTION

It has long been recognized that the comfort level of any
commercial product plays a role as a definite market dis-
criminator. It is an irreversible trend that the importance of
the comfort level is exceeding that of the functionality, as the
living standard of human beings is ever improving. This is
especially true for residential systems, e.g., air conditioners,
refrigerators, vacuum cleaners, etc. Among many factors de-
termining the comfort level, acoustic noise and mechanical
vibration are two nuisances that affect human perception
most and, accordingly, have been studied intensively in~Har-
ris, 1957; Croker, 1975; Yerges, 1978; Beranek, 1971; Fore-
man, 1990; Ewins, 1984; Allemang, 1984!.

The complex nature of noise/vibration generation and
transmission in these residential systems naturally requires
efforts from multiple disciplines for successful control of the
comfort level. Modal analysis via the finite-element method
~FEM! has offered tremendous insight into the qualitative
understanding of noise/vibration generation and transmission
without explicit instrumentation. On the other hand, the di-
rect measurement of noise/vibration such as obtaining a
sound intensity map has presented a guideline to the local-
ization of noise/vibration sources. Signal processing tech-
niques have provided another alternative by extracting rel-
evant features fromraw experimental data or simulation
output that are not often self-revealing and by presenting
these features in a more readily analyzable manner. Notwith-

standing their individual success in attacking the problem of
noise/vibration generation and transmission, the extent of
multidisciplinary efforts has been quite limited. In this paper,
a synergetic approach is proposed to noise/vibration source
and transmission path identification by employing several
techniques from multiple disciplines in order to take advan-
tage of the merits of each technique at different stages of
problem solving. Aprima-faciecase is made to demonstrate
the role that the synergetic approach can play in the identi-
fication of noise/vibration sources and transmission paths.
Despite its virtually unlimited realm of application, the pro-
posed approach is discussed with a rotary compressor as a
testbed for simplicity and clarity.

First, the frequency range of interest~typically, narrow
band! is determined where the noise of the rotary compressor
is actively radiating. Then, the sound intensity map around
the compressor shows where the excessive sound radiation is
physically emanating. The vibration is measured on the com-
pressor shell where the sound intensity map indicates high
radiation. The vibration signals are analyzed via various sig-
nal processing techniques to identify noise sources and trans-
mission paths.A priori knowledge about the compressor run-
ning cycle is then used to locate the noise sources. Modal
analysis via FEM and direct measurement of the cylinder
pressure help to pinpoint the noise source~s!. Two noise gen-
eration mechanisms are identified in the rotary compressor
via the proposed technique: overpressurization in the cylin-
der chamber and structural resonance of the cylinder.
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Section II shows how acoustic radiation is distributed in
the rotary compressor, which leads to further instrumentation
of vibration and pressure signals in the compressor. Section
III describes the signal processing applications to extract the
desired features from the measurements. In Section IV, the
noise sources are finally determined by virtue of internal
measurement and modal analysis.

II. SOUND INTENSITY MAP ANALYSIS

Identification of noise/vibration sources and transmis-
sion paths begins with defining the frequency range of inter-
est. In the rotary compressor under consideration, the 5 kHz
band is of interest. Our goal is to localize this 5 kHz band
noise so that a remedy may be developed. The requirement
for the experimental data collection naturally leads to an
‘‘outside-to-inside’’ approach, where experimental data are
collected in the following order:~1! outside the compressor,
~2! on the compressor shell, and~3! inside the compressor.
For example, the internal instrumentation via an accelerom-
eter~s! is much harder to achieve than the external instrumen-
tation via sound intensity measurement using a micro-
phone~s!. In the outside-to-inside approach, the external
instrumentation sheds light on the potential noise source~s!,
which alleviates the burden of detailed internal instrumenta-
tion. The alternative is to instrument a compressor in detail
internally from the beginning.

The operating condition of the compressor is as follows:
condensing temperature 130 °F, evaporating temperature
45 °F, and returned gas temperature 65 °F. The sound inten-
sity map of the rotary compressor is measured around the
compressor with an intensity probe. The probe is placed 30
cm from the compressor shell so that the sound radiation in
the direction normal to the compressor shell is measured.
Figure 1 gives an unwrapped view of the sound intensity
map around the cylindrical surface of the compressor, where
the intensity is measured in the 1/3 octave band centered at 5
kHz. The cylindrical surface is divided into a 438 grid. The
intensity is represented in the gray scale, i.e., the lighter the
color is, the stronger the sound intensity is. It is obvious in
Fig. 1 that the sound intensity level at the 5 kHz band was
high at location 12~location ‘‘A’’ !, which is close to the

discharge port in the compressor. The intensity level at the
location A region is about 10 dB higher than anywhere else
on the compressor shell, which suggests measuring the sur-
face vibration~or acceleration! and the near-field sound pres-
sure at the corresponding locations. Then, the coherence is
examined between the vibration and the sound pressure.

Figure 2 shows the schematic of the rotary compressor
cylinder. The state of the rotary compressor during the com-
pression cycle is represented by the crank angle throughout
this paper. The crank angles are measured counterclockwise
from the top of the page in Fig. 2. The vibration at location A
is measured with an accelerometer in the time domain and is
shown in Fig. 3. The sampling rate is 16 kHz. The Fourier
transform of the vibration signal at location A indicates the
existence of strong vibration peaks in the 5 kHz band. The
sound pressure is measured in a similar manner. Then, the
coherence between the vibration and the sound pressure in
the 5 kHz band is measured in order to determine whether
the 5 kHz vibration is the cause of the 5 kHz sound radiation.
Such a coherence test can eliminate any possible existence of
a nonlinear sound radiation mechanism that would nullify
the subsequent analysis of the 5 kHz vibration signal. It is
always possible that the vibration at different frequency
bands can be shifted into the 5 kHz band when it generates
the noise via a nonlinear mechanism. The measured coher-
ence at 5 kHz between the vibration and the sound pressure
is 0.95, which proves that the 5 kHz noise is truly vibration
induced and that the radiation mechanism is linear. Once the
origin of the noise in the 5 kHz band is identified as the
vibration at the location A, it is sufficient to analyze the
vibration signal instead of the unwieldy sound intensity map,
in order to perform the noise source and transmission path
identification. In what follows, various signal processing
techniques such as filtering, Hilbert transform, and fast Fou-
rier transform are employed to analyze the vibration signals.

III. FEATURE EXTRACTION VIA SIGNAL PROCESSING

In this section, various signal processing techniques are
used to extract the necessary features for identifying noise
sources in the 5 kHz band. Our approach is to~1! locate the
time instant when the maximum vibration occurs,~2! map

FIG. 1. Sound intensity map of the rotary compressor in the gray scale. The lighter the color is, the stronger the sound intensity is.

888 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 H.-J. Kim and Y. M. Cho: Source identification compressor



the time instant into the crank angle, and~3! identify the
possible vibration source~s! from the crank angle of the
maximum vibration. In this respect, the signal processing
techniques adopted in this section should not corrupt the 5
kHz band component or change the timing~or phase! infor-
mation of the signal. Throughout this section, it is worth-
while noting how such features are preserved.

A. Bandpass filtering of vibration signals

The time-domain signal of vibration contains some un-
wanted information. A fourth-order Butterworth filter, with
passband 4800–5200 Hz, is designed to isolate the 5 kHz
component of the vibration signals. TheMATLAB signal pro-
cessing toolbox was used for the filter design~Mathworks,
Inc., 1992!. Since any causal filter inevitably introduces
some phase delay into the filtered signal, special attention

must be paid in order to preserve the phase information of
the signal, which turns out to be crucial to noise source iden-
tification. Since a causal filter cannot preserve the phase, the
concept of forward–backward filtering is adopted~Math-
works, Inc., 1992; Oppenheim and Schafer, 1989!. Since the
gain responses of the forward and backward filters are iden-
tical, the signal outside the passband of the Butterworth filter
is attenuated twice by the forward–backward filtering. The
MATLAB toolbox provides a convenient function to perform
the forward–backward filtering~filtfilt.m ! with a given filter
~in our case, the Butterworth filter!. The vibration signal is
then filtered with filtfilt.m and the Butterworth filter, which is
shown in Fig. 4.

The filtered vibration signal is used to determine the
instants in time when high amplitudes occur. Once the time

FIG. 2. Schematic diagram of the rotary compressor cylinder. The crank angle is measured counterclockwise from the top of the page.

FIG. 3. Acceleration in the time domain at location
‘‘A.’’
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instants are identified, the corresponding states of the com-
pressor during the compression cycle can be inferred such as
the position of the piston and the crank angle. Our goal is to
identify the corresponding state of the compressor~identified
with the crank angle! when the maximum instantaneous am-
plitude of the vibration signal is achieved, where it is as-
sumed that the maximum instantaneous vibration results in
maximum sound~or noise! radiation. However, the filtered
signal itself cannot providepreciseinformation on its instan-
taneous amplitude and the corresponding crank angle. In the
following, it is shown how to determine the instantaneous
amplitude via the Hilbert transform

B. Estimation of instantaneous amplitude via Hilbert
transform

The Hilbert transform can help to pinpoint the crank
angle corresponding to maximum vibration~Simon and
Tomlinson, 1984!. The Hilbert transform~or, equivalently,
Hilbert filter! of x(t) is defined as follows~Bracewell, 1986!:

XHi def=
1

p E
2`

` x~t!

t2t
dt.

In the frequency domain, the Hilbert transform ofx(t) is
given by j sgn(f )X(f ), where sgn(f ) is 1 for positivef and
21 for negativef, andX( f ) is the Fourier transform ofx(t)
~Bracewell, 1986!. Hence, the Hilbert transformation is
equivalent to the filtering in which the amplitudes of spectral
components are left unchanged, but their phases are altered
by p/2 rad, positively or negatively according to the sign of
f.

Now it is shown how the Hilbert transform can be used
to obtain the instantaneous amplitude of a signal. Consider a
real signalx(t), which may be associated with a complex
function x̂(t)5x(t)2 jXHi(t), called the analytic signal of
x(t). It is interesting to note that the instantaneous amplitude
of a signal can be defined via the analytic signal. For ex-
ample, let x(t)5cos(2pfct). Then, x̂(t)5cos(2pfct)

1j sin(2pfct)5exp(2pfct). The instantaneous amplitude of
cos(2pfct) is ux̂(t)u51. By generalizing this result, the mag-
nitude of the analytic signal in the time domain is defined as
the instantaneous amplitude, or envelope ofx(t) ~Bracewell,
1986!. Figure 5 shows the instantaneous amplitude of the
acceleration signal~IAA ! at the location A. With the IAA
available, it remains to map the time instant of the maximum
vibration signal into the corresponding state of the compres-
sor ~crank position!. Although seemingly straightforward, it
is not easy to map the specific time instant into the state of
the compressor since the crank position cannot be readily
revealed without internal instrumentation. However, the in-
ternal instrumentation inevitably alters the structure of the
compressor, which must be avoided in order for the results of
noise source identification to be valid for an undisturbed
compressor. This apparent impasse is resolved through judi-
cious selection of a secondary signal that bridges between
two compressors: one with internal instrumentation and the
other without internal instrumentation.

The pressure pulse signal of a compressor at the dis-
charge line~connected to the top shell! maintains an invari-
ant relation to the crank angle, which makes it possible to
obtain the crank angle at a certain instant from the pressure
signal. The relation between the discharge pulse and the
crank angle depends only upon the rotational speed of the
motor. The rotational speed of the motor is fairly constant
around 58.5 Hz~within 63 Hz!. With this information, the
following approach is proposed to measuring the vibration
signal versus crank angle without internal instrumentation
and, consequently, without altering the compressor structure.
First, a bolted-shell compressor is instrumented to measure
the vibration signal, the pressure pulse at the discharge line,
and the crank position via magnetic pick-up.~The internally
instrumented compressor is normally bolted after instrumen-
tation is installed.! Second, the vibration signal and the pres-
sure pulse at the discharge line are measured in a compressor
instrumented only externally~typically, called a welded-shell

FIG. 4. Acceleration signal filtered by the 5 kHz band-
pass filter.
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compressor!. Then, the pressure pulse from the bolted-shell
compressor is shifted in time to match the pressure pulse
from the welded-shell compressor. The delay required to
match the two pressure pulses is then used to shift the mag-
netic pick-up from the bolted-shell compressor, which corre-
spondingly provides information on the crank angle for the
welded-shell compressor. In this way, the vibration signals
and pressure pulses in the welded-shell compressor can be
analyzed with respect to its own crank angle information. It
is worth noting that the discharge cavity in the bolted-shell
compressor is kept identical to that of the welded-shell com-
pressor. Otherwise, the discharge pulse waveform would be
distorted due to the different delays, which makes it impos-
sible to compare the data obtained from the two compres-
sors. Figures 5 and 6 show the similarity between the pres-
sure pulses from the bolted-shell and welded-shell

compressors, which further supports our claim. Equipped
with this information, the following conclusion can be
drawn: the IAA over one cycle indicates that the high levels
of IAA occur mostly at around 220° and 300°.

IV. IDENTIFICATION OF NOISE SOURCES VIA
INTERNAL MEASUREMENT AND MODAL ANALYSIS

Two noise sources are identified from the information on
the crank positions where the high levels of IAA occur:~1!
overpressurization in the cylinder chamber, and~2! structural
resonance of the cylinder. The former is related to the crank
angle of 220° and the latter, 300°. The direct measurement of
the cylinder pressure and the modal analysis serve as two
essential vehicles in pinpointing true sources.

FIG. 5. Instantaneous amplitude of the acceleration sig-
nal at location ‘‘A’’ ~‘‘HTA’’ ! and pressure pulse at the
discharge line~pulse! in a welded-shell rotary compres-
sor.

FIG. 6. Pressure pulse and magnetic pick-up in the
bolted-shell rotary compressor.
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A. Overpressurization in the cylinder chamber

The discharge valve in a rotary compressor is an
automatic-type valve, the name of which is coined from the
fact that the pressure difference between the cylinder and the
discharge plenum governs the fundamental valve opening/
closing operations. Opening/closing operations of ordinary
mechanical valves are mechanically synchronized with other
parts of the whole system, e.g., via cams. The valve starts to
open when the cylinder pressure reaches the discharge ple-
num pressure inside the discharge muffler. Both the cylinder
pressure and the crank angle are measured in the bolted-shell
compressor, noting that the cylinder pressure fluctuation is
invariant to the compressor type, whether it is welded or
bolted. The experimental results show that the discharge
valve starts to open at a crank angle of 200° when the cyl-
inder pressure reaches the discharge plenum pressure, 311
psig, as shown in Fig. 7. The cylinder pressure continues to
increase even after the discharge valve is open due mainly to
the compressibility of the refrigerant. In other words, it takes
a while for the cylinder pressure to reach the discharge ple-
num pressure because the refrigerant in the cylinder is com-
pressed while the valve is open. As a result, the maximum
pressure occurs at around 220°.

Based on the above argument and supporting experi-
mental data, the overpressurization is conjectured to be the
candidate cause of the high level of IAA at 220°. In order to
verify such a claim, the compressor is tested at a different
discharge plenum pressure without altering the other condi-
tion: 250 psig instead of 311 psig. The experimental results
show that~1! the discharge valve opens earlier than in the
previous measurement,~2! the overpressurization magnitude
is decreased, and~3! the crank angle where the cylinder pres-
sure achieves its maximum remains unchanged at 220°. In
Fig. 7, it is observed that the first hump at 220° is reduced to
a great extent due to the discharge pressure change. This
validates our claim that the overpressurization in the com-

pression chamber is the source of the high level of IAA at
220°.

In order to reduce the overcompressed pressure, a design
modification is sought after. The discharge notch is con-
nected to the motor-end bearing~Fig. 2!, and the compressor
discharge valve is attached to the top of the bearing. The
motor-end bearing has a straight hole through which the dis-
charge gas passes from the discharge notch as shown in Fig.
2. The hole in the motor-end bearing is then modified to
provide larger clearance volume in the cylinder. The extra
volume results in the reduction of the overcompressed pres-
sure and, subsequently, 3 dB sound pressure level in the 5
kHz band.

B. Structural resonance of the cylinder via finite-
element analysis

Although the first peak is significantly suppressed via
the hole-design modification, the second peak still remains
unchanged as shown in Fig. 7. In order to locate the origin of
the second peak, the compressor structure is examined at the
crank angle of 300°, which identifies a structural weakness
~notch at the cylinder! at the position. Finite-element analysis
is conducted to examine whether the structural weakness is
indeed the root cause of the second peak.

The modal analysis via finite-element analysis is first
conducted to obtain the resonance frequencies of the cylinder
and the corresponding mode shapes. The finite-element
model is shown in Fig. 8. The cylinder is welded to the
compressor shell, and the modeling of the welds in the cyl-
inder is simplified as a fixed boundary condition. The exci-
tation force is simulated from the resultant pressure in the
cylinder. The results show that one of the resonance frequen-
cies with three weld points~W1, W2, and W3 in Fig. 8! is 5
kHz, which falls within our frequency range of interest. The
corresponding mode shape shows that the portion of the cyl-
inder at the crank angle of 300° is the most active part of the

FIG. 7. Comparison of IAAs for two different dis-
charge pressure conditions:~1! 311 psig and~2! 250
psig.
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cylinder at 5 kHz. Then, the vibration level is calculated
using the simulated force around the cylinder, and the high-
est vibration level is shown at the crank angle of 300°.

The theoretical modal analysis is further validated ex-
perimentally via the frequency response function~FRF! mea-
surement. The goal of the FRF test is to experimentally
verify the structural resonance frequency estimates obtained
via finite-element analysis. The FRF measurement is the
most commonly used approach to the estimation of modal
parameters~Halvosen and Brown, 1977; Goyder, 1980!. The
FRF is the complex ratio of the Fourier transform of output
response to the Fourier transform of input excitation as a
function of frequency for a single input and a single output
system. The FRFs are measured using excitation at a single
point ~location A!. The experimental results verify the exis-
tence of the 5 kHz resonance frequency in the cylinder,
which is consistent with the result of the FEA. PATRAN is
used for the pre- and post-processor and ANSYS for the
analysis tool~PDA Engineering, 1993; Swanson Analysis
System, Inc., 1992!.

In order to suppress the structural vibration level at the 5
kHz, three different weld points~31, 32, and33! are pro-
posed as shown in Fig. 8, which restrict the vibrations at the
crank angle of 300°. As a result of new weld points, the
vibration level is significantly reduced and the resulting
sound pressure level is decreased by 2 dB in the 5 kHz band.

V. CONCLUDING REMARKS

A synergetic approach is proposed for vibration-induced
noise source and transmission path identification. First, the
sound intensity map of a rotary compressor reveals the active
region of acoustic radiation. The vibration signal is measured
near the active region of the acoustic radiation. The coher-
ence test indicates that the mechanical vibration is the main
cause of the acoustic noise. Then, various signal processing
techniques including bandpass filtering and the Hilbert trans-
form are used to extract the features related to noise genera-
tion from the raw vibration signals. Finally, direct measure-
ment and modal analysis guide us to the noise sources. The
findings of the noise source identification have resulted in a
successful design of quieter compressors at Carrier, Inc. By
virtue of its generic nature, the applicability of the synergetic
approach should be unlimited even if it has been applied to a
rotary compressor.
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It is shown that the smoothed spectral energy density at one point in a large complex structure may
be approximated in a simple manner as proportional to the frequency-smoothed admittance at the
receiver and at the source, and inversely proportional to the global modal density. Thus, the
mean-square response may be estimated with little computational burden, knowing only the local
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I. INTRODUCTION

It is well accepted that direct numerical solutions of the
governing equations of large structural acoustic systems,
while possible in principle, can be so computationally de-
manding as to be impractical. This is particularly true if the
structure is large and irregular, and if the solution is desired
at late times or high frequencies or fine frequency resolution.
Furthermore, any such solution is necessarily sensitive to
uncertainties and details in the modeling. An exact solution
by direct numerical simulation can therefore be of question-
able value. For these reasons statistical estimates of re-
sponses have long been sought.

Statistical energy analysis1–5 is one approach to obtain-
ing such estimates. In conventional SEA, steady-state energy
densities are predicted for bandlimited responses in the pres-
ence of dissipation. SEA models require a partition of the
system into weakly coupled substructures, modal density,
and dissipation estimates for each substructure, and estimates
of coupling loss factors for energy flow between them. Direct
Finite Element numerical simulations5–9 have been used to
estimate the parameters of an SEA model, though more com-
monly they are estimated from analytic models or experi-
mental observations. Recent years have seen extensions of
SEA to the time domain10,11and development of some hybrid
methods.12

Throughout all the work in SEA there has been less
attention paid to error estimates than to the mean SEA pre-
dictions themselves. Fluctuations away from the means are
of at least two kinds, and may be termed ‘‘secular,’’ and
‘‘universal.’’ Quantitative understanding of each is a prereq-
uisite to any complete statistical energy theory.

Universal fluctuations are due to resonances of the sys-
tem modes. They may be so termed because their statistics
are expected to be functions of only a small number of struc-
tural parameters, modal density, and dissipation for example,
and otherwise expected to be identical in widely differing
systems. Because the modes are global and sensitive to small
details in the structure, no efficient theory should be ex-
pected to model the details of the resonance peaks and
troughs. In the presence of sufficient dissipation however

~the Schroeder criterion requires modal overlap to be greater
than 3!, these fluctuations are weak. At small modal overlap
these fluctuations are strong, and there is an ongoing effort in
the literature seeking to make quantitative estimates of the
rms magnitude of the fluctuations in terms of modal density
and dissipation.13–19This paper is not concerned with univer-
sal fluctuations.

Secular variations have received relatively little atten-
tion. Throughout SEA, little attention has been paid to the
problem of strongly coupled substructures, or to the equiva-
lent case in which there are structural features with broad
resonances that affect spectral power densities but which do
not correspond to well-delimited ‘‘substructures.’’ Consider
for example a reverberation room, with a source or receiver
placed a short distance from a wall or corner. Spectral varia-
tions can be expected on frequency scales corresponding to
the inverse of travel times to and from the wall. These are
neglected in conventional SEA.

This paper considers the problem of estimating bandlim-
ited mean-square responses in large undamped systems ex-
cited by transient forces, with particular attention paid to the
prediction of secular variations in the spectra. The work is
conceived as part of an endeavor seeking improved models
of energy flow in damped and undamped complex systems.
The study of undamped vibrations in complex systems has
clarified many issues in the past,20–24 and is, moreover,
sometimes relevant to actual practice. The undamped prob-
lem is substantially simpler than the more general damped
case, but sufficiently replete with relevant and subtle issues
to recommend its consideration for present purposes as well.

In the next section the formal mathematical treatment of
the vibrations of large linear systems is posed and formal
expressions for mean-square responses~loosely equivalent to
‘‘energy’’ ! are derived. A plausible approximate formula is
then suggested, whose evaluation does not require substruc-
turing and which promises to be computationally undemand-
ing compared to that of an exact calculation. The expression
is proportional to the admittance at the source and receiver
positions, and inversely proportional to the size of the sys-
tem. The approximation is related to equipartition and the
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result is reminiscent of SEA notions that local responses are
proportional to local modal densities. The formula is then
confirmed in Sec. V by comparing its predictions with the
results of direct numerical simulations.

II. MATHEMATICAL PRELIMINARIES

The formal problem of transient linear vibrations in a
continuous finite structure is well developed. It is commonly
recast in discrete finite degree-of-freedom form, most often
by using a finite number of spatially compact generalized
displacements. The result is a set of coupled linear ordinary
second-order differential equations in terms of Rayleigh–
Ritz highly sparse real symmetric mass and stiffness matri-
ces. In this section those governing equations are formally
solved in terms of the eigenmodes. Expressions are derived
for the ~bandlimited! energy deposited by transient loads,
and for the~bandlimited! mean-square signal received.

A. Governing equations

The governing equations of undamped linear vibrations
of a discrete finite system may be stated in matrix form

@K#$v~ t !%1@M #
d2

dt2
$v~ t !%5$s%S~ t !;

~1!

$v~0!%5
d

dt
$v~0!%5$0%,

in which the response$v(t)% is an N-component column
vector whose components represent the displacement at vari-
ous positions in the structure. Quiescent initial conditions are
assumed. The source time functionS is taken to vanish for
negative times, and to vanish for all timest greater than
some timeTS . The vector$s% is taken to be normalized

$s%T@M #$s%51. ~2!

B. Response

The structure has a Green’s matrix with a spectral rep-
resentation in terms of the~normalized! modes $un%, n
51,2,...,N.

@G~ t !#5 (
n51

N

$un%$un%T
sin~vnt !

vn
for t.0;

50 otherwise. ~3!

It has Fourier transform

@G̃~v!#5E
0

`

@G~ t !#exp$2 ivt%dt

5 (
n51

N

$un%$un%T
1

vn
22~v2 i«!2 , ~4!

where the infinitesimal2 i« emphasizes that@G(v)# is the
continuation to the realv axis of a quantity whose definition
is guaranteed only in the lower half plane.

The response, to source distribution$s% with real time
function S(t), is obtained by a convolution with@G#

$v~ t !%s,S5 (
n51

N

$un%snE
0

t

S~t!sin~vn~ t2t!!/vn dt, ~5!

where the source strength for thenth mode is defined by

sn5$un%T$s%. ~6!

At times t greater thanTS the expression is especially simple

$v~ t !%s,S5 (
n51

N

$un%sn Im@S̃~vn!exp$ ivnt%/vn#, ~7!

where Im indicates imaginary part.

C. Energy

The total kinetic energy in a field$v(t)% is given by

KE5
1

2

d

dt
$v~ t !%T@M #

d

dt
$v~ t !%. ~8!

Equation~7! for $v%s,S is substituted into the expression~8!
for the kinetic energy. After time averaging and doubling to
account for the strain energy, the total energy,Es,S , depos-
ited by the source$s%S(t) is found to be

Es,S5
1

2 (
n51

N

uS̃~vn!u2sn
2, ~9!

where the orthonormality of the modes has been invoked

$un%T@M #$um%5dmn . ~10!

The same result can also be obtained, with greater ana-
lytic effort, by time-integrating the power output~force times
velocity! from the source

Es,S5E
0

TS
S~ t !$s%T

d

dt
$v~ t !%s,Sdt

5E
2`

`

S~ t !$s%T
d

dt
$v~ t !%s,Sdt

5
1

2p E
2`

`

S̃* ~v!$s%Tiv$ṽ~v!%dv

5
1

2p E
2`

`

uS̃~v!u2iv$s%T@G̃~v!#$s%dv

5
1

2p (
n51

N

sn
2E

2`

`

uS̃~v!u2
iv

vn
22~v2 i«!2 dv

5
1

2 (
n51

N

uS̃~vn!u2sn
2. ~11!

D. Mean-square signal at receiver

Now consider a receiver, with spatial distribution de-
fined by $r% ~a normalized vector!. Its signal is passed
through a filterR(t). R(t) is taken to be causal@so that
R(t,0)50#, to be real, and to have finite compact support
@such thatR(t.TR)50#. The output of the filter is
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c~ t ![E
0

t

$r %T$v~t!%R~ t2t!dt, ~12!

which for timest.TS1TR is ~after definingr n5$un%T$r %!

c~ t !5 (
n51

N

r nsn Im@R̃~vn!S̃~vn!exp~ ivnt !/vn#. ~13!

It is this quantity, being the bandpassed signal from the re-
ceiver, for which an estimate is required. The response is
oscillatory and the mean is clearly zero. The first nontrivial
moment is the~time-averaged! mean-square response.

c 25 (
n51

N

r n
2sn

2uR̃~vn!S̃~vn!u2/2vn
2. ~14!

The time averaging has caused the cross terms to vanish.

III. APPROXIMATE MEAN-SQUARE SIGNAL

The above expression has, in large or disordered struc-
tures, two stochastic factors,r ands. The expression may be
estimated by assuming that these two factors are uncorre-
lated; that is, that the overlap of a given mode with the
source is independent of its overlap with the receiver. Fol-
lowing the spirit of random matrix theory,25,26 it is imagined
that the overlaps of a mode$un% with source and receiver are
its projections in two arbitrary uncorrelated random ‘‘direc-
tions’’ $s% and $r%. If one defines a weighted modal average,
of ann-dependent quantityQn over the modesn in a bandB,
by

^Q&B[ (
n51

N

QnuB~vn!u2Y (
n51

N

uB~vn!u2,

then a statement thatQ andP are uncorrelated implies

^QP&B5^Q&B^P&B .

Making this assumption aboutr 2 ands2 leads to an estimate
for ~14! of the form

c 2'
(n51

N 1
2 r n

2 uB̃~vn!u2 (n51
N 1

2 sn
2uB̃~vn!u2

vc
2 (n51

N 1
2 uB̃~vn!u2

, ~15!

whereB is the convolution ofSandR;B5R* S;B̃5R̃S̃. The
assumption that the bandB is narrow, with central frequency
vc , has allowed the factor 1/v2 to be extracted from the
sums.

This approximation is related to equipartition. If the
source ats has deposited equal amounts of energy in each
mode, then thes2 are all equal and the assumed decorrelation
follows immediately. Strict equipartition is of course non-
sense; mode amplitudes at a points are not equal. Here, we
have invoked a different assumption, one with utility similar
to that of equipartition, but which is more tenable. Rather
than asserting equipartition, we now require merely a lack of
correlation between ther n andsn .

The approximation is quite clearlynot correct if the
structure is Anderson localized and the source and receiver
are distant. In that case those modes which have large over-
lap s with the source are the modes that are localized near the

source; they are not the same as those modes with large
overlapr near the receiver. That SEA fails in the presence of
Anderson localization is clear from the literature.3,20–22,27,28

Nor is our approximation valid if the source and receiver
coincide; r 5s, in which case weak Anderson
localization23,29 is expected. It should be possible to intro-
ducead hoccorrection factors for the effect of weak Ander-
son localization. For example, one could augment the present
predictions by a factor of 2 at times short compared to the
break time if the source and receiver coincide exactly, by a
quantity closer to 3 at late times, and by a smaller quantity if
source and receiver do not coincide precisely. The weak lo-
calization enhancement is discussed in the literature.23,29 It
may be more difficult to insert corrections for full localiza-
tion.

There are at least three potential sources of error in the
above approximation. There may be some Anderson localiza-
tion. The bandpass filterB may be too wide in frequency to
resolve secular variations in the mean values ofr 2 and s2.
Random universal fluctuations ofr 2 ands2 away from their
means may have a random impact on the accuracy of~15!.
The problem ofa priori quantification and estimation of er-
rors in ~15! is assigned to another occasion. Here, the focus
is primarily on the simpler questions of the practical utility
and general validity of~15!.

IV. EVALUATION OF THE APPROXIMATE
EXPRESSION

A. The numerator

The factors in the above are expressed in terms of modal
sums, but they have simple interpretations that allow them to
be determined efficiently and without modal analysis. A
comparison with Eq.~11! shows that the factors in the nu-
merator are each the work done by a source with spatial
distribution $r% ~or $s%! and time dependenceB(t). They are
Er ,B and Es,B . That identification allows them to be esti-
mated efficiently. Each may be found in numerical simula-
tion by integrating the power output~force times velocity! of
a sourceB(t)

(
n51

N
1

2
r n

2uB̃~vn!u2

5Er ,B5E
0

TB5TS1TR
B~ t !$r %T

d

dt
$v~ t !% r ,Bdt

5E
0

TB
B~ t !

3F d

dt E0

t

~$r %T@G~ t2t!#$r %)B~t!dtGdt, ~16a!

with a similar expression forEs,B . Use of ~16a! requires
knowledge ofG, i.e., the direct numerical solution of an
equation like~1!, but only over a short time. Thus, the com-
putational requirements in~16a! are slight. If the wave field
over this short time may be assumed to have visited~and
returned from! only a small part of the structure near the
source, then distant parts of the structure may be omitted
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from such a solution, with an additional saving of computa-
tional effort. It may be possible to approximate the effect of
less distant parts of the structure by the~frequency-
smoothed! impedance they present to the region near the
source, i.e., as a ‘‘fuzzy.’’24,30–34 Even in the absence of
modal overlap, smoothed fuzzy impedances are good repre-
sentations of the effect of substructures if attention is con-
fined to short times.24 Modeling of these less distant parts of
the structure by means of fuzzy impedances would lend ad-
ditional efficiency to the computation.

The expression~15!, with the use of~16a! to evaluate its
factors, is reminiscent of Skudrzyk’s observation35 that spec-
tral responses, although often irregular functions of fre-
quency are, when smoothed, identical to those of a uniformly
extended infinite structure, i.e., independent of distant re-
gions. It is also reminiscent of Weaver’s proof36 that
smoothed spectral energy density consequent to a transient
load ~or equivalently, smoothed admittance! depends on
structural details in the vicinity of the load, and is indepen-
dent of distant features.

As an alternative to the evaluation ofE by means of an
integral over time of a quantity that depends on a time-
domain integration of the equations of motion, one may con-
sider E’s evaluation in the frequency domain. Time-domain
integrations of equations of motion are often avoided, as they
can require fine time stepping to assure stability and accu-
racy where fine spatial discretization is required to resolve
stress concentrations. Time-domain solutions are also prob-
lematic when dissipation mechanisms are defined in the fre-
quency domain but not in the time domain. In order to avoid
time-domain integrations of the equations of motion, Eq.
~16a! may be rewritten as

Er ,B5E
0

TB
B~ t !F d

dt E0

t

~$r %T@G~ t2t!#$r %!B~t!dtGdt

5
1

2p E
2`

`

ivuB̃~v!u2$r %T@G̃~v!#$r %dv

5
22

2p E
0

`

vuB̃~v!u2$r %T@ Im G~v!#$r %dv. ~16b!

In this form the integral is not very useful;G(v) varies
rapidly on a scale of the global modal density, and direct
numerical evaluation of~16b! therefore requires a fine step
size in v. Indeed,G(v) has poles at all pointsv56vn

1 i«. But, if the integration contour, now along the realv
axis, is deformed into the lower half plane, these poles are
smoothed and no new poles are encountered. It is then not
difficult to show thatE may also be expressed as

Er ,B5
1

2p E
2`

`

ivuB̃~v!u2~$r %T@G̃~v!#$r %!dv

5
1

2p E
2`

`

i ~v2 iH !uB̃~v2 iH !u2

3~$r %T@G̃~v2 iH !#$r %!dv, ~16c!

for all positiveH. At an optimal value forH, this expression
for E may be computationally less demanding than~16a!.

B. The denominator

The denominator of~15! is essentially the number of
modes in the bandB, and is more problematic. Modal den-
sity estimates are required in standard SEA as well. There
may be ways to estimate this quantity analytically, e.g., by
means of a Weyl series, as in the next section. If there is
reason to think it varies only slowly with frequency, then the
numerator alone provides the more important information on
how the mean-square response varies with frequency. If
more precision is required, then a numerical scheme~e.g.,
Ref. 37! for estimating the number of eigenvalues of a matrix
within a specified band may be indicated. In any case, a
known modal densityD(v)5dN/dv allows the denomina-
tor to be constructed as

vc
2(

n51

N
1

2
uB̃~vn!u2'2p2f c

2E
0

`

B̃~v!2D~v!dv

'2p3f c
2D~2p f c!E

0

TB
B~ t !2 dt, ~17!

where f c is the central frequency of the assumed-narrow fil-
ter B.

If D(v) is not known, there is at least one computa-
tional scheme for estimating it numerically. Consider the ex-
pression

AB[E
0

TB
B~ t !

d

dt F E0

t

Trace~@M #@G~ t2t!#!B~t!dtGdt

5 (
n51

N E
2`

`

B~ t !F E
2`

t

Trace~@M #$un%$un%T!

3cos~vn~ t2t!!B~t!dtGdt. ~18!

The above trace@M #$u%$u%T is unity, by virtue of normal-
ization of the modes, and the expression becomes

AB5
1

2 (
n51

N

uB̃~vn!u2, ~19!

which establishes~18! as a method for calculating the sum in
the denominator of~15!. It also establishes the sumAB as a
kind of system-wide sum of energy depositsEx,B over all
sitesx. If M is diagonal, then

AB5 (
x51

N

Ex,BMxx . ~20!

If M is not diagonal, the expression is slightly more compli-
cated.

Any individual term in this sum is readily calculated by
numerically integrating the governing differential equations
~1! for point sources$x% over short times, as in Eq.~16a!, and
thereby constructing theEx,B . Alternatively, Ex may be
found by a numerical construction of the elements of
G(v – iH ) for a small number ofv’s, followed by numerical
evaluation of the integral~16c!. Precise evaluation of~20!,
however, requires that this process be repeated for all sites
$x% and then summed, at potentially prohibitive cost.
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It is therefore suggested that the sum could be evaluated
by summing over a sufficiently large and unbiased subspace,
a kind of Monte Carlo evaluation of the trace

(
n51

N
1

2
uB̃~vn!u2' lim

N→N

N

N (
x51

N

(
y

M yxE
0

Ts1Tr
B~ t !

3F d

dt E0

t

@Gyx~ t2t!#B~t!dtGdt. ~21!

In the particular case where@M# is diagonal, this prescription
becomes

(
n51

N
1

2
uB̃~vn!u2' lim

N→N

N

N (
x51

N
MxxE

0

Ts1Tr
B~ t !

3F d

dt E0

t

Gxx~ t2t!B~t!dtGdt

5 lim
N→N

N

N (
x51

N
MxxEx,B . ~22!

The limit can be expected to be approximately achieved at
modest value ofN!N, if the order with which the sites$x%
are studied is chosen without bias, e.g., by a random number
generator.

C. Summary

The results of this section are now summarized. The
mean-square bandpassed signal in a receiver may be esti-
mated by

c2;
Er ,BEs,B

vc
2(x51

N MxxEx,B
5

Er ,BEs,B

2p3f c
2D~2p f c!*B2~ t !dt

.

~23!

The estimate is proportional to the local admittance~i.e., the
local modal density! at the source and at the receiver, and
inversely proportional to the global modal density. The fac-
tors E may be calculated by means of~16a! in terms of an
integration of the governing differential equations over only
a short time. Or, they may be calculated by means of~16c! in
terms of frequency-domain responses at only a few well-
separated complex frequenciesv – iH . The denominator is
written in terms of the modal density, which is often known
independently. Thus, the estimate is expected to be compu-
tationally much less demanding than an exact direct numeri-
cal simulation. In the next section this formula is applied to
the case of a specific complex many-degree-of-freedom sys-
tem, and its predictions are compared with the results of an
exact calculation.

V. NUMERICAL EXPERIMENT

A. Direct numerical simulation

The above theory is tested in a finite-difference version
of a two-dimensional membrane. This structure is an exact
model of a discrete set of unit masses supported at the inter-
sections of unit tensioned strings in a square array fixed at its
boundary. We have studied this kind of system on several

previous occasions.20,22,27–29The present simulation consists
of a 1003200 array of such unit masses. All sites just out-
side the edges are constrained to zero displacement, thus
mimicking the membrane’s rigid boundary. To add some
nontrivial inhomogeneous features to the system, a large
point massm has been attached to one point of the structure
by means of a stiff springk. A few internal sites are con-
strained to zero displacement in order to create a small open
cavity within the system. These additions modify the local
admittance and add some interesting features to the spec-
trum. In order to minimize coherent echoes from the walls,
part of the boundary is roughened. The array is illustrated in
Fig. 1.

The nearly 20 000 coupled ordinary differential equa-
tions ~ODEs! that describe this system are solved by central
differences in the time domain, with step sizedt50.4, about
40% more conservative than is required for stability.~Stabil-
ity requiresdt,2/vmax, wherevmax is the highest natural
frequency in the structure'A8.! Attention is confined to fre-
quenciesvc,1.2, where the mesh is very nearly isotropic
and nondispersive, and the temporal differencing is very
nearly nondispersive. The transient dynamics was studied for
a period of NT532 768 time steps, for a total time ofT
'13 000.

To construct the central-difference response$u% to a unit
impulse acting at time 0 on a siteX, the free vibration sub-
sequent to certain initial conditions was formed. The scheme
recognizes initial conditionsux(t50)50, and ux(t5dt)
5dt, corresponding to a unit impulse that acts at time 0 on
site X. All other initial u’s were zero. The difference equa-
tions were of the form

@K#$u~ t !%1
$u~ t1dt !22u~ t !1u~ t2dt !%

dt2 5$0%. ~24!

The approximately 20 000320 000 matrix@M# is diago-
nal. The mass matrix@M# is the identity, except for that di-
agonal element corresponding to the attached mass, where it
has a valuem. @K# is sparse; most of its diagonal elements
are 4. The diagonal element corresponding to the site where
the mesh is connected to the mass/spring has a value 41k.

FIG. 1. The domain studied is a rectangular membrane, with a small open
cavity embedded within it. The boundaries are rigid, two of them are rough-
ened~Refs. 20, 29! by blocking a random number~0 to 2! of sites next to the
wall. The structure is discretized spatially by means of 2003100-element
central differences. Sources and receivers are considered at the indicated
sites,X near or within the cavity, andY near an attached mass/spring. The
dotted line indicates the rigid wall~with window of length 20! inserted to
generate the data of Fig. 6.
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The diagonal element of@K# corresponding to the added
massm is k. Each off-diagonal element connecting nearest-
neighbor sites of the mesh is21, except for that off-diagonal
site connecting the mesh and the added mass where it is2k.
All other elements are zero. The solution is obtained by ex-
plicitly solving ~24! for $u(t1dt)% and iterating the resulting
formula in time.GZX(t) is the Zth element of the solution
$u(t)%.

Four waveforms,GXX(t), GXY(t), GYX(t), andGYY(t),
were obtained, for impulse sources at sitesX and Y, and
displacement receivers atX and Y ~see Fig. 1!. Reciprocity
demands thatGXY(t)5GYX(t); this was confirmed in the
simulations. Energy conservation demands that a finite-
difference version of energy

Et1dt/2[
$u~ t1dt !%T@K#$u~ t !%

2

1
$u~ t1dt !2u~ t !%T@M #$u~ t1dt !2u~ t !%

2dt2 ,

~25!

is independent oft. This also was confirmed.
Modal densities for this structure are approximated by

means of the two-term Weyl series for continuous mem-
branes with Dirichlet boundary conditions. The mesh is con-
ceptualized as an approximation to a membrane of dimen-
sions 200.53100.5 and the number of modes per unit
circular frequency is obtained as

dN/dv5vA/2p2P/16, ~26!

where A is the area520 150, and P is the Dirichlet
perimeter'600. There are minor corrections~ignored here!
to these values, related to the discrete microstructure and to
the extra perimeter and smaller volume associated with the
rough boundary and the open cavity. Atv50.3 the modal
density is about 925; atv51.2 it is about 3811. Break times
at which individual resonances may be resolved,Tbreak

52pdN/dv, are 5800 and 24 000, respectively.

B. Bandpassed energies

To investigate the validity of Eq.~23!, it is necessary to
choose a frequency resolution, i.e., the width of the bandpass

filter B. In order to capture the potentially interesting time
scales of reverberation and decay within the small cavity, and
also that of the radiation damping of the mass spring$not
true damping, but rather the radiation of energy from the
mass spring into the mesh%, we need sufficiently fine fre-
quency resolution. This in turn requires that we choose the
duration of the filterB(t) to be long enough. In the examples
below TB is chosen to be 100 and 200. In order to diminish
the strength of the bandpass filter’s side lobes, the envelope
of B(t) is chosen to be smooth in the time domain. Accord-
ing to our constraints,B is also chosen to vanish for times
utu.TB and for t,0. Thus, for the filter centered on fre-
quencyf c , a cosine-bell tone burst is chosen of the follow-
ing form:

Bf~ t !5H 0 ut2TB/2u.TB/2

1
2 @12cos~2pt/TB!#cos$2p f c~ t2TB/2!%

ut2TB/2u,TB/2.
~27!

Its Fourier transform, which has a full width at half power of
Dv59/TB , is plotted in Fig. 2.

The theory developed above predicts that the smoothed
power spectrum ofGXY may be approximated as the product
of the energy that would be deposited by sources atX andY,
divided by something proportional to modal density

^@Bf c
~ t !* GXY~ t !#2&'

F E
0

TB
Bf c

~ t !H d

dt
E

0

t

GXX~ t2t!Bf c
~t!dtJ dtGF E

0

TB
Bf c

~ t !H d

dt
E

0

t

GYY~ t2t!Bf c
~t!dtJ dtG

2p3f c
2D~2p f c!*0

TB Bf c

2 ~ t !dt
. ~28!

For each frequencyf c of interest, the left and right sides
were evaluated and compared. Each is plotted, versusf c , in
Figs. 3–6. Rather than laboriously programming the convo-
lution and time average required by the left-hand side~LHS!
above, it is evaluated by Fourier transforming the entire his-

tory GXY(t), multiplying by the Fourier transform ofB, and
integrating with respect to frequency

LHS5
1

2pT E
2`

`

uB̃f c
~v!G̃XY~v!u2dv, ~29a!

FIG. 2. The bandpass filterB for the caseTB5100 and frequencyf c

50.1. The inset showsB in the time domain, a cosine-bell tone burst.

899J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Richard L. Weaver: Equipartition and responses in large structures



whereT513 107.2 is the length of the time record ofGXY

used to construct its Fourier transform. As the transforms are
effected byNT-point FFT,~29a! is reexpressed as

LHS5
2~dt !2

NT
2 (

n51

NT/2

uB̃nG̃XYnu2, ~29b!

whereBn andGn are thenth elements of the FFT ofB andG

B̃n5 (
m51

Nr

B~ t5mdt !exp$22ip~n21!~m21!/NT%.

~30!

The factors in the numerator of the right-hand side
~RHS! of ~28! were constructed in terms of the values of
GXX andGYY at early times. AsG was obtained by central
differences, it is a central-difference version of the convolu-
tion and energy continuity equations that is required

vZ,n5 (
m51

n21

GZZ~ t5$n2m%dt !Bf c
~ t5mdt !dt,

~31!

EZ,B5 (
m51

TB /dt

Bf c
~ t5mdt !@vZ,m112vZ,m21#/2,

for Z5X or Z5Y. Thus,vz is the displacement response at
Z to a forceB(t) applied at pointZ. It is obtained by convo-
lution of B with the recordedGZZ . The discrete-time version
of the right-hand side of~28! is thus

FIG. 3. ~a! The actual mean-square signal atY near ~two mesh spacings
away from! the attached mass/spring@Eq. ~29b!, solid line# is compared to
the prediction@Eq. ~32!, dashed line#. The case is shown in which the stiff-
ness and mass of the attachment are each 10 and the source is atX in the
center of the open cavity. The bandpass filterB(t) was that of Fig. 2 with a
duration TB5100, corresponding to a full width at half power ofD f
50.015. The inset shows~on the same scales but with a finer frequency
resolution obtained by settingTB5200! the behavior when the cavity walls
are removed. The low-frequency response is greater; the broad resonances
associated with the modes of the cavity are not present.~b! The approxima-
tion ~dashed line! is compared to the exact result~solid line! for the case of
a finer frequency resolution.~c! A high-resolution Fourier transform of the
signalGXY for the case shown in~a! and ~b!. The FFT is taken of the full
signal, over the finite timeT513 107 and shows the secular variations in-
dicated in ~a! and ~b!. It also shows rapid fluctuations corresponding to
individual modes.

FIG. 4. Comparison of exact~solid line! and approximate~dashed line!
power spectra for a modified structure. The spring is deleted and the source
positionX is moved outside the cavity.

FIG. 5. A comparison of the exact~solid line! and approximate~dashed line!
power spectra for a source coincident with the receiver at the pointX just
outside the cavity. The undulations seen are similar to those of Fig. 4. The
most striking difference is that the approximate formula is now in error. The
error is in the expected amount, the enhanced backscatter coefficient of 3.
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RHS5
@(m51

TB /dtBf c
~ t5mdt !@vX,m112vX,m21#/2#@(m51

TB /dtBf c
~ t5mdt !@vY,m112vY,m21#/2#

2p3f c
2$ f cA2P/16%(m51

TB /dtBf c

2 ~ t5mdt !dt
. ~32!

C. Comparisons

Numerical evaluations of Eqs.~29b! and 32 are com-
pared in Figs. 3–6. Figure 3~a! shows the observed long-time
scale mean-square bandpassed signal~29a! at positionY near
~two mesh spacings away from! the attached mass spring.
The source is atX in the center of the cavity. Figure 3~a! also
shows the prediction~32! based on short-time integrations of
the power deposited by forcesB(t) applied at positionsX
and Y. The approximate theory has captured all the signifi-
cant spectral features. Except at very low frequency, it is
correct within several percent. The figure also shows the ef-
fect of removing the cavity. As might have been expected,
the rigid cavity walls depressed the long wavelength re-
sponse, leading to small response at low frequencies. A sort
of resonance atf 50.16 and 0.06, and an antiresonance at
0.11 are also apparent, and ascribed to standing waves in the
cavity.

The calculational resources consumed by the estimate
are much less than those required by the direct numerical
simulation. The full calculation involved an integration over
a time period of 13 000, while the estimate required two
integrations, each over a periodTB . Savings of about 98%
were realized. Savings would be greater yet if the approxi-
mate computations had omitted the less important distant
parts of the structure far from the source, or modeled them
with a view towards more computational efficiency. In the
short-timeTB , distant parts of the structure are not in com-
munication with the source and do not contribute to the fac-
tors in the numerator of~23!.

Figure 3~b! is based on the same wave forms as those of
Fig. 3~a! but is generated with a finer resolution in frequency,
effected by the choiceTB5200. Both the exact result~solid
line! and the approximate result~dashed line! show finer

variations. As expected, though, the overall error is some-
what less with the finer resolution.

Figure 3~c! shows the spectrum ofGXY without the
frequency-smoothing induced by the bandpass filtering,
squaring, and time-domain averaging discussed in Sec. II D.
Here, the spectrum has high-resolution inherited from the
long-time record signalGXY(t) of duration 13 000. The spec-
trum shows smooth secular features that are correctly cap-
tured by the curves in Figs. 3~a! and~b!. It also shows rapid
universal fluctuations that are related to the individual modes
of the entire structure. Such rapidly varying features cannot
be predicted without a full global analysis. No statistical en-
ergy theory should be asked to do so. It may, however, be
possible to construct simple estimates for the statistics of
fluctuation in Fig. 3~c! away from energy means of Figs. 3~a!
and ~b!. Power transfer function covariances have received
attention in the literature13–19 and formulas exist, for mean-
square fluctuations, that appear to be reliable to within about
50%, at least in reverberation rooms.

Figure 4 shows a comparison like that of Fig. 3~b!, this
time with the mass and spring deleted, and siteX chosen near
but not within the cavity. Again, the approximate theory does
a good job of predicting the mean-square signal.

Figures 5 and 6 compare the spectral energy densities in
cases in which discrepancies are expected. In Fig. 5, for
which source and receiver coincide, weak Anderson
localization23,29 is expected to augment backscattered energy
at all frequencies by factors up to 3. This is precisely what is
observed; the prediction is low by about that amount. In Fig.
6, for which a wall nearly bisects the rectangular domain into
two nearly square substructures, and for which source and
receiver are in different substructures, Anderson localization
will tend to depress actual energy densities below the simple
predictions. Pairs of coupled reverberation rooms have re-
cently been shown to Anderson localize.20 The effect is es-
pecially significant when wavelengths are comparable to or
longer than window size. That is observed here also; the
discrepancy is strongest at the longer wavelengths. The se-
verity of the discrepancy, even atf c50.1, where the window
is two wavelengths wide, is striking, but is consistent with
that seen in Ref. 20.

VI. SUMMARY

The concepts that underlie Eq.~23!, and in particular
those used in deriving the approximate~15! from the exact
~14!, have implications beyond those developed here. A case
has been made that they lend themselves to the longstanding
problem of efficient estimation of responses in large struc-
tures. But, Eq.~23! could be used to estimate any of its
factors in terms of the others; it need not be confined to
estimates of mean-squarec. Ultrasonic laboratory work is
now in progress in which local responses~for example, one

FIG. 6. Comparison of exact and approximate spectral energy densities for
the case of a source atX near the cavity, a receiver atY near the attached
mass and spring, and a vertical wall that bisects the structure into two
approximately square domains. A window of length 20 is in the wall. There
is a discrepancy between exact and approximate energy densities that is
most severe at long wavelengths; it is ascribed to Anderson localization.
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of the factors in the numerator! are obtained from measure-
ments of responsesc to distant sources. Applications in seis-
mology and ultrasonics are being considered.

Here, the approximation has been shown to be of value
for the problem of estimating mean-square responses in un-
damped systems. It is far less computationally demanding
than direct numerical simulations, but nevertheless makes
good estimates for bandlimited mean-square responses.
While similar in spirit to statistical energy analysis, it is not
SEA, at least in any ordinary sense of the term, as it does not
require any substructuring or weak coupling between sub-
structures. The present formulation has one paramount virtue
in comparison to SEA: that it treats~sub!structures with in-
ternal features and broad resonances, and can distinguish dif-
ferent positions of sources and receivers within the same
~sub!structure.

But, there is much that might still be done to extend the
approximation to more practical cases. Its chief weakness is
its neglect of damping. It is easy to see that if damping is
weak on the time scale of transport within a structure, then
damping should be of little consequence to the approxima-
tion’s accuracy. This could be confirmed by further studies.
If damping is stronger than that, the theory requires exten-
sion and modification. To put it differently, the theory needs
to be extended to encompass time-dependent energy trans-
port, not just asymptotic late-time energy distributions.

The work so far has shown that early time responses
determine smoothed late-time asymptotic energies. But, early
time responses also describe a degree of transport. The sta-
tistical energy ansatz supposes that energy transport is diffu-
sive. If the coefficients of that diffusion operator can be
taken from the behavior of short-time-scale direct numerical
simulations, it may be that long-time-scale energy flow can
be constructed by concatenation of these short-time opera-
tors. It remains to be seen whether the transport behavior
described by the short-time dynamics is statistically equiva-
lent to the transport behavior that takes place at later times.
But this much is clear at this point: the methodology would
work in a multiply scattering random wave medium where
the energy transportis governed by a diffusion equation, and
for which a concatenation of short-time diffusions to late
times gives the correct description at late times. It is also
clear that the method will fail if Anderson localization is
significant.

If successful, the result would be a methodology for
constructing energy flow equations for large, irregular,
damped structures. The methodology would require no sub-
structuring, or determination of coupling factors. It would be
based on a numerical description of the structure, and require
the direct numerical integration of the dynamical equations
for short times and small regions only, thus leading to sub-
stantial savings of computational effort compared to direct
numerical integration of the entire structure over long times.
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A method to calculate the acoustic response of a thin, baffled,
simply supported poroelastic plate
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The Helmholtz integral equation formulation is used to produce the solution for the acoustic field
reflected from a finite, thin, poroelastic plate in a rigid baffle with simply supported edges. The
acoustic properties of the porous material are predicted using the effective fluid assumption. The
solutions for the displacement of the plate and for the loading acoustic pressures are given in the
form of the sine transform. The sine transform coefficients are obtained from the solution of a
system of linear equations resulting from three integral Helmholtz formulations which relate the
displacement of the plate and the acoustic pressures on the front and on the back of the plate. The
effect of an air gap behind the plate in the front of a rigid wall is also considered. A parametric study
is performed to predict the effect of variations in the parameters of the poroelastic plate. It is shown
that thin, light, poroelastic plates can provide high values of the acoustic absorption even for low
frequency sound. This effect can be exploited to design compact noise control systems with
improved acoustic performance. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1385900#
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I. INTRODUCTION

Porous media such as glass and mineral wool fiber blan-
ket have been used extensively for many years for sound
reduction. These materials have been mainly used indoors
although there have been some outdoor applications, with
suitable protective covers, in road traffic noise abatement.
The susceptibility of these materials to degradation and the
subsequent need for protection outdoors has lead to the
search for more robust alternatives of equal acoustic effi-
ciency. The relatively recent work on thin, elastic, porous
plates1–3 suggests the possibility of producing porous media
that possess not only sound absorption properties but also
pronounced resonant structural vibrational characteristics. In
this way, the desirable combination of structural motion and
viscothermal boundary layer acoustic absorption in the pores
of the material may be exploited, in a single structure. The
microstructure of consolidated granular materials can be
readily designed since it is a function of the granules and the
consolidation process.3 This is a considerable asset, because
it permits optimization of the structural and acoustic param-
eters of layers of these materials.

There have been a number of works~e.g., Refs. 4–7!
which are primarily based on the finite element formulation
~FEM! and the original Biot theory.8 These formulations are
more suited for the case when the wavelength of sound is
comparable to the thickness of the acoustic porous layer so
that the longitudinal variation of the frame displacement can

be predicted. Because these works are based on a numerical
method, they may fail to provide a fundamental physical
inside into the phenomenon nature. Unlike many previous
works this paper presents a more simple analytical method to
study the effect of the elastic frame of finite density on the
acoustic properties of a thin, porous, fluid-loaded elastic
plate, which is simply supported in a rigid baffle.

II. THEORETICAL FORMULATION

Let us consider a thin, fluid-loaded poroelastic plate
of a finite width, L, which is simply supported in a rigid
baffle ~see Fig. 1!. We assume that the plate is infinitely
long in y-direction and that a plane acoustic wave
pi5eiko(sin u0x1cosu0z) is incident on the front surface of the
plate at the angleu0 in the planex2z. In this expressionko

is the wave number in air. The direction of the plane wave is
normal to the surface of the plate in the planey2z. It is also
assumed that all acoustic quantities have a harmonic time
dependencee2 ivt which we suppress in the following ex-
pressions.

To derive the formulation of the problem we shall begin
with the boundary conditions, which are obtained from the
continuity of acoustic pressures and velocities, so that on the
front surface of the plate, atz50

ps5pi1pr5pb , ~1!

wherepb5pb
11pb

2 is the pressure in the wave transmitted
in the plate andpr is the pressure in the wave reflected from
the plate. The termspb

1 andpb
2 stand for the pressure in the

a!Electronic mail: K.Horoshenkov@bradford.ac.uk
b!Electronic mail: saka@kobe-u.ac.jp
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direct wave excited in the porous plate and the wave re-
flected from the back of the plate, respectively.

Taking the outward normal, the boundary conditions for
the acoustic velocities at the front surface of the plate are
written as

¹ps

ivro
5

¹pb

ivrb
1vp ~2!

or

¹ps

ivro
5

ps

Zin
1vp , ~3!

where Zin is the front specific acoustic impedance of the
plate andvp is the velocity of the plate,ro and rb are the
density of air and the effective fluid, respectively.

Similarly, on the back of the plate atz5h the boundary
conditions for the acoustic pressures and velocities are writ-
ten as

pt5pb
1eigb1pb

2e2 igb, ~4!

¹pb

ivrb
1vp5

¹pt

ivro
, ~5!

wherept is the transmitted pressure andgb5kbh cosub .
In this work we consider two cases:~a! the case when

the plate and the baffle separate two fluid half-spaces~see
Fig. 1!; and ~b! when the plate and the baffle are separated
from a rigid wall by an infinitely long acoustic layer of finite

thickness,d ~see Fig. 2!. In the first case, when the loading is
provided by a fluid half-space, the front surface acoustic im-
pedance is given by~e.g., see Ref. 9, page 46!

Zin5Zb

Zo1Zb tanh~2 ikbh cosub!

Zb1Zo tanh~2 ikbh cosub!
, ~6!

where Zb5rbcb /cosub and kb are the characteristic im-
pedance and wave number of the porous material,
Zo5roco /cosu0 is the acoustic impedance of the fluid half-
space. Herecb is the complex sound speed in the porous
material,co is the sound speed in air and the angle of refrac-
tion sinub5(cb /co)sinu0.

Alternatively, when the plate is loaded with an ininitely
long acoustic layer confined between the plate and the rigid
backing~see Fig. 2! Eq. ~6! becomes

Zin5Zb

Za1Zb tanh~2 ikbh cosub!

Zb1Za tanh~2 ikbh cosub!
, ~7!

FIG. 1. On the reflection from a baffled poroelastic plate loaded with two
fluid half-spaces.

FIG. 2. On the reflection from a poroelastic plate loaded with an infinitely
long acoustic layer of finite impedance.
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where Za5raca /cosua coth(2ikadcosua) for an acoustic
layer of thicknessd. In the last expressionra , ca andka are
the complex density, sound speed and the wave number
of the acoustic layer, respectively. These properties as well
as the properties of the effective fluid in the plate can be
predicted using, for example, expressions given in Ref. 10.
The angle of refraction in the absorbing layer
sinua5(ca /cb)sinub .

III. DISPLACEMENT OF A POROELASTIC PLATE

To derive the expression for the displacement of the
plate we assume that the plate is composed of an elastic
material of a finite acoustic impedance, which can represent,
for example, the impedance of the effective fluid filling the
porous space.

We assume that the vibration of the plate is generated
due to the pressure gradient between its front and back faces,
so that the displacementwp(x)5 vp(x)/(2 iv) can be deter-
mined from the equation of plate motion~e.g., see Ref. 11,
Chap. 8!

D¹4wp~x!2v2rphwp~x!5ps~x!2pt~x!, ~8!

in which the structural rigidityD5@E~12ih!h3/12(12n2)],
E is the Young’s modulus,rp is the density of the plate,
expressed in kg/m3, h is the structural loss factor andn is
the Poisson ratio.

The displacement of a finite, thin, simply supported elas-
tic plate can be represented by a sine transform

wp~x!5 (
m51

`

wm sinS pm

L
xD . ~9!

The coefficientswn in Eq. ~9! are found by substituting
this equation in Eq. ~8!, multiplying the result by
sin((pn/L) x) followed by integrating within the plate dimen-
sion of 0<x<L. Utilizing the orthogonality condition in
which

E
0

L

sinS pm

L D sinS pn

L
xDdx5H L/2, mÞn

0, m5n
, ~10!

we obtain

~Dkn
42v2rph!wn5

2

LE0

L

~ps~x!2pt~x!!sin~knx!dx,

~11!

in which kn5(np/L).
Since the expressions in the right-hand side of Eq.~11!

are the sine transforms of the pressures on the front and on
the back of the plate, i.e.,

pn
(s)5

2

LE0

L

ps~x!sin~knx!dx

and ~12!

pn
(t)5

2

LE0

L

pt~x!sin~knx!dx,

we can re-write Eq.~11! as

gnwn5pn
(s)2pn

(t) , ~13!

where gn5Dkn
42v2rph. Zeros of gn yield the eigenfre-

quencies of the plate, which correspond to the structural
resonance. For poroelastic plates these frequencies are af-
fected by the fluid–solid interactions in the porous structure.
This effect is rather complex and it is suggested that in
simple models these interactions may be accounted for by
the dynamically measured loss factorh(v).

The next step will be to express analytically the effect of
the structural vibration on the acoustic pressures on the front
and on the back faces of the fluid-loaded plate. In this way a
system of three coupled equations,~8!, ~14! and~15!, can be
determined and resolved against the three unknowns:wp , ps

andpt .
Using the Helmholtz integral formulation and the

boundary conditions~3! and~5! the acoustic pressures can be
expressed as

ps52pi~x!1
i

2E0

L

$v2row~xs!

1 ikob inps~xs!%H0
(1)~koux2xsu!dxs ~14!

and

pt52
i

2E0

L H v2row~xs!1
¹pb

ivrb
J H0

(1)~koux2xsu!dxs ,

~15!

respectively. Here the surface acoustic admittance is
b in5(roco /Zin).

Since the material of the plate is porous, then due to the
interfacial acoustic flow the acoustic velocities in the plate at
z5h and atz50 are related as

~¹pb!z5h5e~¹pb!z50 , ~16!

where the velocity transfer coefficient

e5
pb

1eigb2pb
2e2 igb

pb
12pb

2
5

eigb2r be2 igb

12r b
. ~17!

The acoustic pressure reflection coefficient from the back of
the plate is defined as

r b5
pb

2

pb
1

5
Z2Zb

Z1Zb
e2igb, ~18!

whereZ5Zo if the plate is loaded by a fluid half-space, and
Z5Za if the load is an acoustic layer of thicknessd.

Using relations~2!–~5! and ~16! the pressure on the
back can now be expressed

pt52
i

2E0

L

$v2row~xs!1 ikob ineps~xs!%

3H0
(1)~koux2xsu!dxs . ~19!

906 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 K. V. Horoshenkov and K. Sakagami: Acoustic response of poroelastic plate



Applying the sine transform to Eqs.~14! and~19! and using
expressions~9! and ~12! we obtain three integral forms,
which relate the coefficients in the sine series expansions for
the plate velocity and for the acoustic pressures

gnwn52pn
( i )1

2iv2r

L (
m51

`

Bmnwm

2
kb in~11e!

L (
m51

`

Bmnpm
(s) , ~20!

pn
(s)52pn

( i )1
iv2r

L (
m51

`

Bmnwm2
kb in

L (
m51

`

Bmnpm
(s) ,

~21!

and

pn
(t)52

iv2r

L (
m51

`

Bmnwm1
kb ine

L (
m51

`

Bmnpm
(s) , ~22!

where

Bmn5E
0

LE
0

L

sin~kmxs!sin~knxs!

3H0
(1)~koux2xsu!dxs dx ~23!

and

pn
( i )5

2pn

~koL !2 sin2 u2~pn!2
~~21!neikoL sin u21!. ~24!

For the particular case, when sinu056(pn/koL) expression
~24! becomes

pn
( i )52i . ~25!

Expressions~20!–~22! are a system of three infinite sets of
linear equations. Each set can be reduced to a system ofN
linear equations, since it can be shown that the coefficient
series(m,n

` u Bmn/gn u2 and (n
`upn

( i )u2 are converging series
for each of these sets.

If we denote a15(2iv2ro /L) , a25a1/2,
b15@kob in(11e)#/L and b25(kob in /L), then Eqs.~20!–
~22! can be rewritten in the matrix form as

Gwp52pi1a1Bwp2b1Bps, ~26!

ps52pi1a2Bwp2b2Bps ~27!

and

pt52a2Bwp1b2eBps, ~28!

whereG is the diagonal matrix of structural impedance co-
efficientsgmm, B is the matrix of the radiation impedance
coefficientsBmn . The column vectorsps, pt andwp in these
equations are composed of the coefficients of the sine trans-
forms for the surface pressure, transmitted pressure and the
plate displacement, respectively.

Equations~26! and ~27! can be used to determine the
sine transform coefficients for the displacement of the plate

wp52~G2a1B1a2AB!21
„I2A…pi, ~29!

for the pressure on the front face

ps5~ I1b2B!21~2pi1a2Bwp!, ~30!

where the matrixA5b1B(I1b2B)À1 and I is the unity ma-
trix. The transmitted pressure is found from expression~28!.
The method of singular value decomposition can be used in
the case when the system of Eqs.~28!–~30! is ill-posed,
which can result if a very large number of structural modes is
to be considered.

The acoustic pressures are calculated using the follow-
ing expressions:

ps~x!5 (
n51

N

pn
(s) sin~knx!

and ~31!

pt~x!5 (
n51

N

pn
(t) sin~knx!.

The plate displacementwp is calculated using expression~9!.
A particular difficulty is the calculation of the radiation

impedance matrix given by convolution integral~23!. Al-
though the direct numerical calculation of the convolution
integral is possible, the process can be slow and unstable due
to the oscillatory nature of the integrand function, which has
a singularity atx5xs . To improve the numerical integration
of Eq. ~23! we will use the transformation method suggested
by Shenderov.12 In this method double convolution integral
~23! is reduced to a single integral,

Bmn5
m~11~21!m1n!

ko
2p~n22m2!

E
0

m H n sinS mp

m
v D2m sinS np

m
v D J

3H0
(1)~v !dv, mÞn,

and

Bmn5ko
22E

0

m H ~m2v !cosS mp

m
v D1

m

mp
sinS mp

m
v D J

3H0
(1)~v !dv, m5n, ~32!

TABLE I. Base values of the nonacoustic parameters used in the numerical
investigation.

Material LPHD material Foam~YB102!

Flow resistivity, Pa s m22 1011 104

Porosity 0.01 0.57
Tortuosity 1.0 1.563
Pore size deviation,f-units 0.4 0.4
Young’s modulus, N/m2 1011 108

Structural loss factor 0 0
Poisson ratio 0.3 0.3
Material density, kg/m3 83103 80
Plate thickness, m 0.01 0.01
Width of air gap, m 0.08 0.08
Width of plate, m 0.5 0.5
Angle of incidence, deg 0 0
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wherem5koL. Integrals~32! are more suitable for numeri-
cal integration than original expression~23!. It can be sug-
gested to use the method of Gauss–Legendre quadrature,
which is detailed in Ref. 13. The exact details of the trans-
formation of Eq.~23! into Eq. ~32! are provided in the Ap-
pendix.

IV. NUMERICAL RESULTS

Expressions~28!–~30! were used for a parametric inves-
tigation for the acoustic response as a function of the micro-
scopic and elastic properties of a finite poroelastic plate. In

FIG. 3. The acoustic pressure spectra
on the front surface of the plate pre-
dicted atx5L/2.

FIG. 4. The transmitted acoustic pres-
sure predicted atx5L/2.
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this investigation the average surface acoustic impedance of
the plate can be estimated using the following expression

^z&~v,u0!5
cosu0*0

Lp~x!ds

roco*0
L~2 ivwp~x!1ps~x!/Zin!dx

. ~33!

The plane wave acoustic absorption coefficient can be calcu-
lated using the above result as

a~v,u0!512U^z&2cosu

^z&1cosuU
2

. ~34!

We limit the investigation to the values of the acoustic
pressures, plate displacement, averaged surface acoustic im-
pedance and the averaged plane wave absorption coefficient.
Two plates have been considered: a low-permeability, high-
density~LPHD! plate and a poroelastic plate YB102. Table I

FIG. 5. The modulus of the velocity of
the plates predicted atx5L/2.

FIG. 6. The averaged, normalized,
normal incidence surface acoustic im-
pedance of the LPHD plate.
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provides the list of all the base values of the microscopic and
elastic parameters for the materials used in the investigation.
In this investigation the number of modes is limited to
N564.

A. Acoustic properties of poroelastic plates
separating two fluid half-spaces

Figures 3 and 4 show the real and imaginary parts of the
acoustic pressure spectra predicted on the front and on the
back surface of the~LPHD! plate and those for poroelastic
plate YB102. It is assumed that the plates are supported in a
rigid baffle separating two air half-spaces as shown in Fig. 1.
The Pade approximation model10 was used to predict the
acoustic impedanceZb and the complex wave numberkb of
the effective fluid. The model is based on the rational~Padé!
approximation approach, which has been developed for some
particular pore geometries and which accounts for viscous
and thermal dissipation effects in rigid-frame porous media.
In the case of the LPHD plate, the real part of the front
surface acoustic pressure is very close to 2pi , while the
imaginary part~see Fig. 3! as well as the transmitted pressure
~see Fig. 4! is insignificantly small, except at the structural
resonance frequencies of 67 Hz~mode 1! and 605 Hz~mode
3!. This is the expected result due to poor coupling of the
acoustic impedance of air and the mechanical impedance of
the LPHD plate. The coupling can be improved if the density
of the material of the plate, the Young’s modulus and the
flow resistivity of the material are reduced. In this case, then
the real and imaginary parts of the acoustic pressure across
the plate can vary considerably as illustrated in Fig. 3 for the
case of the plate YB102. The front surface acoustic pressure
in this case is affected by the flexural waves in a broader

frequency range~see Fig. 3!. The transmitted acoustic pres-
sure in the case of the plate YB102 is induced by the vibra-
tion of the plate and by the acoustic flow through the porous
structure and is nonzero throughout the considered frequency
range~see Fig. 4!.

Figure 5 shows the comparison of the absolute value of
the structural velocity of LPHD plate and that of the po-
roelastic plate YB102. The velocity of the LPHD plate is
limited throughout the considered frequency range except at
the resonance frequencies and in the vicinity of these. It is
easy to show that normally incident acoustic plane wave ex-
cites structural modes with odd indices 2n21, nPZ 1. Fig-
ure 5 shows that in the case of the poroelastic plate YB102,
the width of the first resonance maximum is broadened as a
result of the additional damping due to the finite value of the
flow resistivity. It is also shown that the amplitude of the
plate velocity is increased because of the reduced density and
the elastic modulus of the material, which is the expected
result.

Equation~33! was used to predict the average, normal-
ized acoustic impedance of the elastic plates. Figures 6 and 7
show the results of the prediction for the LPHD plate and for
the poroelastic plate YB102, respectively. As expected, the
imaginary part of the acoustic impedance of the LPHD plate
is positive and large in comparison with the real part in the
low frequency range below the first resonance at 67 Hz cor-
responding to the ‘‘spring’’ characteristic of the mechanical
impedance of the plate (Zm}1/(2 ivD)). The result shown
in Fig. 5 suggests that between the resonance frequencies the
imaginary part of the acoustic impedance is negative corre-
sponding to the ‘‘mass’’ characteristic of the mechanical im-
pedance of the plate (Zm}2 ivrph). A similar result is ob-

FIG. 7. The averaged, normalized,
normal incidence surface acoustic im-
pedance of the plate YB102.
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served in Fig. 6, but in this case the amplitude of the real and
imaginary parts is comparable as the result of the finite val-
ues of the acoustic impedance of the plate material and lower
values of its density and Young’s modulus. In the lower fre-
quency range, below 100 Hz, the amplitude of the real and
imaginary part is primarily determined by the structural vi-
bration of the plate. As the frequency of sound increases, the
structural vibration effect become negligible and the values

of the acoustic impedance approach asymptotically those
predicted for the rigid frame case.

Figures 8–13 show the distribution of the real and
imaginary parts of acoustic pressures on the surfaces of the
LPHD and poroelastic plate and the velocity distribution
across the plate for two arbitrarily chosen frequencies 20 Hz
and 501 Hz. Figures 8, 9, 11 and 12 show that, as expected,
the acoustic pressure is uniformly distributed across the

FIG. 8. The distribution of the acous-
tic pressure across the front surface of
the plate, which is predicted forf
519.95 Hz.

FIG. 9. The distribution of the trans-
mitted acoustic pressure across the
surface of the plate, which is predicted
for f 519.95 Hz.
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LPHD plate and thatps>2pi and pt>0 as the velocity of
the structural vibration is negligibly small. The same figures
suggest that the acoustic pressures across the front and the
back of the poroelastic plate YB102 are more strongly af-
fected by the structural vibration, for which the real and
imaginary parts of the velocity are shown in Figs. 10 and 13
for 20 Hz and 501 Hz, respectively. In this case, the trans-

mitted pressure is largely determined by the finite values of
the acoustic impedance of the porous material of the plate
which can be compared to the surface pressure on the front.
Small fluctuations in the predicted acoustic pressures and
velocities, which are particularly pronounced close to the
edges of the platex→0 and x→L, are explained by the
Gibbs phenomenon.

FIG. 10. The distribution of the plate
velocity across the surface of the plate,
which is predicted forf 519.95 Hz.

FIG. 11. The distribution of the acous-
tic pressure across the front surface of
the plate, which is predicted forf
5501.19 Hz.
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B. Acoustic properties of poroelastic plates in the
vicinity of rigid wall

It is common practice in noise control engineering and
in architectural acoustics applications to install absorbing
materials in the vicinity of impervious, reflecting walls as
shown in Fig. 2. In this setup an air gap or acoustic layer of

thicknessd separates the porous slab and the impervious wall
~see Fig. 2!. Predictions were carried out to determine the
effect of the mechanical parameters of a poroelastic plate
system with an air gap on its acoustic impedance and the
plane wave absorption coefficient. Figure 14 shows the real
and imaginary parts of the averaged, normalized, normal in-
cidence surface acoustic impedance of the plate YB102,

FIG. 12. The distribution of the trans-
mitted acoustic pressure across the
surface of the plate, which is predicted
for f 5501.19 Hz.

FIG. 13. The distribution of the plate
velocity across the surface of the plate,
which is predicted forf 5501.19 Hz.
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which is predicted using the developed model~solid line!
and the Pade approximation model10 for a rigid-frame case
~dotted line!. The plate is separated by a 0.08 m air gap from
an impervious, rigid wall as shown in Fig. 2. The result
suggests that in the case of poroelastic plate the imaginary
part of the acoustic impedance is considerably reduced in
comparison with the rigid-frame case due to the structural
vibration, which results in the improved values of the ab-
sorption coefficient shown in Fig. 15.

The effect of the material density on the average, normal
incidence absorption coefficient is illustrated in Fig. 16. In
this figure a comparison is made between the result for the
poroelastic plate and the rigid-frame plate~solid line!. The
maximum absorption in the low frequency range is attained
for the lower values of the material density as a result of
better coupling between the acoustic impedance of air and
the mechanical impedance of the poroelastic plate.

FIG. 14. The averaged, normalized,
normal incidence surface acoustic im-
pedance of the YB102 plate with an 80
mm air gap.

FIG. 15. The averaged, normal inci-
dence absorption coefficient the
YB102 plate with an 80 mm air gap.
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Figure 17 shows the effect of the Young’s modulus on
the acoustic absorption coefficient of the poroelastic plate
YB102. It is shown that the absorption of the poroelastic
plate can be improved by careful selection of the appropriate
value of the Young’s modulus. In a particular case of the
result for E5109 N/m2 there is considerable improvement
in the absorption coefficient around 60 Hz, although there is
a small reduction in the absorption coefficient around 200
Hz.

V. CONCLUSIONS

An analytical model has been developed to predict the
structural velocity of and the acoustic pressures on the sur-

face of a thin poroelastic plate. From these expressions the
average value of the acoustic impedance and absorption co-
efficient can be predicted. The formulation allows the acous-
tic impedance of the backing layer to be also considered.
Although the model is for an infinitely long fluid-loaded po-
roelastic plate of finite width, it can be easily extended to a
rectangular plate by adopting the 3-D Green’s function and
carrying out the integration in the second dimension. The
basic results for the considered plate indicate that a carefully
chosen combination of microscopic and structural param-
eters can improve the acoustic absorption in a thin, porous,
elastic plate. The major result of the finite density of the
material frame and Young’s modulus is the reduction of the

FIG. 16. The average absorption coef-
ficient for a range of values of the den-
sity of the material of the plate YB102.
Base values of the parameters are pro-
vided in Table I.

FIG. 17. The average absorption coef-
ficient for a range of values of the
Young’s modulus of the material of the
plate YB102. Base values of the pa-
rameters are provided in Table I.
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imaginary part of the average acoustic impedance of the po-
roelastic plate, which is separated by an air gap from an
impervious, rigid wall. In this case, the reduced density of
the material and the value of the Young’s modulus results in
greater absorption at the lower frequencies.
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APPENDIX: ON THE TRANSFORMATION OF THE
DOUBLE INTEGRAL IN THE RADIATION IMPEDANCE
COEFFICIENTS B mn

The method of the integral transformation, which is pro-
posed by Shenderov,12 reduces considerably the computation
time and effort to evaluate the radiation impedance coeffi-
cients in the matrixB. Shenderov omitted the details of the
transformation from his book12 and presented only final re-
sult Eq. ~32! @there is also a typographical error in expres-
sions ~36.16! on page 268 in the original manuscript#. Be-
cause the method is very useful and efficient we illustrate in
this section the intermediate steps in the integral transforma-
tion.

First, we introduce the new dimensionless variables
u5kox and us5koxs so that expression~23! can now be
written as

Bmn5ko
22E

0

mE
0

m

sinS pm

m
usD sinS pn

m
uD

3H0
(1)~ uu2usu!dus du, ~A1!

where m5koL. Second, we split the integration path into
two parts, i.e.,

Bmn5ko
22E

0

m H E
0

u

sinS pm

m
usD sinS pn

m
uD

3H0
(1)~u2us!dus1E

u

m

sinS pm

m
usD sinS pn

m
uD

3H0
(1)~us2u!dusJ du, ~A2!

and introduce two new variables in the inner integrals of
Eq. ~A2!, v5u2us for usP@0, u# and v5us2u for
usP@u,m# so that

Bmn5ko
22E

0

m H E
0

u

sinS pm

m
~u2v ! D sinS pn

m
uD

3H0
(1)~v !dv1E

0

m2u

sinS pm

m
~v1u! D sinS pn

m
uD

3H0
(1)~v !dvJ du. ~A3!

Further substitution will be to replacem2u5u8 in the sec-
ond outer integral, so that expression~A3! becomes

Bmn5ko
22H E

0

mE
0

u

sinS pm

m
~u2v ! D sinS pn

m
uD

3H0
(1)~v !dv1E

0

mE
0

u8
sinS pm

m
~v1m2u8! D

3sinS pn

m
~m2u8! DH0

(1)~v !dv du8J , ~A4!

which reduces after the change of variableu5u8 in the sec-
ond integral to

Bmn5ko
22~11~21!m1n!E

0

mE
0

u

sinS pm

m
~u2v ! D

3sinS pn

m
uDH0

(1)~v !dv du. ~A5!

Using the Dirichlet formula for the interchange of variables
in double integrals

E
0

aH E
0

v
f ~v,u!dvJ du5E

0

aH E
a

v
f ~v,u!duJ dv, ~A6!

we can finally rewrite Eq.~A5! in the following form

Bmn5E
0

m

bmnH0
(1)~v !dv, ~A7!

where

bmn5ko
22~11~21!m1n!E

v

m

sinS pm

m
~u2v ! D

3sinS pn

m
uDdu. ~A8!

It is easy to show that integral~A8! can be reduced to the
analytical form

bmn5
m~11~21!m1n!

ko
2p~n22m2!

H n sinS mp

m
v D2m sinS np

m
v D J ,

mÞn,

and

bmn5ko
22H ~m2v !cosS mp

m
v D1

m

mp
sinS mp

m
v D J ,

m5n, ~A9!

which, together with expression~A7!, is well-suited for the
numerical integration. It can be proved that the integrand in
Eq. ~A7! is limited as the variable of integrationv→0 ~see
Ref. 12, pp. 91–92!.
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profile, a numerical scheme based on a combination of the boundary integral and fast field program
methods is developed. The Green’s function required in the boundary integral is evaluated by a fast
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results for simple cases and with measurements for indoor model experiments simulating downward
refracting conditions. It is predicted that the performance of a noise screen placed 50 m from the
source is reduced considerably by moderate downwind conditions. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1381539#

PACS numbers: 43.50.Gf, 43.50.Vt, 43.28.Fp@MRS#

I. INTRODUCTION

Recent years have produced a wealth of models and
methods for predicting sound pressure in an outdoor environ-
ment. These include both analytical formulas for sound pres-
sure in certain simple cases and numerical methods and al-
gorithms with varying degrees of complexity and efficiency
for more complex environments. The analytical models deal
mainly with propagation in a homogeneous atmosphere
above a plane impedance boundary or one with a simple
sound speed gradient.1 The numerical methods, which handle
more general situations, include the fast field program2–6

~FFP! for a range-independent environment, the parabolic
equation method7 ~PE! for a range-dependent atmosphere
above a plane boundary, and ray tracing techniques.8 The
first two techniques have found a wide spread use in both
underwater and atmospheric acoustics. These numerical
models have been able to explain many of the observed in-
fluences of atmospheric refraction and turbulence. However,
all these methods deal with a plane boundary. If the ground is
uneven at a scale that is large compared with the wave-
lengths of interest, as, for example, in the presence of a
sound barrier or a hill, many current FFP and PE methods
fail.

There has been a number of theoretical methods to cal-
culate the sound field in presence of a barrier of simple shape
by, for example, Pierce9,10 and Rasmussen.11 These earlier
analyses were based on geometrical ray acoustics. On the
other hand, numerical solution of the boundary integral equa-
tion @the boundary element method~BEM!# provides a com-

prehensive and accurate way of accounting for more com-
plex boundaries such as a mixed impedance plane as well as
an uneven terrain. This versatile numerical method has been
utilized to solve a variety of problems involving nonuniform
boundaries.12–21All these works have assumed neutral atmo-
spheric conditions and no account has been made of the ef-
fects of sound wave refraction due to temperature and/or
wind speed variation and turbulence. Moreover, many of
these numerical schemes assume an infinitely long line
source emitting cylindrical waves impinging on barriers or
strips of infinite length parallel to the source.

Li et al.22 have considered diffraction of sound from a
bump or a trough with a Gaussian shape. They incorporated
sound refraction in the medium by using an expression,
originally due to Pekeris,23 for the sound field in an un-
bounded medium with a linear sound speed profile. By con-
sidering only a rigid boundary or a pressure-release one, they
simplified the problem considerably. They used an extension
of the method of moments to evaluate the boundary integral
~with a Gaussian bump!. They reported that a soft ground
with a bump or a hard ground with a trough causes a sound
field enhancement beyond the shadow zone boundary. The
significance of this apparent symmetry was not discussed in
their predicted results. Uscinski24 considered a similar prob-
lem above a rigid surface of random roughness. He used an
expression derived from the parabolic equation approxima-
tion to the wave equation to account for the refraction in the
medium. More recently, Salomons25 has used a parabolic
equation approach to study the effect of an absorbing barrier
in a refracting medium. His numerical procedure involves
starting a one-way parabolic marching solution and terminat-
ing the waves that impinge upon the barrier. Consequently,
Salomons’ method does not include backscattering. West
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b!Author to whom correspondence should be addressed. Electronic mail:
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et al.26 derived the parabolic wave equation with a boundary
profile function included. They then proceeded to solve the
resulting equation by a ‘‘wide angle’’ PE. The formulation,
however, is approximate and valid only for barriers or hills
with small slopes. Most of the models discussed here are
two-dimensional propagation models~propagation in a plane
only! with a few exceptions such as the work of Duhamel.21

There are few theoretical problems with extending a two-
dimensional~2-D! model to a three-dimensional propagation
method.27 But the computational effort is large and would
require some approximation. The procedure proposed here is
also for two-dimensional propagation model.

Li and Wang28 have introduced a novel method to simu-
late the effect of a noise barrier in a refracting atmosphere. In
their approach, a conformal mapping technique is used to
map the wave equation in a medium where the speed of
sound varies exponentially with height above a flat boundary
to that for a neutral fluid above a curved surface~a section of
a cylinder!. Subsequently, they use a BEM program, with a
discretization of the resulting curved boundary as well as the
barrier, to predict the insertion loss of the barrier. They have
validated their method by comparing their predictions with
measurements of the insertion loss of a thin barrier in a wind
tunnel in downwind and upwind conditions.29 Their method
is restricted to relatively short ranges. Moreover, the require-
ment for discretizing the whole boundary puts a severe bur-
den on the computation time.

The approach taken in this paper is to account for the
refraction of the atmosphere as well as the reflection from the
flat impedance boundary in the formulation of the Green’s
function. This approach is similar to that used by Gerstoft
and Schmidt30 for the evaluation of acoustic and seismic re-
verberation in an ocean environment.

In the next section, the starting boundary integral equa-
tion for our BEM is stated. In the subsequent sections we
deal with the discretization of the boundary and the numeri-
cal solution of the Green’s function. In the final section,
some numerical examples are presented and discussed.

II. THEORY

A. The boundary integral equation

Assume that a line source produces a time-harmonic
sound field in a medium,D, bounded by a locally reacting
impedance surface,S. The surfaceS can have features such
as barriers, hills, impedance discontinuities, etc. By means of
the Green’s theorem, the sound field can be written in an
integral form as

«f~r !5G~r ,r0!2E
S
H G~r ,r s!

]f~r s!

]n~r s!

2f~r s!
]G~r ,r s!

]n~r s!
J ds, ~1!

whereG(r ,r0), is the solution of the wave equation in the
domain in the absence of scatterers,r s is the position vector
of the boundary elementds, andn is the unit normal vector
out of ds. A time convention of exp(2ivt) is assumed. The
parameter« is dependent on the position of the receiver.31 It

is equal to 1 forr in the medium,12 for r on the flat boundary,
and equal to theV/2p at edges, whereV is the solid angle.
The surfaceS contains the flat, locally reacting ground sur-
face and additional features such as a barrier. The contribu-
tion to the total field from reflection by the flat ground sur-
face can be taken into account in the Green’s function,
G(r ,r s). The surfaceS can be redefined to include the scat-
terer objects only, excluding the ground surface. The integral
is then the contribution of the scattering elements to the total
sound field at a receiver position. This integral formulation
~first derived by Kirchhoff in 1882! is called the Helmhotz–
Kirchhoff wave equation. It is the mathematical formulation
of the Huygen’s principle. If one allows the receiver points to
approach the boundary, one obtains an integral equation for
the field potential at the boundary. This boundary integral
equation is a Fredholm integral equation of the second kind.
Once solved, the contribution of the scatterers can be deter-
mined by evaluating the integral in Eq.~1! and calculating
the total field for any point in the entire domain,D. This is
the main boundary integral equation~BIE! for the acoustic
field potential in the presence of a nonuniform boundary. The
boundary element method~BEM! represents the acoustic
propagation in a medium by the boundary integral equation
and solves the set of integral equations numerically.

The imposition of a suitable boundary condition is re-
quired also. In most cases of interest one can assume a lo-
cally reacting impedance boundary condition:

dw

dn
2 ik0bw50, ~2!

whereb, the admittance, can be a function of the position on
the boundary. This can be applied to the surface of the plane
boundary and to the surfaces of the scatterers. Thus the de-
rivative term of the unknown potential can be written in
terms of the potential itself. Hence

«f~r ,z!5G~r ,r0!2E
S
f~r s ,zs!H ik0bG~r ,r s!

2
]G~r ,r s!

]n~r s!
J ds, r ,r sPS. ~3!

When discretizing the boundary surface it is assumed that the
unknown potential is constant in each element, thereby re-
ducing the integral equation to a set of linear equations.

B. Method of solving the BIE

The procedure for solving the integral equation~3!
adopted here is the one suggested by Mayers32 and used by
Chandler-Wilde15–17,19 These methods involve using a
quadrature technique~Simpsons or Gauss! to discretize the
integral and transform it to a set of linear equations. In one
dimension it can be described as follows. The integration
range is divided intoM subdomains or elements, each of
length or sizeh. The unknown potential,f, is assumed to be
constant within each element. Then the integral in Eq.~3!
becomes
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E
S
f~r s ,zs!H ik0bG~r ,r0!2

]G~r ,r s!

]n~r s!
J ds

5 (
m51

M

f~r m ,zm!E
tm2h/2

tm1h/2H ik0bG~r ,r s!2
]G~r ,r s!

]n~r s!
J ds.

~4!

In principle, the integral on the right-hand side can be evalu-
ated numerically. Then the BIE@Eq. ~4!# becomes

«f~r !5G~r ,r0!2 (
m51

M

f~rm!L~r ,rm!, ~5!

whereL( ) denotes the integral on the right-hand side of Eq.
~4!. Substitution ofr5rn , n51,...,M , produces a set ofM
linear equations:

«f~rn!1 (
m51

M

f~rm!L~rn ,rm!5G~rn ,r0!, n51,...,M .

~6!

The Green’s functionG(r ,r s) will be singular atr5r s , i.e.,
at diagonal elements whenn5m. One can use the principal
value of the integral for the integrals involving the singulari-
ties ~see Ref. 31!. Here we state only that the solution of the
equation~3! is unique except near characteristic frequencies
of the space enclosed by the barrier. The main methods sug-
gested in the literature for overcoming this nonuniqueness
problem are the so-called CHIEF method33–35 and the
method of Burton and Miller.36,37

III. THE GREEN’S FUNCTION

In Eq. ~3!, it remains to evaluate the Green’s function
and its derivative. The Green’s function,G(r ,r0), represents
the sound field in the medium in the absence of the scattering
surfaces. In order to minimize the number of elements, the
Green’s function includes reflection from the flat impedance
surface. The procedures for evaluation of this Green’s func-
tion in different conditions are the concern of the rest of this
section.

A. Neutral medium

As discussed in the Introduction, we consider a two-
dimensional problem with an infinitely long line source ra-
diating cylindrical waves in the medium. In this case the
boundary integral is a line integral and their numerical evalu-
ation is a relatively simple matter. The corresponding
Green’s function takes the form19

G2~r ,r0!52~ i /4!$H0
~1!~kur02r u!1H0

~1!~kur082r u!%

1Pb~r ,r0!, ~7!

with

Pb~r ,r0!5
ib

2p
E

2`

1`eik@~z1z0!A12s22~x2x0!s#

A12s2~A12s22b!
ds,

Re~b!.0. ~8!

In the above expressionH0
(1)( ) is the Hankel function of the

first kind, r , r0, and r08 are the receiver, source, and image
source positions, respectively. The wavenumber,k, and the
complex admittance,b, are dependent on the frequency. The
function Pb represents the ground wave term. The deriva-
tives of the Green’s function in thex andz directions are also
given in Ref. 19. When the source and the receiver positions
coincide, i.e., whenn5m, the integralL( ) has a removable
singularity. The integral can be evaluated analytically by re-
placing the Hankel functions by their small argument ap-
proximations and performing the integration.

Habault18 uses the alternatives of single and double
layer potential expressions to represent the Green’s function
and its derivative. These are again in terms of Hankel func-
tions.

B. Evaluation of the Green’s function by the FFP
method

Since discretization of the boundaries is extremely time
consuming, the Green’s function must include as many cal-
culations as possible in order to minimize the area of the
boundary to be discretized. The Green’s function includes
the wave field propagating in the domain of the system. As
such, it must contain the wave terms reflected from the
ground if one is to avoid discretizing the whole ground sur-
face. This device means that it is necessary only to discretize
the ‘‘scatterer’’ elements above the ground surface, thus sav-
ing on the number of elements and equations to be solved.
The method allows for the incorporation of an absorbing
ground as well as a rigid one.

The Green’s function for a line source radiating cylin-
drical waves above a locally reacting impedance plane can
be written as38

G~r1 ,r2!5
1

A2p
E

0

`

w~z1 ,z2 ,kr !exp~ ikrR!dkr , ~9!

where r2@5(x2 ,z2)# and r1@5(x1 ,z1)# are the source and
receiver position vectors, respectively, andR@5x22x1# is
the horizontal separation between them.

In practice, the infinite integral is truncated at a suitable
value, saykmax, and the integral is replaced by a finite FFT
sum. The variable of integration,kr , can be thought of as the
horizontal component of the wavenumber. To avoid the pos-
sible poles on or near the realk axis, the path of integration
is deformed below the real axis,

E
0

`

5E
0

2 ia dk

1E
2 ia dk

kmax2 ia dk

. ~10!

This is equivalent to makingkr a complex quantity with the
imaginary part relating to an adjustable parameter~a!. The
wavenumber interval,dk, is given by (kmax/Nk) with Nk be-
ing the number of integration points.

The kernel functionw in Eq. ~9! is now independent of
range and is in one dimension only. This function is the
solution of the one-dimensional Helmholtz equation in the
presence of a plane impedance boundary. For a homoge-
neous fluid this solution is known and is given in terms of
direct and reflected plane waves:
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w5
1

kz
H eikzuz12z2u1

kz2k0b

kz1k0b
eikz~z11z2!J , ~11!

with b being the specific normalized acoustic admittance of
the ground; k0 the wave number (5v/c); and kz

5Ak0
22kr

2.
In an inhomogeneous medium such as a refracting atmo-

sphere or in upwind or downwind conditions with an arbi-
trary sound speed profile, the potential function cannot be
determined analytically. Instead, a scheme similar to the fi-
nite element method can be utilized39,40 whereby the fluid is
divided into uniform horizontal layers with the speed of
sound and air density assumed to be constant within each
layer. The potential in each layer is given by

w i5Ai
↑ekz,i ~z2Hi !1Ai

↓ekz,i ~Hi 112z!, ~12!

with Ai ’s being the unknown amplitudes andHi being the
layer altitude. The boundary conditions at the layer bound-
aries determine the wave potential amplitudes in each layer.
These conditions are the continuity of normal particle veloc-
ity and the pressure across the boundary. The resulting set of
linear equations in unknown amplitudes is set in a global
matrix form,AÃXÄB. HereX represents the unknown am-
plitude vector;A, the matrix resulting from the known expo-
nential terms, andB is the source term.39,40This matrix equa-
tion is solved to produce the wave amplitudes in all layers.
The value of the kernel function at one or more desired po-
sitions can then be derived easily. An alternative method is to
use a transmission line method to evaluate the transfer func-
tion between the source and the receiver layers. This method,
however, is less efficient than the global matrix method used
in our approach for multiple receiver elevations. The deriva-
tive of the Green’s function required in the integralL can
also be calculated easily. It has been used to calculate the
sound field of an arbitrarily oriented dipole above an inter-
face previously.41,42The derivatives of the kernel function in
a homogeneous fluid above an absorbing boundary are given
by

wx52 i
kr

kz
H eikzuz12z2u1

kz2k0b

kz1k0b
eikz~z11z2!J , ~13!

wz52 i H sign~z22z1!eikzuz12z2u1
kz2k0b

kz1k0b
eikz~z11z2!J .

~14!

The Green’s function in each case is obtained easily by sub-
stituting the appropriate kernel function in Eq.~9!. The kr

term in the numerator of Eq.~13! comes from differentiation
of the exponential function in the Hankel transform@Eq. ~9!#.
In a layered medium, the boundary conditions are the same
as for a monopole source. However, there is a slight differ-
ence in the source terms. At the fluid–solid interface where
the boundary conditions apply, the source terms for the two
derivatives areeikzuz12z2u(kz2k0b) for the z derivative and
kre

ikzuz12z2u(12k0b/kz) for the x derivative. The corre-
sponding term for a monopole iseikzuz12z2u(12k0b/kz).

A simplifying feature of these calculations is that the
Green’s function and its two derivatives can be calculated

simultaneously because the coefficient matrix is the same for
all three and only the forcing term is different.

Once the kernel function is evaluated for allkr , the
integral in Eq.~9! can either be evaluated by a quadrature
scheme or, since it is a Fourier integral, by the discrete Fou-
rier transform method~DFT!. This is the essence of the fast
field program for calculating the sound pressure field in an
arbitrary, range-independent sound speed profile. In the DFT
scheme the integral in Eq.~9! is approximated by two dis-
crete sums:43

Gm~r !5
i

4

dk Nk
1/2

p1/2 Fe2pma/Nk (
n51

Nk21

w~z,kn!e22ipmn/Nk

1e22pma/Nk (
n51

Nk21

w~z,kn!e2ipmn/NkG , ~15!

where Gm( ) refers to the Green’s function at the receiver
point rm . One advantage of the FFT method is that the func-
tion values at an array of positions with a horizontal grid
pointsm dr 52mp/kmax (m51•••Nk) are evaluated at once,
thus making possible savings on the number of FFP calcula-
tions. The horizontal wave number is given by

kn5~n2 ia!dk. ~16!

Both summations can be performed by a single call to a DFT
program. To evaluate the integral correctly, certain modifica-
tions are required to the kernel function to account for the
truncation of the infinite integral at a finite value and for
changing the path of integral away from the real axis to
avoid the poles. Without these corrections superficial oscil-
lations, called Gibbs oscillations, are superimposed on the
kernel function and have detrimental effects on the accuracy
of the final computation of the boundary element matrix.
This is overcome in our method by applying a Hanning win-
dow to the kernel function.44 With this windowing, accurate
and oscillation-free values of the Fourier transform are ob-
tained and lead to an accurate solution of the BIE.

It should be noted, however, that the Fourier transform
is accurate only at distances greater than about two wave-
lengths. At distances shorter than two wavelengths, the
Green’s function for the homogeneous case is an accurate
approximation since sound speed variations have little effect.
This approximation has been implemented in our approach.

IV. NUMERICAL CONSIDERATIONS

A high level of accuracy is required in evaluating the
Green’s functions in the boundary integral equation. The FFP
values for the pressure are accurate only at the spatial grid
points. An interpolation scheme for range points lying be-
tween the grid points, while providing accurate values for the
magnitude of the pressure, fails to give adequate accuracy for
the phase values because of insufficient spatial sampling. In
this respect, the midpoint of barrier elements must fall on the
grid points of the FFP scheme. Hence, there are constraints
on the integration parameters such as truncation value (kmax)
and the number of integration points~Nk). An alternative
would be to use the Chirp-Z FFP formulation proposed by Li
et al.45 to decouple the wave number and space domain grid
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values in FFP and have arbitrary grid points in the space
domain. However, this approach has not been adopted here.

The three stages to the calculations involving the
Green’s function and its derivatives are shown in Fig. 1.
These stages include the following.

~a! Evaluating the radiation from each element to every
other one@i.e., evaluating the matrix elements in Eq.~6!#.

~b! Calculating the radiation from the source to each
element on the barrier@the right-hand sides of Eq.~6!#.

~c! Obtaining the contribution of each barrier element to
the sound received at the observation point~i.e., evaluating
the boundary integral after the matrix equation has been
solved!.

In addition, it is necessary to calculate the sound field
from the source to the receiver in the absence of the barrier.

While, in principle, a single FFP step is sufficient to
evaluate sound pressure at all points in thex-z plane,
memory considerations make this impractical in most com-
puter systems. Nevertheless, a considerable saving of time
can be made at each of the three stages.

Apart from the case where a large area of the boundary
has to be discretized~as in an uneven ground surface!, the
physical size of the scatterer is small compared with the ra-
dius of curvature. Furthermore, if the horizontal separation
between the elements is small, the sound speed profile plays
a very little role. In this case its homogeneous form@Eq. ~7!#
approximates the Green’s function adequately.

The use of FFP in evaluating the Green’s function al-
lows one to make efficient computations in certain typical
cases. In particular, if the scatterer is a barrier wall with
vertical sides, the right-hand sides for each vertical section
@case~b! above# can be evaluated with a single FFP step.

The same is true for the third stage~i.e., contributions
from each element to a single observer point! by using the
reciprocity property of the Green’s function and its horizon-
tal ~or x! derivative.

V. RESULTS AND DISCUSSION

The numerical program proposed in this paper~BIE-
FFP! has been validated by comparing its results to simpli-
fied cases where other predictions are available and to at-
tenuation data obtained in laboratory conditions. BIE-FFP
predictions for the relatively trivial~albeit computationally
intensive, since the entire surface must be discretized! case
of a sound field in a refracting medium above a flat absorb-
ing surface, may be compared to theoretical values based on

the standard fast field program. The results are shown in
Figs. 2 and 3 for upwind and downwind conditions, respec-
tively. In both figures the solid line represents the results of
standard FFP calculations of the transmission loss~db re
field at 1 m! and the circles represent predictions of the BIE-
FFP. It is clear that the scheme outlined in this paper is
consistent with the standard FFP method for simple cases.

Data for the insertion loss of barriers in an arbitrary
sound speed profile are rare. Rasmussen29 has made scale
model measurements of the excess attenuation spectra be-
hind a thin barrier in a wind tunnel. The data is taken from
Fig. 11 of Ref. 29 and the parameters are~see Ref. 29, Fig.
1!: hs52.0 m, hr51.0 m, d1520.0 m, d2540.0, with the
barrier height of 2.5 m. The input wind speed profile is the
average of profiles 1 and 2 measured in front and beyond the
barrier. Profile No. 3 gave slightly worse predictions. Figure
4 shows the predicted and measured values. There is reason-
able agreement between these data~solid line! and the BIE-

FIG. 1. Schematic diagram to show a typical outdoor environment consist-
ing of a source, receiver, and noise barrier.

FIG. 2. Sound pressure level in an upwardly refracting medium above an
impedance plane as predicted by a FFP code~solid line! and calculated by
BIE-FFP and discretizing the boundary to test the code. The source and
receiver heights are 10.0 and 1.2 m, respectively. The frequency is 10 Hz
and the sound speed gradient is21.0 m21.

FIG. 3. The same as in Fig. 2, except that the frequency is 50 Hz and the
medium is downward refracting. The sound speed gradient is11.0 m21.
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FFP predictions~circles!. These data have been used also by
Li and Wang28 to validate their scheme based on a conformal
mapping of a refracting atmosphere to a curved boundary.
The BIE-FFP predictions give improved agreement with the
measured data.

Another set of measurements have been carried out by
Gabillet et al.46 over a hard concave surface with a thin bar-
rier 15 cm high installed on it. The curvature of the surface is
analogous to a positive sound speed gradient of 17.0 m21.
The source height was 0.1 m, a distance of 4 m away from
the barrier. The receiver was 3 m beyond the barrier also at a
height of 0.1 m. Figure 5 shows the data@the solid line taken
from Fig. 15~c! of Ref. 37# and our prediction~circles! using
BIE-FFP. To achieve a stable result, an element size of 1 mm
was used in the BIE, and 400 layers were utilized in the FFP

calculations. Again, the BIE-FFP calculations show good
agreement with scale model measurements.

We have used the BIE-FFP program to investigate the
performance of noise barriers in downwind conditions. We
have considered a situation in which an acoustically rigid
barrier of height 1.55 m is positioned 50 m downwind of a
noise source above an absorbing ground. The transmission
loss has been calculated by the BIE-FFP at a frequency of
500 Hz and at observer positions up to a range of 500 m. The
predictions of transmission loss with and without the barrier
are given in Fig. 6. It is evident that at distances longer than
300 m the barrier is predicted to cause no effective reduction
in sound levels. This is consistent with the view that the
sound rays effectively curve over the barrier for long dis-
tances so that the barrier becomes ineffective.

VI. CONCLUSION

The model proposed in this paper represents consider-
able improvement on past applications of the boundary ele-
ment method to sound propagation above a nonuniform
boundary, including the condition of refracting atmosphere,
since these have assumed a rigid boundary. We have de-
scribed a numerical procedure for predicting the sound field
in a refracting atmosphere above finite impedance surfaces
that include noise barriers and other scatterers. The Green’s
functions required by the BIE are calculated by the FFP
method.

The BIE-FFP has been validated by comparison with
widely accepted results for simplified cases and with labora-
tory measurements reported by other workers.
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FIG. 4. Measured~solid line: see Fig. 11 of Ref. 24! and predicted~circles!
excess attenuation of sound at a receiver behind a barrier 2.5 m high in
downwind conditions. The measurement was made in 1:8 scale at a wind
tunnel facility. Parameters are hs52.0 m, hr51.0 m, d1520 m, and d2540
m. A positve sound speed gradient of 0.5 m21 was used.

FIG. 5. Measured@solid line: see Fig. 15~c! of Ref. 37# and predicted
~circles! excess attenuation of sound behind a thin barrier 0.15 m high on a
hard concave surface. Parameters relating to Fig. 1 are hs50.1 m, hr50.1 m,
d154 m, and d253 m. The curved surface mapped into a plane boundary
resulted in a sound speed gradient of 17 m21.

FIG. 6. Effectiveness of a noise barrier under downwind conditions.
Crosses: sound level at 500 Hz downwind of the source in the absence of the
barrier; Circles: sound level donwwind of the source with a barrier present
at a distance of 50 m from the source. Solid line: barrier in the neutral
atmosphere. The parameters are hs50.5 m, hr51.2 m,hbarrier51.5 m, and a
sound speed gradient of11.0 m21 is assumed. It is seen that after a distance
of about 300 m the barrier is no longer effective.
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Sound fields in a rectangular enclosure under active sound
transmission control
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The present study evaluates the effectiveness of active sound transmission control inside an
enclosure using a purely acoustic source under the potential energy, squared pressure, and energy
density control algorithms. Full coupling between a flexible boundary wall and the interior acoustic
cavity is considered. Formulas based on the impedance-mobility approach are developed for the
active control of sound transmission with the energy density control algorithm. The resultant total
acoustic potential energy attenuation and sound fields under the three control algorithms are
compared. Global amplification of the sound level with localized quiet zones under the squared
pressure control is observed. This adverse effect can be removed by using the energy density
control. It is also shown that the energy density control provides a more uniform control of sound
field. Better performance of global and local control of sound field using the squared pressure and
energy density controls can be achieved by locating the error sensors at the peak quiet zones and the
areas of peak energy density attenuation, respectively, obtained under potential energy control.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1387095#

PACS numbers: 43.50.Ki, 43.55.Rg@MRS#

I. INTRODUCTION

Sound transmission through building fabrics has long
been a problem in building noise control. This transmission
of noise is mainly due to the interaction between sound fields
and the flexible structure boundaries that make up the fabrics
or simply a composite wall. However, such flexible struc-
tures can hardly be eliminated in reality. For example, in
residential buildings, a certain level of window area is nec-
essary for humans both from the physiological and psycho-
logical points of view,1 as well as for providing natural light-
ing. Inside industrial buildings, windows provide
transparency for monitoring purposes. Traditional passive
control methods using a double-glazing setup or thicker glass
are not usually cost effective, especially for low frequency
applications.

Fuller and Jones2 proposed the active structural acoustic
control method~ASAC! to tackle sound transmission into the
fuselage, and showed that it is highly effective to low fre-
quency noise. Panet al.3–5 extended the analysis of ASAC to
the rectangular panel-cavity system using total acoustic po-
tential energy as the performance function. They discovered
two modes of ASAC, namely the panel-controlled and
cavity-controlled modes. The application of these control
modes depends on the relative dominance of the panel struc-
tural and cavity modes. Since then, there have been rigorous
studies into the use of a point force in ASAC~for instance,
Qiu et al.6!. Recently, Cazzolato and Hansen7 proposed an
error sensing criterion with surface mounted structural vibra-
tion sensors for ASAC. It appears that most of the previous
studies were focused on using forces applied to the structure

to control the panel-controlled modes. However, most of ac-
tuators and sensors for vibration control tend to obstruct the
line of sight through windows. This is not desirable for either
residential buildings or building services plantrooms. Also,
ASAC is effective for suppressing panel modes only, and
simply helps to reconstruct the panel velocity distribution in
the case of cavity-controlled modes.3 Some disadvantages of
ASAC are discussed by Quiet al.,6 such as the fact that the
system requires higher accuracy to produce stable effective
global sound attenuation and is not effective if the acoustic
energy is transmitted from one structural mode to only one
acoustic mode.

In the authors’ opinion, the use of acoustic control
sources in the active control of sound transmission is worth
exploring in order to limit the numbers of vibration actuators
and sensors required on critical structures. Snyder and
Hansen8,9 have considered the use of a hybrid control system
with both acoustic and vibration control sources. Kim and
Brennan10 have tested the performance of such a concept in a
long enclosure with the impedance and mobility approach.
The acoustic control source has been shown to be very ef-
fective in controlling cavity-controlled modes inside an en-
closed space.9,10Therefore, the effectiveness of acoustic con-
trol sources in the active control of sound transmission
should not be overlooked.

For the error sensing criteria, the minimization of total
acoustic potential energy~potential energy control! is diffi-
cult to implement in practice due to the lack of modal sen-
sors. While the traditional error criterion of minimizing the
sum of squared sound pressures at discrete locations~squared
pressure control! can only provide local control of sound
within confined zones of quiet11 due to the limitation of the
local information fed to the controller, Josephet al.11 found
that the increase in the sound pressure level far from the 10

a!Author to whom correspondence should be addressed; electronic mail:
besktang@polyu.edu.hk
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dB quiet zone is negligible if the point of cancellation is very
close to the secondary source. However, this may not be the
case for a nondiffused sound field.14 In order to cope with a
more global control of the enclosed sound field, Sommerfeldt
and Nashif12 and Park and Sommerfeldt13 suggested the
minimization of the sum of energy densities at discrete loca-
tions ~energy density control! as the error criterion. Lau and
Tang14 investigated the performance of various error criteria
in the active control of indoor noise using acoustic secondary
sources. Their results show that better sound fields and zones
of quiet inside the enclosure could be achieved with energy
density sensing. Sampath and Balachandran15 also examined
the effectiveness of various error functions for ASAC, while
Cazzolato16 and Kim17 analyzed the resultant total acoustic
potential energy of active sound transmission control using
vibration and/or acoustic control sources under energy den-
sity and squared pressure controls, respectively.

Though the control of sound transmission into a rectan-
gular enclosure is not a new topic, many previous works~for
instance, Panet al.,3 Park and Sommerfeldt,13 Cazzolato16

and Kim17! evaluate the effectiveness of global noise control
by using a single parameter of total acoustic potential energy.
However, it is possible that the active control may produce
an overall reduction of the total potential energy with local-
ized areas of sound amplification. Direct comparison be-
tween the performance of different error sensing schemes
and forcing methods in three-dimensional enclosed spaces in
existing literature is therefore, in the opinion of the authors,
incomplete. Also, the performance of error sensing in high
energy density attenuation regions obtained under the poten-
tial energy control scheme is unknown.

The present study analyzes the sound field and the ef-
fectiveness of active sound transmission control with a
purely internal acoustic control source under various error
sensing schemes. Full couplings between the panel vibration
and the room acoustic modes are considered. The existence
of amplification and quiet zones and their distributions inside
the enclosure are also discussed. Poor performance of active
control is expected when the error sensor is located at the
nodal plane of the sound field and energy density field for the
squared pressure and the energy density control,
respectively.18 The performance of active sound transmission
control with various error sensor locations not on the nodal
planes is analyzed. It is hoped that a more complete picture
of the use of active control in building acoustics can be re-
vealed.

II. OPTIMIZED ACOUSTIC AND VIBRATION CONTROL
SOURCE STRENGTHS

A. Potential energy control

Total acoustic potential energy in an enclosed space is
widely used as the parameter in assessing the global control
effectiveness of an error sensing scheme.5,13This total acous-
tic potential energy inside an enclosed space of volumeV
can be written as

PE5
1

4rac2 E
V
upu2 dV, ~1!

wherera and c are the air density and the speed of sound,
andp denotes the complex sound pressure at a point inside
the enclosed space. Considering an arbitrary shaped enclo-
sure with a flexible boundary as shown in Fig. 1,x and y
represent position vectors in the acoustic field inside the en-
closure and on the flexible structure, respectively. The pri-
mary enclosed sound field~noise field! is due to the external
modal force matrx,gp , on the flexible boundary. A matrixtc
5 @fc

Tqc
T] T can be established, wherefc andqc are the column

vectors comprised of the strengths of the vibration control
forces @ f c,1 f c,2 ¯#T and acoustic control sources
@qc,1 qc,2 ¯#T at discrete locations on the flexible boundary
and inside the enclosure, respectively. SuperscriptT denotes
the matrix transpose. The optimized secondary source
strengths of the potential energy control for sound transmis-
sion are given by Kim17 as

tc,PE52$RHZa
HAHAZaR%21RHZa

HAHAZaCYsgp, ~2!

where

R5@CYsDf Dq# ~3!

and

A5~ I1ZaYcs!
21. ~4!

SuperscriptH denotes the Hermitian transpose.Za and Ys
are the uncoupled acoustic modal impedance matrix withN
number of acoustic modes and the uncoupled structural
modal mobility matrix withM number of structural modes,
respectively.C is a N3M matrix of the structural-acoustic
mode shape coupling coefficient with the elementsCn,m as

Cn,m5E
Sf

cn~x!fm~y!dS,

where Sf denotes the area of the flexible boundary, and
cn(x) and fm(y) represent thenth and themth eigenfunc-
tions of the acoustic and the structural mode distributions,
respectively.Ycs denotes the coupled structural modal mobil-
ity matrix (CYsC

T) and I unit matrix.Dq is a N3Q matrix
denoting the couplings betweenN number of acoustic modes
andQ number of acoustic control source locations.Df is an
M3F matrix describing the couplings betweenM number of
structural modes andF number of force control actuator lo-
cations. The~n,q! and ~m,f! elements ofDq and Df are
given by

FIG. 1. Structural-acoustic coupled system.
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Dq~n,q!5E
V
cn~x!xa~xq!dV

and

D f~m, f !5E
Sf

fm~y!x f~yf !dS,

respectively, wherexa(xq) and x f(yf) are the acoustic and
vibration source strength distribution functions atxq andyf ,
respectively, and are normalized in the rest of this paper by
their correspondingqc,d and f c, f , respectively. A detailed
derivation of Eq.~2! can be found in Kim.17

B. Squared pressure control

A control scheme that minimizes the sum of the mea-
sured squared sound pressures at discrete locations is the
most practical and marketable of all those considered in the
present study. In this section, the solution of optimal control
source strengths for such a control algorithm will be obtained
using the impedance and mobility approach.17 Complex
sound pressures atd number of measuring points inside an
enclosure can be expressed as

p5CHa, ~5!

where p is a column vector of
@p(x1 ,v)p(x2 ,v)p(x3 ,v)¯p(xd ,v)#T, and C and a are
theN3d acoustic mode shape matrix and theN31 complex
amplitude matrix, respectively. Also, it can be shown that

C5F c1~x! c1~x2! ¯ c1~xd!

c2~x1! �

] �

cN~x1! cN~xd!

G ~6!

and

a5AZa~Rtc1CYsgp!. ~7!

The sum of the squared sound pressures for the measuring
points is given as

pHp5aHCCHa. ~8!

A Hermitian quadratic equation is obtained by substituting
Eqs. ~6! and ~7! into Eq. ~8!, and the optimal secondary
source strength matrix that minimizesE number of sound
pressure signals can be written as

tc,SP52$RHZa
HAHCeCe

HAZaR%21

3RHZa
HAHCeCe

HAZaCYsgp, ~9!

whereCe is the acoustic mode shape matrix at the locations
of the E number of sound pressure sensors that provide the
error signals. Compared with Eq.~2! for the case of the po-
tential energy control, Eq.~9! includes an extra term of error
sensing mode shape matrixCe.

C. Energy density control

As discussed by Lau and Tang,14 the energy density con-
trol is a promising algorithm for both global and local noise
control inside an enclosed space. The energy density, ED, at

a measuring point inside an enclosure is the sum of the
acoustic potential and the kinetic energy densities:

ED5
upu2

2rac2 1
rauuu2

2
, ~10!

whereu is the particle velocity at the measuring point. ED
provides more global information to the controller, as sug-
gested by Eq.~10!. It consists of the local sound pressure and
particle velocity, and is less likely to vanish than the sound
pressure. Though nodes in the three-dimensional energy den-
sity field exist, the nodal volumes for the total energy density
field are much small than those of the squared pressure
field.18 Using Eq. ~5!, Eq. ~10!, and Euler’s equation“p
'2 jkracu, the sum of the energy density at discrete points
can be expressed in a matrix form as

EDsum5
1

2rac2 H pHp1
1

k2 ¹pH
•¹pJ , ~11!

wherek is the wave number. The sensing of energy density
signals can be practically achieved by careful arrangement of
microphones to measure the acoustic pressures and the three
orthogonal components of pressure gradients shown in Eq.
~11!. The number of pressure microphones required to mea-
sure a local energy density can be reduced to four in the
tetrahedral configuration.16 Substituting Eqs.~5! and~7! into
Eq. ~11!, one can find that EDsum for E number of local
energy density signals can be expressed as

EDsum5
1

2rac2 JED,

whereJED, the cost function of energy density control, is the
Hermitian quadratic expression

JED5tc
HF1tc1F2

Htc1tc
HF21F3

with

F15RHZa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAZaR,

F25RHZa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAZaCYsgp,

and

F35gp
HYs

HCHZa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAZaCYsgp.

The optimal secondary source strengths of energy density
control are derived herein by minimizing the resultant Her-
mitian quadratic expression forJED. One obtains

tc,ED52H RHZa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAZaRJ 21

•RHZa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAZaCYsgp.

~12!

Equation ~12! consists of an additional matrix of (CeCe
H

1¹Ce•¹Ce
H/k2), which consists of the normalized total en-

ergy density fields at the locations of theE number of energy
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density sensors that provide the error signals, compared with
Eq. ~2! for the potential energy control.

III. NUMERICAL MODEL AND COMPUTATIONAL
CONVERGENCE

A numerical experiment was performed to evaluate the
performance of various error sensing criteria for the active
control of sound transmission. Figure 2 illustrates the rectan-
gular enclosure and the coordinate system adopted in the
present study. The dimensions of the enclosure areLx1

~length!, Lx2 ~width!, and Lx3 ~height! which were chosen
such thatLx1 :Lx2 :Lx351:e/p:1/p so as to avoid the degen-
erate acoustic modes.19 The enclosure consists of five acous-
tically rigid walls and a simple supported flexible panel at
x250. The primary enclosed sound fields are due to the
interaction between the interior acoustic space and the struc-
tural vibration on the flexible panel excited by an external
plane waveSp of frequencyv. The propagation direction of
Sp is defined by the incidence angleu and azimutha as
shown in Fig. 2. The incidence angleu is defined as the angle
between the lines normal to the external plane wave and the
flexible panel, while the azimutha is the angle between the
projected plane of the line normal to the external plane wave
on the panel and thex1 axis. In the present investigation, the
secondary acoustic control source,Ss , is located at the cor-
ner (Lx1 ,Lx2 ,Lx3) in order to avoid the nodal lines of any
acoustic mode in the rectangular enclosure.14,20Two new di-
mensionless parameters,hc andw, are introduced herein as

hc5
Ka

Msvacvsc
, ~13!

and

w5
vac

vsc
5Arsh

D S 1

Ly1
2 1

1

Ly2
2 D 21 c

pLx,max
, ~14!

respectively, whereKa andMs are the acoustic bulk stiffness
(rac2Sf

2/V) and mass of the structure (rshSf), respectively,
and vac and vsc are the first eigenfrequencies of acoustic
~cavity! and structural~panel! modes, respectively.D, rs ,
Sf , andh are the bending stiffness, density, surface area and
thickness of the flexible panel, respectively.Lx,max is the
maximum perpendicular separation between two parallel
walls inside the rectangular enclosure, andLy13Ly2 are the
dimensions of the flexible panel. In the present numerical
model,Lx,max5Ly15Lx1 andLy25Lx3 . Table I shows some

possible values ofhc andw. Then, Eqs.~3!, ~4!, and~7! can
be rearranged as follows:

a5hcAẐa~R̂t̂c1ĈŶs ĝp!, ~15!

A5~ I1hcẐaŶcs!
21, ~16!

and

R̂5@ĈŶsDf Dq#, ~17!

respectively, where Ĉ5C/Sf , ĝp5gp /Sf , and Ŷcs

5ĈŶsĈ
T. All the above variables are dimensionless except

ĝp and t̂c , whose units are Nm22. Ẑa andŶs are (N3N) and
(M3M ) diagonal matrices which equal$vacV/(rac2)%Za
and (vscrshSf)Ys, respectively. The~n,n! and~m,m! diago-
nal elements ofẐa and Ŷs consist, respectively, ofẐa,n and
Ŷs,m where

Ẑa,n5
j v̂

v̂n
22v̂212 j jnv̂nv̂

, ~18!

Ŷs,m5
j v̂w

v̂m
2 2v̂2w212 j zmv̂mv̂w

, ~19!

and v̂ is the normalized angular frequency~normalized by
vac!. v̂n and v̂m are the acoustic and structural mode fre-
quencies normalized by their first eigenfrequencies, respec-
tively ~vac andvsc , respectively!. jn andzm are the modal
damping coefficients of the acoustic and structural modes,
respectively. The secondary source strength matrix can be
rewritten as

t̂c5F f̂c

q̂c
G , ~20!

where f̂c5fc /Sf and q̂c5qc(vscrsh/Sf). Comparing the ex-
pression forq̂c andĝp , it can be noted that a weaker second-
ary acoustic control source is required to control a fixed ex-
ternal primary sound source under highervsc and/or panel
surface density,rsh.

Equations~2!, ~9!, and ~12! for the optimal secondary
source strength matrices can now be rewritten using the non-
dimensional parameters:

t̂c,PE52$R̂HẐa
HAHAẐaR̂%21R̂HẐa

HAHAẐaĈŶs ĝp, ~21!

t̂c,SP52$R̂HẐa
HAHCeCe

HAẐaR̂%À1

3R̂HẐa
HAHCeCe

HAẐaĈŶs ĝp, ~22!

FIG. 2. Rectangular enclosed space and coordinate system.

TABLE I. Possible values ofhc andw.a

Flexible structure Lx1 ~m! hc w

6 mm glass~Ref. 21! 1 0.01 1.04
6 mm glass~Ref. 21! 5 0.26 5.21
12 mm glass~Ref. 21! 5 0.06 2.60
6 mm alumina (Al2O3) ~Ref. 21! 5 0.10 3.05
Kim and Brennan
~Refs. 10 and 22!

1.5 0.04 0.81

aAir density and speed of sound in air 20 °C are 1.21 kg/m3 and 340 m/s,
respectively.
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t̂c,ED52H R̂HẐa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAẐaR̂J 21

3R̂HẐa
HAHFCeCe

H1
1

k2 ¹Ce•¹Ce
HGAẐaĈŶs ĝp.

~23!

In the foregoing discussions, suffices PE, SP, and ED denote
quantities associated with the potential energy, squared pres-
sure, and energy density control algorithms, respectively.
@CeCe

H# and@CeCe
H1¹Ce•¹Ce

H/k2# in Eqs.~22! and~23!
govern the performance of the squared pressure and energy
density controls. They depend directly on the error sensor
locations. Parkinset al.18 have investigated these two terms
using node structures. As mentioned previously, the energy
density control has the advantage of the lower probability of
a randomly placed sensor being laid in a nodal volume for
acoustic modes, and requiring much fewer sensors than the
squared pressure control.

It can be seen from Eq.~15! that the effectiveness of
passive sound transmission control depends on the structural-
acoustic coupling transfer function~described byA! and the
effectiveness of the vibration force to acoustic pressure trans-
fer function at weak structural-acoustic coupling~represented
by hcẐaĈŶs!. The two parameters,hc andw, are critical for
passive sound transmission control. The speed of sound and
the air density are practically constant. Thus, the traditional
measure for controlling sound transmission is to reduce
Ka /Ms in hc , so that both the magnitudes of the structural-
acoustic coupling transfer function and the vibration force to
acoustic pressure transfer function at weak structural-
acoustic coupling are reduced. Also, some reduction of
sound transmission can be achieved by reducing bothvac

andvsc @Eq. ~15!#. Modification of the passive sound trans-
mission control is possible by adjustingw. However, the
eigenfrequency of the flexible panel should not be near to the
eigenfrequencies of the enclosure and/or the forcing fre-
quencyv.

Using Eqs.~5!, ~15!, ~21!, ~22!, and~23!, the attenuation
of sound pressure at a point inside the enclosure under the
three sound transmission control algorithms can be expressed
as

DSP5CH$hcAẐaR̂$R̂HẐa
HAHEAẐaR̂%21

3R̂HẐa
HAHEAẐaĈŶs ĝp%,

whereE is I , CeCe
H , and CeCe

H1k22¹Ce•¹Ce
H for the

potential energy, the squared pressure, and the energy density
controls, respectively. Besides the terms for passive control,
it can be shown that the effectiveness of the active sound
transmission control relies on the matrix

R̂$R̂HẐa
HAHEAẐaR̂%21R̂HẐa

HAHEAẐa, ~24!

which is governed by the source frequencyv, the degree of
structural-acoustic coupling, the modal characteristics of the
enclosure and the flexible panel, and the error sensing ma-
trix. Kim17 has investigated the performance of active sound
transmission control in a weakly coupled ductlike rectangu-
lar enclosure with potential energy control. For such a sys-

tem,A'I ashcẐaŶcs50. This is consistent with the discus-
sions of Kim and Brennan,22 who stated the problem in a
different way. Expression~24! becomes independent ofhc

for weakly coupled systems. In this paper, fully structural-
acoustic coupled systems are discussed with consideration of
hc andw under three control algorithms, namely the poten-
tial energy, squared pressure, and energy density controls.

Though an exact representation of the sound field is
given by Eq.~5! with the summation of the contributions
from infinite numbers of acoustic and structural modes~N
→` andM→`, respectively!, truncating these summations
with a finite number of modes in the calculations is reason-
ably accurate in the estimation of the sound field at low
modal densities in practice. Therefore, a convergence test has
to be done in the first place to determine the acceptable val-
ues forN andM. Equation~5! has an inherent convergence
difficulty at locations close to a point acoustic source,23 but it
is not worth studying the sound pressure at these points. The
acoustic modal impedance and the structural modal mobility
in Eqs. ~18! and ~19! were obtained with both the acoustic
and structural modal damping coefficients of 0.01 in the
present study. All the simulations were computed by using
MATLAB on a DEC workstation 600 a.u.

Figure 3~a! illustrates the convergence of the near field
sound pressure calculated by Eq.~5! at the location
(0.9Lx1,0.9Lx2,0.9Lx3) inside the enclosure shown in Fig. 2
with hc50.0092,w59.2 and an acoustic corner source lo-
cated at (Lx1 ,Lx2 ,Lx3) operating at 5vac . Defining trunca-
tion error as the difference between calculated result and that
obtained withN51173 andM5522, it is observed that there
is a gradual reduction of such error forN.37. The maxi-
mum deviation from the result obtained withN51173 and
M5522 is less than 0.86 dB forN.600, regardless of the
number of structural modes involved. Faster convergence
can be found at increased distance away from the corner
sound source forN.37 in Fig. 3~b!.

Figure 4~a! shows the convergence of sound pressure at
the center of the enclosure due to an excitation from a point
force acting at the center of the flexible panel. A sharp fall of
truncation error is revealed forN.37 and M.110. The
maximum deviation from the result obtained withN51173
and M5522 is less than 0.97 dB forN.600 andM.110.
Similar and even better convergence can be found at other

FIG. 3. Convergence of modal summation with point acoustic source at
(Lx1 ,Lx2 ,Lx3) and forcing frequency 5vac , hc50.0092 andw59.2. ~a! At
location (0.9Lx1,0.9Lx2,0.9Lx3) with N,1173 and M,522; ~b! effect
of location (M5522). — (0.9Lx1,0.9Lx2,0.9Lx3); —d—
(0.8Lx1,0.8Lx2,0.8Lx3); —m— (0.5Lx1,0.5Lx2,0.5Lx3).
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points inside the enclosure, as shown in Fig. 4~b!. The same
phenomenon is observed when the excitation is due to a
plane acoustic external source~not shown here!. The conver-
gence test has been extended to cover the range 0.0092
<hc<0.92 and 0.092<w<9.2. Similar or faster computa-
tional convergence as in Figs. 3 and 4 can be observed~not
shown here!. Thus 1173 and 522 numbers of acoustic and
structural modes, respectively, were adopted in the present
calculations with the consideration of computer power and
accuracy. Compared with the details of Kim and Brennan,10

the present investigation has included far more acoustic and
structural modes in the calculations. Also, faster convergence
can be achieved forv,5vac .

IV. TOTAL ACOUSTIC POTENTIAL ENERGY

A. Effects of hc and w under potential energy control

The effectiveness of passive sound transmission control
depends mainly on the acoustic bulk stiffness and the mass
of the structure,Ka /Ms ,22 which is related tohc . However,
for passive control of sound transmission, the principles of
using lighter structures and smallerhc are contradictory. The
application of active sound transmission control will allow
the use of lighter structures and/or even further reduce sound
pressures inside the enclosure. As mentioned previously, a
common metric for assessing the global control effectiveness
inside an enclosure is the reduction of the total acoustic po-
tential energy, PE. For orthogonal modal characteristic func-
tions, the integration of potential energy@Eq. ~1!# gives

PE5
V

4rc2 aHa. ~25!

Figure 5 shows the potential energy at frequency 0.2vac ,
vac , 2.4vac , and 3vac under different combinations ofhc

andw, which are logarithmically distributed into 24326 di-
visions between 0.0092 and 0.92 and between 0.092 and 9.2,
respectively. The external modal force matrix,ĝp, results
from an external plane wave of unity strength atu5p/6 and
a5p/4. There is, in general, a gradual decline of PE ashc

decreases for all frequencies. This is consistent with the de-
duction from the passive sound transmission control. Peak
PE occurs atv5vsc for a weakly coupled system. Ashc

increases, the peak PE occurs at lower frequency, especially

for a strongly coupled system~wherehc is large!. The shift
of the PE is due to the effect of the coupling matrixA in Eq.
~15!. Such peak PE can be attenuated effectively by active
means under the potential energy control using an acoustic
control source at (Lx1 ,Lx2 ,Lx3) and a force control actuator
at the center of the flexible panel, as shown in Fig. 6. Peak
PE attenuations usually occur around thehc andw combina-
tions that produce high PE atv5vsc ~cf. Fig. 5!. Relatively
sharp reduction of the PE attenuation is observed at forcing
frequencyv.vsc for a weakly coupled system~small hc!,
implying that this hybrid active sound transmission control
of the global sound field is ineffective at frequencies higher
thanvsc whenhc is small. However, a certain degree of the
PE attenuation can still be observed at frequencyv.vsc if
v,vac @Figs. 6~a! and ~b!# at the eigenfrequencies of the
flexible panel. Also, the frequency at which this sharp fall of
PE attenuation occurs is lower thanvsc for a strongly
coupled system~largehc!. A plateau of high PE attenuation
can also be observed for smallw at v,vsc .

Figures 7 and 8 illustrate the attenuation of PE under the
potential energy control with a pure active force actuator at
the center of the flexible panel and a pure acoustic control
source at (Lx1 ,Lx2 ,Lx3), respectively, at frequency 0.2vac ,
vac , 2.4vac , and 3vac . Active vibration control produces

FIG. 4. Convergence of modal summation with point force actuator at
(0.5Ly1,0.5Ly2) and forcing frequency 5vac , hc50.0092 andw59.2. ~a!
At center of enclosure (0.5Lx1,0.5Lx2,0.5Lx3); ~b! effect of location (N
51173). — (0.5Lx1,0.5Lx2,0.5Lx3); —d— (0.9Lx1,0.9Lx2,0.9Lx3);
—m— (0.5Lx1,0,0.5Lx3).

FIG. 5. Variation of total acoustic potential energy withhc andw at differ-
ent forcing frequencies.~a! 0.2vac ; ~b! vac ; ~c! 2.4vac ; ~d! 3vac . Primary
external plane source atu5p/6 anda5p/4. All data presented are in dB
ref 10212 Nm.

FIG. 6. Variation of total acoustic potential energy attenuation withhc and
w under potential energy control using hybrid control system at different
forcing frequencies.~a! 0.2vac ; ~b! vac ; ~c! 2.4vac ; ~d! 3vac . Primary
external plane source atu5p/6 and a5p/4; acoustic control source at
(Lx1 ,Lx2 ,Lx3); force actuator at (0.5Lx1,0.5Lx3).
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similar results as those under the hybrid control~Fig. 6!.
However, the high PE attenuation observed atv50.2vac

falls rapidly asv increases towardsvac . The control only
becomes effective at the eigenfrequencies of the flexible
panel in the cavity-controlled modes whenv5vac , as
shown in Fig. 7~b!. For pure acoustic control~Fig. 8!, high
attenuation of PE can also be found at frequencyv.vsc

besides the plateau of PE attenuation at smallerhc and w
pairs forv<vac . The acoustic control source is less effec-
tive to control the panel-controlled modes atvsc near tow
55 andw51 as shown in Figs. 8~a! and ~b!, respectively.
Only slight attenuation of PE can be found at higher frequen-
cies@Figs. 8~c! and~d!#. Therefore, the pure acoustic control
source is effective at frequencies less thanvac except atvsc .
Comparing the results shown in Figs. 6–8, it is found that
the pure acoustic control can provide reasonable acoustic po-
tential energy attenuation in the practical range ofw andhc

~Table I!, especially at low forcing frequency, despite its sim-
plicity of construction. This better performance of the pure
acoustic control is anticipated, as the higher structural modes
of a weak panel structure are poorly excited by a plane wave
as a result of modal filtering. However, this plane wave ex-
citation is common in practical building noise transmission
problems. A typical example of it is the noise emitted by a
distant source transmitted into a room through the weak

structures of building fabrics. Therefore, only this control is
investigated in the rest of the paper.

B. Total potential energy under different control
algorithms

Using the same external plane wave and the acoustic
control source configuration as shown in Fig. 2, a single
sensor was placed in five discrete locations within the enclo-
sure for five control simulations. These five locations were
equally spaced along a diagonal line between the points
(0.9Lx1,0.9Lx2,0.9Lx3) and (0.1Lx1,0.1Lx2,0.9Lx3) close to
the ceiling. At least four control channels are required for
measuring the three orthogonal particle velocities and one
sound pressure during each energy density sensing. Detailed
comparisons between energy density error sensor and four
microphones sensing can be found in Cazzolato.16 Global
control is then expected to be poorer for single squared pres-
sure sensing than for energy density sensing. However, for a
compact configuration of error sensing devices required in
practice, the four microphone squared pressure signals are
similar, especially in the practical frequency range of build-
ing noise control. Thus, the single microphone for squared
pressure control is studied here for simplicity. Figures 9 and
10 show the attenuation of PE up to 5vac for each sensor
location withhc50.01,w51.04 andhc50.26,w55.21, re-
spectively. These combinations ofhc and w correspond to
data shown in the first and second rows of Table I for a small
box and a room, respectively, with a 6 mmglass panel as the
transmitting wall. The calculations were done at 0.02vac in-
tervals. Also, attenuation greater than 40 dB and amplifica-
tion higher than 30 dB were truncated.

It can be observed from Fig. 9 that the attenuation of
total potential energy under the potential energy control
scheme is high when the frequency of the external sound
wave is less thanvac . Peak attenuation of PE also occurs at
some eigenfrequencies, such as 1.16vac , 1.53vac , and
2.52vac , which correspond to the~0,1,0!, ~1,1,0!, and~1,2,0!
acoustic modes, respectively. As the frequency increases be-
yond 3vac , the attenuation of PE is poor.

The squared pressure control at the above error sensor
locations gives a basically similar PE attenuation trend as the
potential energy control, but significant amplifications are
observed at some frequencies. The ineffective PE attenuation
at 1.53vac @the ~1,1,0! acoustic mode# shown in Fig. 9~c! is
due to the location of the error sensor being on two nodal
planes~the middle point of the ceiling!. Besides the spill-
overs at some eigenfrequencies, the detrimental effects of the
squared pressure control at frequencies between the room
modes occur when the error sensor is located near to the
region where the acoustic modes due to the secondary source
are destructively interfering with each other. These effects
are commonly found and are more significant for near field
error sensing strategies at frequencies belowvac . Typical
examples are the large PE amplifications at the frequencies
0.3vac , 0.6vac , andvac shown in Figs. 9~a!, ~b!, and ~c!,
respectively. The first detrimental effect occurs at lower fre-
quency when the error sensor gets closer to the secondary
corner source.14 The detrimental effects become less signifi-
cant or can be eliminated when the error sensor is located

FIG. 7. Variation of total acoustic potential energy attenuation withhc and
w under potential energy control using purely vibration control at
(0.5Lx1,0.5Lx3) at different forcing frequencies.~a! 0.2vac ; ~b! vac ; ~c!
2.4vac ; ~d! 3vac . Primary external plane source atu5p/6 anda5p/4.

FIG. 8. Variation of total acoustic potential energy attenuation withhc and
w under potential energy control using purely acoustic control source at
(Lx1 ,Lx2 ,Lx3) at different forcing frequencies.~a! 0.2vac ; ~b! vac ; ~c!
2.4vac ; ~d! 3vac . Primary external plane source atu5p/6 anda5p/4.
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near to the corner opposite the secondary source due to the
absence of destructively modal interference, as shown in
Figs. 9~d! and ~e!, especially for frequency belowvac .14

The use of energy density as the cost function has the
advantage of avoiding both detrimental effects and spillovers
as suggested in Fig. 9, especially at frequencies belowvac

for all error sensor locations investigated. This is expected,
as the energy density control system is more heavily con-
strained. The particle velocities normal to the acoustically
rigid walls of the enclosure vanish, and thus the particle ve-
locities in the three orthogonal directions are zero at a corner
of the rectangular enclosure. It can also be observed that the
performance of the energy density control algorithm be-
comes closer to that of the squared pressure one as the error
sensor is located towards the corner opposite to the second-
ary source@Figs. 9~d! and ~e!#, which is consistent with ex-
isting literature, for example, Cazzolato.16 However, the en-
ergy density control becomes ineffective when the error
sensor is placed closer to the secondary acoustic control
source, due to the nonuniform energy density field produced
solely by the secondary source, resulting in a small second-
ary source strength as shown by Lau and Tang14 @Figs. 9~a!
and ~b!#.

Basically similar results can be found for largerhc

(50.26) andw ~55.21! ~that is, stronger acoustic-panel cou-
pling!, as shown in Fig. 10. However, the PE at frequencies
near to 0.19vac(5vsc) is not effectively attenuated by all
the three control algorithms even though they are far below
vac and the associated secondary acoustic source strength is
high @Fig. 11~a!#. This is because of the ineffective genera-
tion of PE by the secondary acoustic source atvsc , as shown
in Fig. 11~b!, especially forvsc!vac . Additional detrimen-
tal effects at frequency 0.16vac are observed for the squared
pressure control as shown in Fig. 10~a! @cf. Fig. 9~a!#, sug-
gesting that near field error sensing is not suitable for the
squared pressure control under strong acoustic-panel cou-
pling.

It can be seen from Figs. 9 and 10 that the attenuation of
PE becomes insignificant at frequencies higher than 3vac for
all the three control algorithms discussed, while that under
the squared pressure control shows the tendency of amplifi-
cation. However, the coexistence of ‘‘quiet zones’’ and ‘‘am-
plification zones’’ is possible within an enclosure under the
active control. Sometimes, a large global increase of the
sound pressure level may occur when the quiet zones are
improperly forced by the control scheme. Also, the sound
field inside an enclosure is expected to be nonuniform. Be-

FIG. 9. Variation of total acoustic potential energy attenuation with fre-
quency for primary acoustic source atu5p/6, a5p/4 under various error
sensor locations.~a! (0.9Lx1,0.9Lx2,0.9Lx3); ~b! (0.7Lx1,0.7Lx2,0.9Lx3);
~c! (0.5Lx1,0.5Lx2,0.9Lx3); ~d! (0.3Lx1,0.3Lx2,0.9Lx3); ~e!
(0.1Lx1,0.1Lx2,0.9Lx3). — — Potential energy control; —–— squared
pressure control; —––— energy density control. Secondary source at
(Lx1 ,Lx2 ,Lx3); hc50.01 andw51.04.

FIG. 10. Variation of total acoustic potential energy attenuation with fre-
quency for primary acoustic source atu5p/6, a5p/4 under various error
sensor locations.~a! (0.9Lx1,0.9Lx2,0.9Lx3); ~b! (0.7Lx1,0.7Lx2,0.9Lx3);
~c! (0.5Lx1,0.5Lx2,0.9Lx3); ~d! (0.3Lx1,0.3Lx2,0.9Lx3); ~e!
(0.1Lx1,0.1Lx2,0.9Lx3). Secondary source at (Lx1 ,Lx2 ,Lx3); hc50.26 and
w55.21. Legends are the same as those in Fig. 9.
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sides, the attenuation of sound pressure at all points inside an
enclosed space is not necessary from the building services
engineer’s point of view, as only some portions of an en-
closed space will be occupied by people. The creation of
appropriate quiet zones is therefore more important. For ex-
ample, it is desirable to produce quiet zones at noise-
sensitive areas inside an enclosure, to reduce the impact of
noise on workers in a plantroom. Also, the quiet zone in front
of the walls will help to reduce the direct sound transmission.
An understanding of the actual sound field under active con-
trol of sound transmission, especially at the low frequency
range, is required for a detailed description of the effective-
ness of the control algorithms.

V. VISUALIZATION OF SOUND ATTENUATION

As mentioned previously, the evaluation of a sound field
under active control is of practical importance due to the
limitation of the potential energy analysis. The visualization
of a sound field inside the enclosure is decisive in the evalu-
ation of the performance of the active control of sound, as it
gives an idea of the distributions of the quiet and amplifica-
tion zones, as well as the degree of their effects in the enclo-
sure. In the present investigation, the numerical model is
divided into 21321321 uniform grid points throughout the
enclosure, and the attenuation of the sound pressure level
~SPL! is found from the difference between the calculated
SPL before and after activating the acoustic secondary
source by using Eq.~5!.

Figure 12~a! shows the SPL attenuation atv50.3vac

inside the enclosure withhc50.01 andw51.04 under the
potential energy control. It can be observed that a high global
reduction of SPL can be achieved at all points inside the
enclosure. The peak quiet zone is located between the center
of the enclosure and the flexible panel (x2/Lx250). Such
high global reductions of SPL are also found at even lower
frequencies. Atv50.7vac , amplification zones appear near
to the secondary source and on thex1 –x3 wall on the side
of the secondary source as shown in Fig. 12~b!, though there
is an attenuation of PE at this frequency~Fig. 9!. The corre-

sponding major quiet zone is found at the corner opposite to
the acoustic control source. As the frequency increases be-
yond 0.7vac , the quiet zones and the amplification zones are
discretely distributed throughout the enclosure. At higher fre-
quencies, the coexistence of quiet and amplification zones is
observed, while the total potential energy attenuation is in-
significant. An example is shown in Fig. 12~c!, where v
51.7vac ~cf. Fig. 9!. High global control of SPL can also be
found at some eigenfrequencies@for instance, atv52.5vac

as shown in Fig. 12~d!#, but the quiet zones are observed at
discretely confined areas inside the enclosure. Thus, the pre-
vious analysis of total potential energy can only effectively
indicate the dominance of the quiet zones or the amplifica-
tion zones. Figures 13~a! and~b! illustrate the sound pressure
distributions atv51.7vac and 2.5vac without the active
control, respectively. It can be observed that the amplifica-
tion and the quiet zones under the active control do not col-

FIG. 11. ~a! Secondary source strength of potential energy control for pri-
mary acoustic source atu5p/6, a5p/4 and secondary source at
(Lx1 ,Lx2 ,Lx3). ~b! Total potential energy of acoustic source strength of
unity at (Lx1 ,Lx2 ,Lx3). All data presented are in dB ref 10212 Nm.

FIG. 12. Attenuation of SPL under potential energy control for primary
source atu5p/6, a5p/4 at different forcing frequencies.~a! 0.3vac ; ~b!
0.7vac ; ~c! 1.7vac ; ~d! 2.5vac . Secondary source at (Lx ,Ly ,Lz); hc

50.01 andw51.04.
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lapse with the nodal planes. No nodal plane is observed
within the enclosure forv,vac . The magnitude of the
sound field decreases at increased distance from the flexible
panel wall.

Detrimental effects appear at some frequencies under the
squared pressure control scheme as discussed before. This is
due to the destructive interference of acoustic modes at the
location of the error sensor.14 A large increase of SPL
throughout the enclosure can also be observed except at the
location of the error sensor (0.9Lx1,0.9Lx2,0.9Lx3), as
shown in Fig. 14~a! at v50.3vac @one of the detrimental
effects shown in Fig. 9~a!#. Quiet zones reappear atv
50.7vac , as shown in Fig. 14~b!. For increasing frequency
beyond vac , the quiet zones at the position of the error
sensor quickly shrink in size, except at some acoustic mode
frequencies as mentioned earlier. Detrimental effects are also
observed at higher frequencies, resulting in a nearly global
amplification @Fig. 14~c!#. In addition, discrete quiet zones
and amplification zones occur as frequency increases beyond
2vac . A typical example is shown in Fig. 14~d!, with v
52.9vac .

The resultant SPL attenuation maps under the energy
density control are similar to those under the squared pres-
sure control, especially under remote error sensing. How-
ever, it is observed that the energy density control has the
benefit of providing a more uniform SPL attenuation at most
frequencies, and avoiding the occurrence of large localized
attenuation in the expense of large sound amplifications at
other locations. Since there is no significant attenuation pro-
duced by the energy density control due to small optimal
secondary source strength for the error sensor near to the
secondary source at frequency below 0.7vac , the corre-
sponding sound attenuation patterns are not discussed.

Figure 15 illustrates some examples of the SPL attenua-
tion maps obtained under the energy density control with
hc50.01 and w51.04. The error sensor is located at

(0.9Lx1,0.9Lx2,0.9Lx3). It can be observed from Fig. 15~a!
that the energy density control can provide SPL attenuation
globally at 0.7vac , while both the potential energy and the
squared pressure controls produce amplification zones inside
the enclosure@Figs. 12~b! and 14~b!#. The energy density
control produce much less amplification of PE and SPL in-
side the enclosure at the frequencies of detrimental effects
than the squared pressure control as shown in Fig. 15~b!
(v51.7vac). Again the amplification and the quiet zones do
not collapse with the SPL nodal planes shown in Fig. 13.

For a stronger cavity-panel coupling system~hc50.26
and w55.21!, though the attenuation of PE is small atv
50.2vac ~Fig. 10!, global control of sound field and a quiet
zone near to the secondary source under the potential energy
control are still achievable as shown in Fig. 16~a!. For fre-
quencies belowvac , except for those near to 0.19vac ,
wider quiet zone compared to that in Fig. 12~a! can be ob-

FIG. 13. SPL for primary source atu5p/6, a5p/4 at different forcing
frequencies.~a! 1.7vac ; ~b! 2.5vac . hc50.01 andw51.04. All data pre-
sented are in dB ref 231025 N/m2.

FIG. 14. Attenuation of SPL under squared pressure control for primary
source atu5p/6, a5p/4 at different forcing frequencies.~a! 0.3vac ; ~b!
0.7vac ; ~c! 1.7vac ; ~d! 2.9vac . Secondary source at (Lx ,Ly ,Lz); error
sensor,>, at (0.9Lx,0.9Ly,0.9Lz); hc50.01 andw51.04.
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served with a stronger structural-acoustic coupled system as
shown in Fig. 16~b! (v50.3vac). The sound field pattern is
similar to the previous system withhc50.01 andw51.04 as
frequency increases, especially forv.2vac ~not shown
here!.

Figure 17~a! shows the SPL attenuation under the
squared pressure control with near field error sensing at
(0.9Lx1,0.9Lx2,0.9Lx3), with hc50.26, w55.21 and v
50.3vac @one of the detrimental effects shown in Fig.
10~a!#. Amplification of SPL can be observed throughout the
enclosure, except at the error sensor location, but it is much
alleviated @cf. Fig. 14~a!# for the present stronger coupled
system. For the remote error sensor at

(0.1Lx1,0.1Lx2,0.9Lx3), higher SPL attenuation can be ob-
tained at 0.3vac @as shown in Fig. 17~b!# under the squared
pressure control compared with Fig. 17~a!. Energy density
control eliminates large amplification of sound pressures for
near field error sensing at the frequencies of the detrimental
effects, as shown in Fig. 17~c!. In most cases studied, there is
an inherent tendency for the squared pressure control to pro-
vide a high level of SPL attenuation at the error sensor loca-
tions, at the expense of SPL amplification at other areas,
resulting in highly nonuniform noise attenuation, while the
energy density control tends to minimize both potential
~acoustic pressure! and kinetic~acoustic pressure gradient to
a certain extent! energy density at error sensor locations and
thus gives a more uniform control of sound field, especially
at the frequency of detrimental effects as illustrated in Figs.

FIG. 15. Attenuation of SPL under energy density control for primary
source atu5p/6, a5p/4 at different forcing frequencies.~a! 0.7vac ; ~b!
1.7vac . Secondary source at (Lx ,Ly ,Lz); error sensor, >, at
(0.9Lx,0.9Ly,0.9Lz); hc50.01 andw51.04.

FIG. 16. Attenuation of SPL under potential energy control for primary
source atu5p/6, a5p/4 at different forcing frequencies.~a! 0.2vac ; ~b!
0.3vac . Secondary source at (Lx ,Ly ,Lz); hc50.26 andw55.21.

FIG. 17. Attenuation of SPL under squared pressure and energy density
control algorithms for primary source atu5p/6, a5p/4 at 0.3vac . ~a!
Squared pressure control, error sensor at (0.9Lx,0.9Ly,0.9Lz); ~b! squared
pressure control, error sensor at (0.1Lx,0.1Ly,0.9Lz); ~c! energy density
control, error sensor at (0.9Lx,0.9Ly,0.9Lz); ~d! energy density control, er-
ror sensor at (0.1Lx,0.1Ly,0.9Lz); secondary source at (Lx ,Ly ,Lz); hc

50.26 andw55.21.>: error sensor location.
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17~a! and ~c!. The resultant sound field under the energy
density control with a remote error sensor is similar to that
under the squared pressure control. Figure 17~d! gives a typi-
cal example of this phenomenon.

Snyder and Hansen24 suggested that the optimum error
microphone locations are the points of minimum sound pres-
sure in the optimally controlled residual sound field created
by a vibrating panel, while Ruckman and Fuller25 proposed
the locations to be at the antinodes of a vibrating cylindrical
shell. Their studies evaluated the performance of active con-
trol in a free field. However, the problem becomes more
complicated when the active sound transmission control in-
side an enclosure is concerned. Confusion exists between the
nodal points and the points of minimum sound pressure un-
der optimum control. In addition, different system perfor-
mance may be found when the error sensing is done at the
antinodes of sound pressure inside an enclosure~for ex-
ample, see Figs. 9 and 10!. Also, both the nodes and antin-
odes inside the enclosure cannot be easily predicted for fre-
quencies other that the eigenfrequencies. For all the cases
investigated in the present study, it is observed that forcing
the quiet zone by the squared pressure control with error
sensor located at the amplification zones or areas of low SPL
attenuation under the potential energy control will increase
SPL at other areas adversely. A typical example is shown in
Fig. 17~a!, where the error sensor is located near to the point
of minimum SPL attenuation under the potential energy con-
trol @Fig. 16~b!#. In turn, placing the error sensor near to the
peak quiet zones of potential energy control results in much
better performance of global control effectiveness@Fig.
17~b!#. Though the present finding is obtained in an enclo-
sure, it appears in line with those of free field control.24

Similar results can be obtained for other combinations ofu
anda.

In general, the acoustic energy density field is more uni-
form than the sound field inside the enclosure. Thus, the
performance of the energy density control is less dependent
on the error sensor locations than the squared pressure con-
trol. This has been proved by Parkinset al.18 through an
investigation of node structures. However, unsatisfactory en-
ergy density control and squared pressure control may still
be found in some areas of nonuniform energy density field
inside the enclosure, besides the nodal volumes.14 Figure 18
shows the attenuation of the energy density inside the enclo-
sure under the potential energy control at 0.7vac and 1.7vac

with hc50.01 andw51.04. Large amplification of energy
densities at the positions near to the secondary acoustic
source can be observed for all cases in the present study, due
to the secondary acoustic source.14 While the energy density
fields inside most areas in the enclosure are uniform~Fig.
19!, the high energy density at (0.9Lx1,0.9Lx2,0.9Lx3) low-
ers the performance of the energy density control as shown
previously in Figs. 9~a! and 10~a! if the error sensor is lo-
cated there. Placing the error sensor, for instance, at
(0.1Lx1,0.1Lx2,0.9Lx3), which is the location of high energy
density attenuation under the potential energy control~Fig.
18!, produces better PE attenuation@Figs. 9~e! and 10~e!# and
sound field control@Fig. 17~d!# under the energy density er-
ror sensing scheme.

VI. CONCLUSIONS

This study investigates the effectiveness of active con-
trol of sound transmission into a slightly damped rectangular
enclosed space. The performance of three different control
algorithms, namely the potential energy control, the squared
pressure control, and the energy density control, are investi-
gated and compared in terms of the overall potential energy
attenuation and the resultant sound pressure level attenuation
patterns. A compact matrix formulation of the analytical
steady-state solution under the energy density control is de-
rived based on the application of the impedance-mobility

FIG. 18. Attenuation of energy density under potential energy control for
primary source atu5p/6, a5p/4 at different forcing frequencies.~a!
0.7vac ; ~b! 1.7vac . Secondary source at (Lx ,Ly ,Lz); hc50.01 andw
51.04.

FIG. 19. Energy density under potential energy control for primary source at
u5p/6, a5p/4 at different forcing frequencies.~a! 0.7vac ; ~b! 1.7vac .
Secondary source at (Lx ,Ly ,Lz); hc50.01 andw51.04. All data presented
are in dB ref 10212 N/m2.

936 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 S. K. Lau and S. K. Tang: Active transmission control for an enclosure



approach to a fully structural-acoustic coupled system. The
frequency range in the present study extends to five times the
first eigenfrequency of the enclosure.

Two control categories are classified in the potential en-
ergy analysis. One is for the case where the first eigenfre-
quency of the acoustic~cavity! mode is less than that of the
structural~panel! mode, while the other is the opposite. For
both categories, high potential energy attenuation under po-
tential energy control can be achieved for driving frequency
below the first resonance frequency of the structural mode,
while for the latter, acoustic control source is also effective at
the frequency beyond this structural mode frequency, but is
ineffective at this frequency. Active vibration control is
shown to be ineffective in the cavity-controlled modes.

It is shown that both quiet zones and amplification zones
are created under all the control algorithms investigated, ex-
cept at frequencies far below the first eigenfrequency of the
cavity. High global reduction of the sound level can also be
obtained at some acoustic eigenfrequencies under the poten-
tial energy control, but the quiet zones are discrete. In gen-
eral, the potential energy control gives the best performance
among the control algorithms studied, but it is difficult to
implement.

Detrimental effects have been observed under the
squared pressure control of sound transmission due to the
inherent destructive modal interference at the position of the
error sensor. At the frequencies of the detrimental effects,
extremely localized sound attenuation with global amplifica-
tion of the sound level is found. This adverse effect can be
alleviated by remote error sensing or by applying the energy
density control. The energy density control has the advantage
of fewer detrimental effects than squared pressure control. It
is ineffective for near field sensing due to nonuniform energy
density near to the secondary source. However, the energy
density control can eliminate the disadvantages of both det-
rimental effects and spillovers, and can provide a more uni-
form attenuation of sound pressures. For remote error sens-
ing strategy, the squared pressure and the energy density
controls give similar resultant sound fields.

Sound and energy density fields under the potential en-
ergy control give the preferential error sensor locations for
the creation of quiet zones under the squared pressure and
energy density controls, which cannot be found from the
potential energy analysis of previous studies. Forcing the
quiet zones of the squared pressure and energy density con-
trols at the amplification zones of the potential energy con-
trol has adverse effects on the sound attenuation, resulting in
ineffective active sound transmission control. Also, maxi-
mum performance of active control can be found when the
error sensor is located at the peak quiet zones and peak en-
ergy density attenuation zones under the potential energy
control for the squared pressure and the energy density con-
trols respectively.

To conclude, the results obtained in the present study
address some issues which, to the knowledge of the authors,
are not fully addressed by the existing literature. They show
clearly the inadequacy of the use of the total potential acous-
tic energy as a measure of three-dimensional active sound
transmission control performance, especially when the driv-

ing frequency is higher than the first eigenfrequency of the
enclosure. Large global increase of sound field is observed
when localized quiet zones are improperly forced. This can
hardly be indicated in the traditional potential energy attenu-
ation plots. This paper also suggests an analysis of the global
and local effectiveness of active sound transmission control
using visualization of the sound field in conjunction with the
total acoustic potential energy attenuation. Besides, it is
shown that the optimal error sensor locations for the squared
pressure and energy density controls can then be found from
the resultant sound fields and energy density fields under the
potential energy control scheme, respectively. Moreover, it is
illustrated that the acoustic control source is worthwhile for
practical use, especially for active sound transmission con-
trol. Finally, it is found that in general, for stronger
structural-acoustic coupling systems, wider quiet zones and
alleviated detrimental effects can be found compared with
the weak structural-acoustic coupling systems. A more de-
tailed investigation concerning the effects of the strength of
structural-acoustic coupling on the performance of active
control would be worthwhile.
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General scales of community reaction to noise (dissatisfaction
and perceived affectedness) are more reliable than scales
of annoyance
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General measures of reaction to noise, which assess the respondent’s perceived affectedness or
dissatisfaction, appear to be more valid and internally consistent than more narrow measures, such
as specific assessment of noise annoyance. However, the test–retest reliability of general and
specific measures has yet to be compared. As a part of the large-scale Sydney Airport Health Study,
97 respondents participated in the same interview twice, several weeks apart. Test–retest reliabilities
were found to be significant (p,0.001) for two general questions and three specific ‘‘annoyance’’
questions. The general measures were significantly more valid for four of the six correlations~with
activity disturbance!, and more stable than the annoyance scales for five of the six possible test–
retest comparisons. Amongst 1015 respondents at Time 1, the questions regarding general reaction
were more internally consistent than the questions regarding annoyance. Taken together, these data
indicate that general measures of reaction to noise have superior psychometric properties~validity,
internal consistency, and stability! compared with measures of specific reactions such as annoyance.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1385178#

PACS numbers: 43.50.Sr, 43.50.Qp, 43.50.Lj@MRS#

I. INTRODUCTION

Socioacoustic investigations aim to further understand-
ing of negative reaction~which may include dissatisfaction,
annoyance, anger, frustration, disappointment, and/or dis-
tress: see Job, 1993! by examining the relationships of vari-
ous measures of reaction with noise exposure, and with other
noise-related attitudes and effects, among people exposed to
noise. Typically, one or more of the following purposes are
served:

~1! Establishing which noise exposure index best predicts
reaction, such that this index may be most appropriately
employed for regulatory purposes~e.g., Bradley and Jo-
han, 1979: compared 25 indices; Bullenet al., 1991: 9
indices; Fields and Walker, 1982: 44 indices; and Job
et al., 1991: considered 88 indices!.

~2! Plotting the relationship between noise exposure and
negative reaction, in order to judge ‘‘acceptable’’ noise
levels~for reviews see: Fidellet al., 1991; Fields, 1994;
Miedema and Vos, 1998; Schultz, 1978!.

~3! Evaluating the effects of noise exposure mitigation mea-
sures~e.g., Naranget al., 1995!, and of changes in ex-
posure ~Brown et al., 1985; Griffiths and Raw, 1986;
Raw and Griffiths, 1990!, on reaction.

~4! Elucidating the moderating role of reaction on the health
outcomes of exposure to noise~for discussion see: Job,
1995, 1996!.

~5! Understanding the causal mechanisms underlying reac-
tion ~e.g., dissatisfaction, annoyance! and other potential
outcomes of noise exposure~e.g., cardiovascular disease,
sleep disturbance! ~see Fields, 1992; Hatfieldet al., in
press; Job, 1993, 1995; Raw and Griffiths, 1990!.

In order to meet these challenges, accurate~valid and
reliable! measures of negative noise reaction are required.
With more accurate reaction measures, noise/reaction rela-
tionships become more distinguishable~for the same sample
size!. Further, the statistical power for detecting reaction
change following various mitigation measures~including
changes in noise exposure!, and for detecting relationships
with various moderating factors, increases. In addition, real
underlying correlations between variables may be evaluated
by employing corrections for the reliability of their measure-
ment as long as reliability is known~see Job, 1988b for
examples of such calculations!.

Thus, the more valid and reliable a measure of reaction,
the more useful it is. Validity refers to the degree to which
the measure actually assesses the variable it is designed to
assess, and is usually evaluated employing correlations with
established measures of the same variable or with theoreti-
cally relevant outcomes. Reliability takes two distinct forms:
internal consistency and stability~or test–retest reliability!.
Internal consistency refers to the extent to which the separate

a!Author to whom correspondence should be addressed; electronic mail:
soamesj@psychvax.psych.su.oz.au
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items of a measure assess the same variable. It is usually
evaluated employing Cronbach’s alpha, or more simply, cor-
relations between responses to separate questions within the
one interview session. Stability refers to the extent to which
the measure assesses the same variable across a significant
time span. It is usually evaluated employing correlations of
responses from one interview session with responses from a
later interview session.

Typically, socioacoustic surveys have assessed reaction
with a specific question involving annoyance: e.g. ‘‘howan-
noyedare you by the noise from ...@the source—airplanes,
trains, etc.#’’, and consequently regulatory policy is often
based on annoyance reactions. This measure has been criti-
cized on the grounds of its reduced validity~Berglund and
Lindvall, 1995; Job, 1993; Guski, 1997! and reliability
~Bullen and Hede, 1983; Job, 1988a, 1991! relative to more
general measures of reaction, such as perceived affectedness
by, or dissatisfaction with, the noise.

Questions that ask only about annoyance, fail to measure
many possible and important reactions to noise. For ex-
ample, people may react to noise with anxiety, distraction,
exhaustion, anger, frustration, disappointment, and fear. Data
indicate that a general scale of reaction, incorporating ques-
tions about affectedness by, and dissatisfaction with, the
noise, better captures overall reaction to noise than do an-
noyance questions~Hedeet al., 1979, in Job, 1993, p. 50!.
Thus, these general questions appear to be more valid mea-
sures of reaction. The validity of a measure is also indicated
by the extent of its association with measures of other con-
structs to which it should be related, such as activity distur-
bance.

Reaction indices comprised of questions about general
reaction~perceived affectedness and dissatisfaction! are also
more internally consistent than indices comprised of ques-
tions about annoyance. A range of socioacoustic surveys
have reported internal consistency for specific and global
measures of reaction to noise~see Table I!. On average, in-
teritem correlations for general questions (r 50.81) are sub-
stantially higher than for the annoyance questions (r
50.58). Furthermore, of the six studies in Table I which

included both measures, thus allowing for direct comparison
of internal consistencies within the same sample, all found
the internal consistency of the general scale to be higher than
the annoyance scale.

The stability of general and specific measures of reac-
tion has not yet been compared. The stability of questions
regarding affectedness/dissatisfaction has been strikingly
consistent~see Table II! and the average test–retest correla-
tion of r 50.60 is adequate. Despite the frequent use of ques-
tions specifically measuring annoyance, the issue of their sta-
bility has been relatively neglected.

The present study compared measures of general reac-
tion to noise ~dissatisfaction and perceived affectedness!
with specific measures of annoyance with the noise directly,
in terms of stability~test–retest correlation!, internal consis-
tency~Cronbach’s alpha, and interitem correlations!, as well
as validity ~correlations with activity disturbance!.

The importance of reaction.Negative reaction is one of
the undisputed consequences of exposure to noise~for re-
views see Fields, 1994; Job, 1988a; Job and Hatfield, 1998;
Schultz, 1978!, and understanding noise reaction is critical
for several reasons. First, negative reaction itself constitutes
a negative health factor within the World Health Organiza-
tion’s definition of health~as well-being, not just the absence
of disease!. People who are dissatisfied and annoyed, and

TABLE I. Internal consistency~average interitem correlation! for measures of reaction to noise as reported in
socioacoustic surveys; specific reaction~annoyance! and general reaction~affectedness, dissatisfaction, bother!.

Noise
Annoyance reaction General Reaction

Study Source No. of questions Averager No. of questions Averager

Hede and Bullen, 1982a Aircraft 3 0.79 2 0.82
Hede and Bullen, 1982b Rifle range 4 0.80 2 0.86
Bullen and Hede, 1984 Artillery 3 0.73 2 0.78
Bullen et al., 1991
Bullen et al., 1985 Military 5 0.40 2 0.78
Jobet al., 1991 Aircraft
Bullen et al., 1986 Aircraft 4 0.77 2 0.82
Job and Bullen, 1987 Power 3 0.54 2 0.80
Job and Hede, 1989 Station
Jonahet al., 1981 Traffic 21 0.53
Nivison and Endresen, 1993 General 3 0.49
Langdon and Griffiths, 1982 Traffic 2 0.72
O’Laughlin et al., 1986 Rifle range 2 0.80
Average (s.d.) 0.58(0.21) 0.81 (.03)

TABLE II. Stability ~test–retest correlation! for measures of reaction to
noise as reported in socioacoustic surveys; general reaction~affectedness,
dissatisfaction, bother!.

Study
Noise
source

No. of
questions Interval Stability

McKennell, 1963, 1978 Aircraft 1 Not known 0.63
Griffiths and Delazaun, 1976 Traffic 1 2 months 0.61
Langdon, 1978 Traffic 1 3 months 0.61
Griffiths et al., 1980 Traffic 1 year
dissatisfied 1 0.64
bothered 1 0.63
Hall and Taylor, 1982 Traffic 1 1 year 0.58

Aircraft 0.53
Average (s.d.) 0.60(0.04)
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who suffer disturbance to their daily activities~e.g., conver-
sation, listening to music, watching television, reading,
sleeping!, clearly have reduced quality of life. Second, nega-
tive reaction to noise may contribute to other noise-induced
health problems, such as self-reported symptoms~Graeven,
1974; Lercher, 1992; Tarnopolskyet al., 1980; van Kamp,
1990! and objective measures of health~e.g., hypertension:
Bluhm and Berglind, 1998; Cohenet al., 1980; Melamed
et al., 1999; nervous stomach: Ohrstrom, 1989; allergies:
Lercher, 1996a; use of medication: Lercher, 1996b; Knips-
child and Oudschoorn, 1977; mental health problems: Kryter,
1990; Stansfeld, 1992!. Further, several studies suggest that
reaction to noise is a better predictor of several noise-related
health effects than is noise exposure itself~e.g., antihyper-
tensive treatment: Neuset al., 1983; psychosocial well-
being: Ohrstrom, 1989; nervous stomach: Ohrstrom, 1989;
general health ratings: Lercher and Widmann, 1993!. Al-
though these studies were observational and so do not pro-
vide compelling evidence for causality, theoretical and em-
pirical considerations suggest that reaction plays a causal
role ~for a review see Job, 1996!.

II. METHOD

A. Subjects and sample selection

1015 respondents~51% female! over the age of 18 were
included in the final sample, after 13.8% of residents who
were initially approached refused to participate. Many Cen-
sus Collection Districts were selected on the basis of noise
exposure and location relative to Sydney~Kingsford Smith!
Airport to produce a 232 design; current noise exposure was
~1! ‘‘high’’ ~mean exposure of 26.72 ANL, s.d.56.75! or ~2!
‘‘low’’ ~mean exposure of 26.72 ANL, s.d.52.52! and noise
exposure was projected to either~1! decrease or increase
~respectively!, or ~2! remain unchanged due to flight-path
changes with the opening of the third runway and reduced
operation of one of the existing runways~see Carteret al.,
1996!. Random sampling procedures were employed and the
four noise change areas produced by the design—‘‘high to
high’’ ~HH!, ‘‘high to low’’ ~HL!, ‘‘low to low 8’’ ~LL !, ‘‘low
to high’’ ~LH!—were approximately equally represented.

Of 1015 respondents, approximately 100~25 in each
noise change area! were randomly selected to be re-
interviewed. This ‘‘reliability sample’’ comprised the 60 fe-
males and 37 males who were re-interviewed at Time 2.

B. Materials

A structured interview~based on previous socioacoustic
survey questionnaires—see Bullenet al., 1986; Jobet al.,
1991; Langdon, 1976—and revised on the basis of the results
of a pilot study! assessed reactions to noise, attitudes to the
noise source, sensitivity to noise, noise-induced activity dis-
turbance. Questions on physical and mental health were
added.

Two questions assessed general reaction to aircraft
noise:~i! ‘‘Would you please...estimate how much you per-
sonally, are affected overall by aircraft noise?’’~ii ! ‘‘How
dissatisfied are you with aircraft noise in this neighborhood?
Please...estimate how much dissatisfaction you feel overall.’’

Three questions assessed annoyance with aircraft noise spe-
cifically: ~i! ‘‘How much annoyance do you feel when you
hear a jet plane passing overhead?’’~ANN1!; ~ii ! ‘‘How
much annoyance do you feel about aircraft noise?’’~ANN2!;
~iii ! ‘‘How would you describe your general feelings about
the aircraft noise in this neighborhood?’’~ANN3!. Response
choices for this final question were ‘‘highly,’’ ‘‘consider-
ably,’’ ‘‘moderately,’’ ‘‘slightly,’’ or ‘‘not at all’’ annoyed. For
the remaining questions, subjects responded using an ‘‘opin-
ion thermometer’’—a card depicting a thermometer marked
with numbers from 1 to 10 and with an associated five-point
verbal scale ~25‘‘a little,’’ 5 5‘‘moderate,’’ 75‘‘a lot,’’
105‘‘very much’’ !. @See Fig. 1#

These questions were placed individually through the
questionnaire, and the first was asked before the survey had
been identified as relating to noise. Thus, participants first
responded to items relating to general neighborhood features.
They were then asked to rate the extent to which they were
annoyed by several everyday things: a list of noise situations
of which ‘‘a jet plane passing overhead’’ was the third
~ANN1!. Only if subjects stated that the hadheard ‘‘aircraft
noise’’ in the next question, were they asked to rate their
annoyance with this noise~ANN2!. Only then were subjects
told that ‘‘this survey is particularly interested in how people
in residential areas are affected by the noise from aircraft’’
and asked to rate their affectedness by noise. Respondents
giving a zero rating were not asked further questions on re-
action.@It seems reasonable to assume that subjects who are
annoyed by the noise would report being affected by it, so
that subjects who do not report being affected at all can be
assumed not to be annoyed. Thus, although ANN3 may be

FIG. 1. ‘‘Opinion thermometer’’ with which responses to ANN1, ANN2,
and general reaction~affectedness, dissatisfaction, bother! were made, in the
Sydney Airport Health Study.
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slightly underestimated given that subject’s reporting may
not be consistent~see Fieldset al., 1997!, this effect is prob-
ably not substantial.# Otherwise, several questions later re-
spondents were asked ANN3, and then, after several further
questions, rated their dissatisfaction.

Subjects were also asked to indicate whether local air-
craft noise disturbs or interferes with 12 activities~e.g., con-
versation, watching TV, relaxing, household activities, enter-
taining!. An activity disturbance index was computed by
summing affirmative responses.

After being interviewed, subjects completed the
Grossarth-Maticek health risk personality questionnaire~70
items! ~Grossarth-Maticek and Eysenck, 1990! and the pro-
file of mood states depression-dejection, tension-anxiety, and
anger-hostility scales~19 items!.

C. Procedure

Before the changes to the configuration of Sydney
~Kingsford Smith! Airport, two interviews were conducted
by trained interviewers at each subject’s home.

1. Time 1

From a random starting point within each census collec-
tion district, every seventh residence along a predetermined
path was approached. Further selections, e.g., of every elev-
enth residence, were made if the number of successful ap-
proaches within any census district did not reach the quota.

First, a letter was sent to every selected residence an-
nouncing the investigation. Second, interviewers door-
knocked at selected residences and asked to speak to the
person over 18 living at the residence who had last had a
birthday. If this person had an inadequate command of En-
glish, was infirm, or was not a usual resident at the home, the
residence was classified as ‘‘out of range’’ and no other per-
son there interviewed. If the relevant person refused to par-
ticipate no other resident was interviewed but one follow up
call was made to the home in an attempt to obtain an inter-
view with the initial respondent. If the relevant person was
not present on any occasion the residence was classified as
‘‘noncontact’’ and up to five calls were made.

When a suitable individual agreed to participate, the
structured interview was conducted and questionnaires given
to the subject to complete while the interviewer waited~or
returned at an agreed time!.

2. Time 2

Six to twelve weeks after their initial interview, but still
before runway configuration changes, selected Time 1 re-
spondents were sent a letter announcing the intention to re-
interview them and offering payment for participation.

Interviewers then knocked on the doors at these respon-
dents’ residences. Respondents who agreed to be re-
interviewed participated in the structured interview and com-
pleted questionnaires in their homes.

D. Noise exposure measures

During the time interviews were being conducted~be-
fore the airport reconfiguration! aircraft noise was measured

at numerous residential sites near flight paths in the vicinity
of Sydney Airport. Mathematical noise models for aircraft
arrivals and departures were developed from these measure-
ments. These models allowed verification of the Integrated
Noise Model~INM ! program developed by the US Federal
Aviation Administration when applied to Sydney Airport op-
erations. The INM was then employed to produce aircraft
noise exposure data~ANEI! for the sample areas and sample
periods~see Peploe, 1996 for further details!. ANEI paralle-
les NEF with a modified evening penalty~based on Austra-
lian reaction data, Bullen and Hede, 1983! of 6 dB between
7 pm and 7 am. Further, it is a measure of what has occurred
rather than being a forecast. These noise data were geocoded
to each participating residential address using Geographic
Information System software.

III. RESULTS

A. Mean reaction scores

Means for ANN1, ANN2, ANN3, and the two general
reaction questions at Time 1~full sample, and reliability
sample!, and at Time 2, are reported in Table III.

Perceived affectedness, dissatisfaction, ANN1, and
ANN2, are all measured on a ten-point scale where a higher
score indicates more negative reaction. For ANN3, responses
were made on a five-point scale.

Means and standard deviations were not appreciably dif-
ferent across the samples, particularly for the reliability
sample at Time 1 compared to Time 2. In order to assess
whether knowing the purpose of the survey influenced re-
sponses to ANN1, the mean at Time 1 was compared to the
mean at Time 2, employing a repeated measures t-test. The
means were not significantly different~t19250.28,
p50.783).

B. Construct validity „correlations with activity
disturbance …

Employing the whole sample (n51015), correlation co-
efficients of the activity disturbance index with each of the
three annoyance questions, and with the two general reaction
questions~assessing perceived affectedness and dissatisfac-
tion! were compared~see Table IV!. All five correlations
were significant (p,0.001).

TABLE III. Mean scores for measures of reaction to noise; specific reaction
~annoyance: ANN1, ANN2, ANN3! and general reaction~affectedness, dis-
satisfaction!, at Time 1~whole sample, and reliability sample! and at Time 2,
in the Sydney Airport Health Study.

Time 1; whole
sample

Time 1; reliability
sample

Time 2; reliability
sample

ANN1 5.86 ~3.16! 6.11 ~2.75! 6.23 ~2.98!
ANN2 5.88 ~3.36! 5.99 ~3.18! 6.23 ~3.08!
ANN3 2.85 ~1.43! 2.79 ~1.55! 2.74 ~1.59!
Affected 5.60~3.37! 5.49 ~3.23! 5.52 ~3.30!
Dissatisfied 4.99~3.54! 5.02 ~3.56! 5.15 ~3.63!
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C. Comparison of correlations with activity
disturbance for general versus specific measures

The correlation with activity disturbance of measures
which assess annoyance about noise was compared with that
~e.g. of measures which assess more general reactions to
noise perceived affectedness!, employing a two-tailedz-test.

Perceived affectedness had significantly higher construct
validity than ANN1 ~z54.65, p,0.001) and ANN2 (z
51.81, p,0.001) but not ANN3~means in a direction in-
consistent with prediction!. Dissatisfaction was significantly
more valid than ANN1~z56.59, p,0.001! and ANN2 ~z
54.74,p,0.001! but not ANN3~means in a direction incon-
sistent with prediction!.

Thus, overall, measures of general reaction to noise ap-
pear to be more valid than reaction measures phrased more
specifically in terms of annoyance.

D. Stability „test–retest correlations …

Employing the ‘‘reliability sample’’~n597!, correlation
coefficients between Time 1 and Time 2 responses were cal-
culated for each of the three annoyance questions, and the
two general reaction questions~assessing perceived affected-
ness and dissatisfaction! ~see Table IV!. All five test–retest
correlations were significant (p,0.001).

E. Comparison of test–retest correlations for general
versus specific measures

The test–retest reliability~stability! of measures which
assess annoyance about noise was compared with that of
measures which assess more general reactions to noise~e.g.
perceived affectedness!, employing a two-tailedz-test.

Perceived affectedness was significantly more stable
than each annoyance measure~ANN1: z53.17, p,0.001;
ANN2: z52.39, p,0.001; ANN3: z53.75, p,0.000!. Dis-
satisfaction was significantly more stable than ANN1~z
51.73, p50.042! and ANN3 ~z52.30, p50.011!, but not
ANN2 ~z50.94,p50.174!.

Thus, measures of general reaction to noise appear to be
more stable than reaction measures phrased more specifically
in terms of annoyance.

F. Internal consistency „Cronbach’s alpha and
interitem correlations

Internal consistency was assessed for the two general
reaction questions~assessing perceived affectedness and dis-

satisfaction! and for the three specific annoyance questions,
employing the Time 1 responses of the total sample (N
51015).

For the two general reaction questions Cronbach’s alpha
was 0.92, and the interitem correlation was 0.85. For the
three specific annoyance questions Cronbach’s alpha was
0.85 and the average interitem correlation was 0.75.

G. Comparison of interitem correlations for
annoyance with aircraft noise versus aircraft
overflight

People may be very annoyed when a jet aircraft passes
overhead, without being annoyed with aircraft noise gener-
ally. Thus, the annoyance question which asks about over-
flight ~ANN1! may not correlate as well with each of the
other annoyance questions as they correlate with one another.

The correlation of ANN1 with ANN2 and with ANN3
~r 50.79,r 50.67, respectively! was compared with the cor-
relation of ANN2 with ANN3 (r 50.77), employing a one-
tailed z-test.

The correlation between ANN2 and ANN3 was signifi-
cantly greater than the correlation between ANN1 and ANN3
~z54.50,p,0.001), but did not differ significantly from the
correlation between ANN1 and ANN2~difference in the di-
rection opposite to the prediction that the correlations involv-
ing ANN1 would be smaller!.

H. Comparison of interitem correlations for general
versus specific measures

The average interitem correlation~internal consistency!
of the three specific annoyance questions was compared with
the interitem correlation of the two general reaction ques-
tions, employing a two-tailedz-test. Internal consistency was
significantly greater for the two general reaction questions
than for the three specific annoyance questions~z56.61,
p,0.001!.

In view of the results of the preceding section we also
compared the interitem correlation of the two general reac-
tion questions with the correlation between ANN2 and
ANN3. Internal consistency as significantly greater for the
two general reaction questions than for the three specific an-
noyance questions~z53.42,p,0.001!.

IV. DISCUSSION

The present study demonstrated that measures of general
reaction to aircraft noise are more valid and reliable~stable
and internally consistent! than more specific measures of an-
noyance with aircraft noise.

It was argued earlier that measures of reaction to noise
which are phrased in general terms are likely to be more
valid indicators of overall reaction than those which refer
specifically to only a single aspect of potential reaction. Con-
sistent with this claim, in the present study, measures of per-
ceived affectedness by, and dissatisfaction with, aircraft
noise demonstrated high correlations with activity distur-
bance, which lends support to their construct validity. Corre-
lations were generally significantly higher for the measures
of general reaction than for annoyance measures. However,

TABLE IV. Validity ~correlations with activity disturbance! and stability
~test–retest correlation! for measures of reaction to noise; specific reaction
~annoyance: ANN1, ANN2, ANN3! and general reaction~affectedness, dis-
satisfaction!, in the Sydney Airport Health Study.

Scale Validity Stability

ANN1 0.55 0.66
ANN2 0.64 0.72
ANN3 0.74 0.61
Affected 0.69 0.85
Dissatisfied 0.70 0.78
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ANN3 demonstrated the highest correlations with activity
disturbance. Interestingly, in this question respondents rate
their ‘‘general feelings’’ about aircraft noise, and annoyance
is referred to only in the responses scale.

Measures of perceived affectedness by and dissatisfac-
tion with aircraft noise also demonstrated high test–retest
correlations. The test–retest correlations for these general
measures were significantly higher than were the test–retest
correlations for each of three questions assessing annoyance
with noise.

Of course changes in reaction may occur~possibly in
response to changes in noise levels!, such that test–retest
correlations less than 1.00 do not imply errors in measure-
ment. However, substantial systematic changes in noise lev-
els are unlikely to have occurred between Time 1 and Time 2
measurements, both of which occurred before runway recon-
figuration. Further, we might reasonably expect people to
consider a more extended period of time~e.g., 1 year! when
forming their answer, so that minor changes in the 6- to
12-week interval should have little effect. Finally, true
change in reaction ought not to influence specific and general
questions differentially. Thus, the higher test–retest correla-
tions for general rather than for specific measures, is appro-
priately attributable to their greater reliability.

The conclusion that general reaction measures are also
more internally consistent than measures of annoyance alone
~see Table I!, was replicated in the present study. The inter-
item correlation for two general reaction questions was sig-
nificantly higher than the average interitem correlation for
three specific annoyance questions, despite the tendency for
a greater number of items to increase reliability. The internal
consistency of both reaction measures was high.

Although test–retest and interitem correlations are likely
to be inflated by the wide variance in noise exposure across
the sample~Hall and Taylor, 1982!, specific and general
measures of reaction are likely to have been equally affected.
Thus, the observed superiority of the general measure in
terms of stability and internal consistency is likely to be
genuine.

Several methodological considerations are relevant to
the validity of these findings. First, there is a greater propor-
tion of females in the reliability sample than in the larger
sample, and so the reliability sample may not be representa-
tive of the general population. However, gender has a limited
influence on reaction~Fields, 1992; Hatfieldet al., 1998!,
and in the present study levels of reaction do not appear to be
substantially different for the reliability sample, compared to
the whole sample. Second, the fact that respondents could
have been aware of the purpose of the survey when they
responded to ANN1 for the second, but not the first, time,
may have influenced the reliability findings. Again, re-
sponses to ANN1 did not differ significantly from Time 1 to
Time 2, and responses on the two occasions were highly
correlated~see ‘‘stability’’ findings!. Thus, the present find-
ings should be valid and general.

The present study considered only reactions to aircraft
noise. However, the higher internal consistency of general
measures has been demonstrated in relation to several noise
sources~see Table I!. Plausibly, general reaction measures

should also be more stable than specific measures, because
they are likely to be less susceptible to momentary changes
in any one aspect of reaction to noise than are measures
which focus on only one aspect. This prediction is supported
by the present examination. Furthermore, when the coeffi-
cient of determination is calculated from the relevant corre-
lations~yielding the percentage of variance which is genuine
variance rather than error! the differences between the gen-
eral reaction and annoyance scales are of practical signifi-
cance. For example, the mean test–retest reliability for the
annoyance scale produces a substantially lower percentage of
genuine variance than for the general scale (r 250.440 vs
r 250.664). Thus, 22 percentage points more of the variance
in the general scale is genuine variance.

The present data on the reliability of these measures may
also be used to evaluate real underlying correlations between
variables. For example, the extent to which the true variance
of activity disturbance is related to reaction may be calcu-
lated using the following formula:

r `r5r nr /Ar nn,

wherer `r is the correlation between the activity disturbance
and reaction with correction for the reliability of activity dis-
turbance,r nr is the obtained correlation between activity dis-
turbance and reaction, andr nn is the reliability coefficient of
the activity disturbance index~adapted from Guilford, 1954,
pp. 400–401!. Thus, the lowest correlation between reaction
and activity disturbance~r 50.55! reflects a true correlation
of 0.81, when the stability of the activity disturbance index
(r 50.46) is taken into account.

In sum, measures of general reaction~e.g., dissatisfac-
tion and perceived affectedness! appear to be more stable,
internally consistent, and valid than measures which assess
only a single component of the potential reaction to noise
~such as annoyance!. General measures should thus allow a
more accurate evaluation of dose–response relationships, a
more accurate prediction of the behavioral and health out-
comes of exposure to noise, and a more accurate assessment
of noise mitigation tactics. Socioacoustic studies of reaction
to noise should therefore incorporate measures of general
reaction to noise as well as, or instead of, measures of
annoyance.
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In room acoustics, several measures have been defined that are supposed to quantify the apparent
source width~ASW! in a hall, being one of the perceptual cues related to spaciousness. The most
common ones are the lateral energy fraction~LF!, i.e., the ratio between lateral and omnidirectional
early energy, and the interaural cross correlation coefficient~IACC!, all to be calculated from
measured or simulated impulse responses.@Several versions of the LF are known in literature,
having different names, generalized here as lateral energy fraction.# According to a method proposed
by Berkhoutet al. @J. Acoust. Soc. Am.102, 2757–2770~1997!#, for a fixed source position impulse
responses have been measured along an array of closely spaced microphone positions in several
halls. The above measures, when calculated from these impulse responses, show large fluctuations
with small variations in microphone position due to interference of the different components of the
wave field to which the human ear is apparently insensitive. A revision of the measures is discussed,
which contributes to the suppression of the interference effects. In order to assess their perceptual
significance, the fluctuations have to be related to just-noticeable differences~jnd’s! in ASW. Since
very different jnd values are given in the literature, the authors advise that new experiments should
be conducted on this point. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1377634#

PACS numbers: 43.55.Gx, 43.55.Hy, 43.55.Br@JDQ#

I. INTRODUCTION

Many authors1–7 have reported that the common room
acoustics measures show significant variations with small
spatial displacements of source or microphone. Bradley
et al.,1 and also Pelorson,2 found that for all measures con-
sidered, in all halls investigated, a 30-cm displacement leads
to significant variations. Nielsenet al.4 find 1.4–3.2-dB dif-
ferences for clarity index C80 values measured at eight
points inside a single seat. Based on such results, most work-
ers choose to determine the measures at numerous positions
scattered over a hall, and calculate hall averages and standard
deviations of the measures to describe the hall’s acoustic
quality. It then appears2 that discrimination between halls
with quite different geometrical characteristics—and prob-
ably quite different acoustic quality—is difficult and some-
times even not possible with these measures.

Apparent source width~ASW!, together with envelop-
ment determining the perception of spaciousness, is recog-
nized as one of the most important subjective measures for
estimating the acoustic quality of a concert hall or opera
house. The interaural cross-correlation coefficient~IACC!
and the lateral energy fraction~LF! have been devised as
objective measures to quantify ASW. Recently, Okanoet al.6

determined specific versions of IACC and LF in several con-
cert halls, including the Amsterdam Concertgebouw. They
found that the variations in these measures over individual
positions within one hall are of equal or larger order than the
variations of average values between different halls.

In the publications referred to above, the measure varia-
tions are only described and discussed in a statistical way.
This gives very little insight into the physical causes of these
variations, except that it must have something to do with
interference. Berkhoutet al.8 introduced multichannel array

technology in room acoustical analysis: impulse responses
are measured along a hall-wide closely spaced~0.05-m! ar-
ray of microphone positions, along which one microphone is
mechanically moved. It appears that observation of all mea-
sured responses in one display reveals their spatial coherence
and gives ample insight into the wave structure of the sound
field ~see Fig. 3 of Ref. 8!. Besides, calculation of room
acoustic measures for each array position enables determin-
istic investigation of their spatial variations.

Okanoet al. end their paper6 with the remark that ‘‘they
welcome the results of further research on the strengths and
weaknesses of LFs as an acoustic measure of real halls.’’
Inspired by this quote, the authors decided to investigate,
using array measurements and simulations, the spatial behav-
ior of LF and also of the other ASW measures that Okano
et al. discuss in their paper. The starting point was a multi-
channel response measured in the Amsterdam Concertge-
bouw.

II. OKANO ET AL. ’s ASW MEASURES IN THE
CONCERTGEBOUW

The authors measured 555 impulse responses in the Am-
sterdam Concertgebouw along an array of microphone posi-
tions with 0.05-m intervals over almost the full hall width
~27.7 m!, with an omnidirectional loudspeaker placed center-
front stage. From all these impulse responses, the same ASW
measures have been calculated as discussed by Okanoet al.6

First, there is the early lateral energy fraction LFE as defined
by Hidakaet al.3 as

LFE5
*0.005

0.080p8
2~ t !dt

*0
0.080p2~ t !

5
*0.005

0.080p2~ t !cos2 f dt

*0
0.080p2~ t !

, ~1!
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where p8(t) is the sound pressure measured by a figure-8
microphone with the null axis pointed to the source, andp(t)
the sound pressure measured by an omnidirectional micro-
phone at the same position. Note that the figure-8 micro-
phone weighs the squared pressure—being a measure of
sound energy—with cos2 f, wheref is the azimuthal angle
between the direction of incidence of a sound wave and the
line through the microphone axis. The early lateral energy
fraction as originally proposed by Barron and Marshall9 con-
tains a weighting factor cosf for the energy. For reasons of
measurement simplicity, LFE according to Eq.~1! is usually
applied instead. Following Okanoet al., from each impulse
response LFE has been calculated for the octave bands of
125, 250, 500, and 1000 Hz, respectively. Also, the average
of these four values~denoted by Okanoet al. as LFE4! has
been determined, as well as the broadband value LFbb calcu-
lated over the full four-octave signal bandwidth.@The au-
thors measured the multichannel impulse response with a
Soundfield SPS 422 microphone, which not only records the
sound pressure, but also the three components of the particle
velocity vector. This enables the synthesis of the figure-8
microphone necessary to calculate the numerator of LFE dur-
ing data processing.# Figure 1 shows the results as a function
of microphone offset, i.e., the lateral coordinate with respect
to the array center. It should be noted that one seat encom-
passes about ten data points. It is seen that, for the octave
band values, the fluctuations show an almost-periodicity with
offset, resembling an amplitude-modulated carrier wave. The
‘‘carrier period’’ decreases with frequency. In the band-
averaged and broadband versions, this ‘‘carrier wave look’’
disappears.

The fluctuating behavior of the measures can be deter-
ministically related to the wave field measured along the
array. To this end, the first 80 msre first arrival of each
impulse response is Fourier transformed to the frequency do-
main. Figure 2 shows the ‘‘acoustic fingerprint’’ that results
when the ‘‘early amplitude spectra’’ of all traces are dis-
played as a function of microphone offset. It is seen that for
each frequency the data show a small-scale periodicity due to
interference; the spatial wavelength slowly but monotoni-
cally decreases with increasing frequency, as expected.
Within one octave band, the spatial wavelength variation is
so small that the periodicity of the wave field, and of the
energy-based acoustic measures derived from it, is main-
tained. When averaging over a broad frequency band, the
fluctuations tend to cancel out.

The average values over the array do not strongly devi-
ate from the hall-averaged values given in Ref. 6, Table III.
Numerous seats can be found where the LFE octave band
values show fluctuations of about 0.15 around an average
between 0.10 and 0.25. For the band-averaged and the broad-
band versions, the fluctuations per seat decrease to about
0.10 around averages between 0.20 and 0.30. For offsets
around zero, fluctuations are much higher for all bands and
bandwidths. This is to be expected, since in this area the
strong specular side-wall reflections interfere. If one wants to
avoid this area, one should place the microphone at least 2 m
off the center line for the low-frequency bands, which is
significantly less than the 5 m mentioned by Okanoet al.For

the band-averaged and the broadband versions, the behaviors
of which show high similarity, an offset as small as 1 m is
sufficient.

The second measure considered is the interaural cross-
correlation coefficient IACC, introduced by Schroeder10 and
Ando11 as the maximum within the delay time intervalutu
<1 ms of the crosscorrelation functionr lr (t) between the
pressurespl(t) and pr(t) at the left and right ear, respec-
tively, of a real or dummy head, calculated over a time win-
dow t22t1

r lr ~t!5
* t1

t2pl~ t !pr~ t1t!dt

A* t1

t2pl
2~ t !dt* t1

t2pr
2~ t !dt

. ~2!

IACC has been calculated from binaural impulse re-
sponses measured with a KEMAR dummy head, being
moved along the 555 array positions specified above. Fol-

FIG. 1. Early lateral energy fractions calculated from the impulse responses
measured in the Amsterdam Concertgebouw. From top to bottom, the values
for the octave bands of 125, 250, 500, and 1000 Hz, the average value LFE4,
and the value for the full bandwidth are displayed as a function of micro-
phone offset.
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lowing again Okanoet al., the ‘‘early’’ 1-IACC between 0
and 80 ms~denoted by Okanoet al. as 1-IACCE! was calcu-
lated for the octave bands of 500, 1000, and 2000 Hz, re-
spectively; the results are displayed as a function of dummy
head offset in Fig. 3. Also, the average of the three octave
band values is shown~denoted by Okanoet al. as
1-IACCE3!, as well as the broadband version 1-IACCbb cal-
culated over the full three-octave source bandwidth. As for
LFE, the values averaged over the array do not strongly de-
viate from the hall-averaged values given in Ref. 6, Table III.
The fluctuations over a seat width are of the order 0.1, for all
bands and bandwidths, around averages which strongly de-
pend on frequency and bandwidth. As expected from the
response pattern, also here the fluctuations are larger for the
offsets around zero. To avoid this area, the microphone
should be placed no less than 1 m off-center; this corre-
sponds to the prescription given by Okanoet al. There is a
high similarity between the behavior of the band-averaged
and the broadband version.

The results of this section confirm that there are large
variations in the values of common measures for ASW, not
only between seats in the same hall, but also at different
positions at one and the same seat.@In deviation from the
definition given in Eq.~1!, the synthesized figure-8 micro-
phone was always oriented in parallel with the array instead
of with its null towards the source. This, however, does not
affect the general conclusions following.# Octave band ver-
sions of LFE and 1-IACCE fluctuate so strongly that their
predictive value for ASW is highly questionable; band-
averaged or broadband versions are preferred. But, the fluc-
tuations in these versions also give rise to further questions.
Given the fact that a listener in a concert hall will, in general,
not perceive any change in ASW when he moves his head
over a few centimeters, the difference limen in LF of 0.07, as
indicated by Barron and Marshall9 apparently does not hold
in this situation. It seems that the measures considered are

sensitive to local interference phenomena, where listeners are
not, which suggests the formulation of new versions of these
measures. This will be worked out in the following sections.

III. WEIGHTED BROADBAND VERSIONS OF ASW
MEASURES

The strict time window boundary of 80 ms used in the
early measures discussed above causes a discontinuity in the
results: strong early reflections may suddenly disappear from
the dataset when moving the microphone to the next array
position. Therefore, in the following a smoothing time win-
dow w(t) will be applied

w~ t !5H 1 for 0,t,60 ms

cos2 p~ t260!/80 for 60,t,100 ms.
~3!

In the previous section it was shown that determination
of ASW measures after octave band filtering of impulse re-
sponses leads to large fluctuation of the resulting values. This
fluctuation is smaller for broadband versions. Therefore, in
the following only broadband measures will be considered,
i.e., calculated over the full frequency range which is domi-
nant for ASW perception. Potteret al.12 showed that the
dominant cues for spatial impression are found in the 500-Hz

FIG. 2. The early amplitude spectra of the impulse responses measured in
the Amsterdam Concertgebouw, obtained after Fourier transformation of the
data between 0 and 80 msre first arrival, as a function of microphone offset.

FIG. 3. 1-IACC calculated from binaural impulse responses measured in the
Amsterdam Concertgebouw. From top to bottom, the values for the octave
bands of 500, 1000, and 2000 Hz, the average value 1-IACCE3, and the
value for the full bandwidth are displayed as a function of dummy-head
offset.
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octave band, corresponding with the dominance of frequen-
cies around 600 Hz for lateralization earlier found by
Raatgever13 and specified by the following frequency win-
dow function:

W~ f !5H e2~ f /30022!2
for f ,600 Hz

e2~ f /60021!2
for >600 Hz.

~4!

This window will be applied to all broadband measures
treated in the remainder of this paper. Figure 4 depicts the
two windows defined above.@When more low frequencies
are included in the bandwidth, as suggested by Barron~Ref.
14!, this will affect the fluctuating behavior of the measures.
However, based on the results discussed in Sec. II, the order
of fluctuation magnitude is expected to be the same.#

In order to discriminate the modified versions of the
measures from those of Okanoet al., the subscript E will be
dropped, although here the early part of the impulse re-
sponses is also considered. In further determinations of LF,
the figure-8 microphone will be oriented, for each array po-
sition, with its null towards the source. Beside LF, the origi-
nal version with the cosf weighting factor, to be denoted as
LF8, will be calculated using velocity vector information.
Also here,f5p/2 corresponds with the source direction for
all array positions. Values of IACC are calculated from point
simulations or measurements by applying a spatial filter
based on the head-related transfer functions~HRTFs! of the
KEMAR dummy head. This filter is described in the Appen-
dix.

IV. SIMULATIONS AND MEASUREMENTS OF LF, LF 8,
AND 1-IACC

A. Simulations

Impulse responses were simulated for a rectangular
room with dimensions 1037.533 m3 using the mirror-image
source model. The pressure reflection coefficient of front
wall, rear wall~both 7.533 m2), and floor is 0.8, that of the
ceiling 0.5. The reflection coefficient of the left and right
walls has been chosen as 0.2, 0.6, and 1.0 for the simulations
sim1, sim2, and sim3, respectively. An omnidirectional
source is positioned 3 m front, 1 m right, and 0.25 m below
the room center. An array of pressure and velocity micro-
phones with a 0.05-m spatial interval is situated 1.5 m above
the floor, 2 m behind the room center over the full 7.5-m
room width, thus encompassing 149 microphone positions.
Figure 5 shows the values of LF and LF8 as a function of
microphone offset. It is seen that for low side-wall reflectiv-

ity ~sim1! the measures have low values, as expected. Local
fluctuations are small in an absolute sense~,0.05!, but rela-
tively large ~order 50%!. Minimum values of the average
curves are found for minimum distance between source and
detector. From there, they monotonically increase towards
the side walls. This can be understood as follows. When
placed opposite the source, the synthesized figure-8 micro-
phone has its sensitivity lobes perpendicular to the side
walls, from which direction no specular reflections are inci-
dent: for the given configuration, the angle of incidence of
the side-wall reflections on the array is about 45°. When
moving towards the side walls, the figure-8 microphone fac-
ing the source with its null more and more turns its lobes into
the directions of incidence of the reflections from the nearest
side wall as well as from the front and rear walls. This yields
an increase of the numerators of LF and LF8, whereas there
is no argument in assuming that the common denominator
shows this tendency as well. For increasing side-wall reflec-
tivity ~sim2, sim3!, the average LF and LF8 curves shift up-
ward, preserving their global shapes. The local fluctuations
increase in an absolute sense~order 0.1 for sim2, order 0.2
for sim3!, staying of order 50% in a relative sense.

Earlier, it had been stated that the fluctuations are caused
by interference effects. This will now be considered in more
detail. Figure 6~a! shows the offset-travel time representation
of p and p cosf ~the latter being proportional to the lateral
velocity component! of two equal plane waves incident on
the array under anglesf0 and p –f0, respectively—to be
considered as an approximation of two reflections from op-
posite side walls—which cross each other at zero offset.
Note that, due to the counterphase of the two lobes of the
figure-8 microphone,p cosf has opposite sign for the two
waves, yielding value zero at zero offset. Figure 6~b! shows
offset-travel time representations ofp2 cos2 f ~the numerator
integrand of LF!, p2 cosf ~the numerator integrand of LF8!,
and p2 ~the denominator integrand of both LF and LF8!,
together with their integrated values as a function of offset. It
is seen that local minima of LF and LF8 are found at the
interference point. In case of two waves in counterphase,
local maxima are found. In general, it can be concluded that
interference of waves gives rise to fluctuations.

The equivalent of Fig. 6~b! for the simulated wave field
of sim2 is shown in Fig. 7. Again, interference of waves

FIG. 4. Time and frequency windows applied to impulse responses when
calculating ASW measures.

FIG. 5. LF and LF8 as a function of microphone offset, for sim1, sim2, and
sim3.
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gives rise to strong fluctuations in both the numerators and
the denominator of LF and LF8. Note that the numerator
curves confirm the tendency of increase towards the side
walls, in contrast to the denominator, which on the average
remains constant.

Figure 8 shows the values of 1-IACC as a function of
microphone offset for sim1, sim2, and sim3. The global

shapes of the curves are similar to those of LF and LF8;
again, a global minimum is found~not convincingly in sim3!
for minimum distance between source and microphone.
When the dummy head faces the source, the signals at both
ears are similar and thus the correlation is high. When mov-
ing towards the side walls, KEMAR increasingly shields and
distorts the signal to the ear turned away from the source
such that the interaural cross correlation decreases and
1-IACC increases. Also here, large local fluctuations occur,
of the order 0.1~50%! for sim1, 0.2~40%! for sim2, and 0.2
~25%! for sim3. Here, the fluctuations decrease in a relative
sense with increasing reflectivity. Since the numerator of the
cross-correlation function@Eq. ~2!#, being a cross-energy
density, has the same character asp2 cosf, and the denomi-
nator is determined by two squared pressures, the fluctua-
tions can be assigned to interference in a similar way as for
LF and LF8.

B. Measurements

In the same way as earlier in the Amsterdam Concertge-
bouw, multichannel impulse response measurements have
been done in the concert hall ‘‘De Doelen’’ in Rotterdam.
The source was placed center-front stage, 12 m in front of an
array of microphone positions over almost the full width~25
m! of the hall’s main floor—a highly symmetric configura-
tion. Figure 9 displays the values of LF and LF8 as a function
of microphone offset. Here, the strong dip at zero offset is

FIG. 6. ~a! p andp cosf for two interfering identical plane waves, and~b!
the offset-travel time representations ofp2 cos2f, p2 cosf, andp2, together
with their integrated values.

FIG. 7. Offset-travel time representations of the numerator integrands of LF
and LF8 and their common denominator integrand, together with their inte-
grated values.

FIG. 8. 1-IACC as a function of microphone offset, for sim1, sim2, and
sim3.

FIG. 9. LF and LF8 as a function of microphone offset, calculated from
impulse responses measured in De Doelen, Rotterdam.
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not so much caused by the synthesized figure-8 microphone
looking perpendicular to the side walls—De Doelen has a
hexagonal floorplan—as well by the strong interference be-
tween the two first-order side-wall reflections. Figure 10
shows the values of 1-IACC as a function of dummy-head
offset. Again, the global shape is in good agreement with
those of LF and LF8.

V. THE LATERAL FRACTIONS REVISITED

In the previous section it was shown how the ASW mea-
sures fluctuate due to interference of wave-field components.
Since ASW perception generally does not fluctuate corre-
spondingly, it seems that the human auditory system is in-
sensitive to these interference phenomena. Therefore, it is
proposed to defined ASW measures of the same type as LF
and LF8, but now based on the energies of the noninterfering
wave-field components. This could be done by decomposing
the wave field into plane waves by a double, i.e., temporal
and spatial, Fourier transformation or a Radon
transformation8 of the offset-travel time dataset to the wave-
number–frequency domain or the ray parameter–intercept
time domain, respectively. This method, however, is not very
accurate because of smearing effects due to the finite array
length. Therefore, as an alternative method of decomposi-
tion, the wave field is separated by the nine spatial beam
filters rn(x,t), n50,1,...,8, as described in the Appendix. For
each array microphone positionxm , the data are convolved
in time with the corresponding tracern(xm ,t) of the beam
filter and the results are added for all microphone positions.
Beam filterr0(x,t) is designed such that its directivity pat-
tern S0 is given by

S05H cos~8f! for 2p/8,f,p/8

0 for all other f.
~5!

The other filters are chosen such that the corresponding di-
rectivity patterns are angle-shifted versions ofS0, as illus-
trated in Fig. 11. A cosine shape has been chosen since in this
case the sum of the squares of the overlapping filters equals
1 in all directions. This means that a mirror-image source
gives the same contribution to the total energy as without
beam filtering, but now without interference. For each beam,
we calculate the lateral and the omnidirectional energy con-
tributions and add these contributions to calculated the
beam-filtered early lateral energy fractions BLF and BLF8
defined as

BLF5
*0.005

0.080(n50
8 ~(mrn~xm ,t !* p~xm ,t !cosf!2dt

*0.005
0.080(n50

8 ~(mrn~xm ,t !* p~xm ,t !!2dt
,

~6a!

and

BLF85
*0.005

0.080(n50
8 ~(murn~xm ,t !* p~xm ,t !cosfuurn~xm ,t !* p~xm ,t !u!dt

*0.005
0.080(n50

8 ~(mrn~xm ,t !* p~xm ,t !!2dt
. ~6b!

The values of BLF and BLF8 as a function of microphone
offset are given in Fig. 12, for the central parts of the simu-
lated datasets sim1, sim2, and sim3, together with the values
of LF and LF8 earlier shown in Fig. 5. It is seen that in the
curves for the beam-split measure versions the strong local
fluctuations are highly reduced, as expected. Figure 13
shows similar data for the impulse responses measured in De
Doelen, with similar results.

VI. PERCEPTUAL RELEVANCE OF ASW MEASURE
FLUCTUATIONS

Before the acoustical community decides to adopt new
ASW measure versions, as proposed in the previous section,
the perceptual relevance of the local fluctuations in the ex-
isting measures must be fully clarified. If it appears that these
fluctuations do not correspond with perceptual

differences—a result that is suggested by practical
experience—and that the variations of the proposed new
measures correspond with noticeable changes in ASW—
which has to be investigated by new listening tests—it is
worthwhile to consider the application of these new mea-
sures. Another smoothing operation is spatial averaging of
the fluctuating values such that the ‘‘carrier peridoicity’’ is
eliminated and the ‘‘amplitude modulation’’ remains. Again,
the perceptual significance of the resulting variations has to
be assessed by listening tests. A twofold conclusion can al-
ready be drawn:~1! the acoustic quality of a seat, or a group
of neighboring seats, in terms of ASW cannot be quantified
by one local measurement or calculation of the present mea-
sures LF, LF8, or IACC, which means that~2! there is no
fixed local value of these measures that can form a criterion
for ‘‘good’’ ASW.

In the literature, no unambiguous data on the percepti-

FIG. 10. 1-IACC as a function of dummy-head offset, calculated from im-
pulse responses measured in De Doelen, Rotterdam.
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bility of ASW changes are found. Early results by Pollack
et al.15 on just-noticeable perceptual differences~jnd’s! be-
tween binaural white-noise stimuli with different IACC val-
ues suggest that the jnd increases with decreasing IACC, just
as the fluctuations in IACC reported in this paper. Based on
the similar spatial behavior of LF, LF8, and 1-IACC, the
jnd’s for LF and LF8 are expected to increase with increasing
values of the measures, just as the fluctuations in these mea-
sures. It is not certain that the jnd values found by Pollack
et al. are also valid for musical signals heard in a concert
hall, and that the noticed differences can be specified in
terms of ASW. de Vrieset al.16 showed that, if this should be
the case, the fluctuations hardly appear to be relevant from a
perceptual point of view. However, using artificial impulse
responses in an anechoic room convolved with music, Rei-
chardt and Schmidt17 found jnd’s between 0.06 and 0.09 for
LF8 varying from 0.2 to over 0.4; from a minimum value of
LF8 around 0.3, the jnd increases for lower as well as higher
LF8 values~Fig. 8 of Ref. 17!. These jnd’s are much lower
then those estimated from the results of Pollacket al. ~order
0.2 for LF8 around 0.3!, but correspond with the difference
limen of 0.07 that Barron11 mentions. Coxet al.18 find, for a
simulated sound field in an anechoic room convolved with
music, a jnd of 0.075 for IACC50.33, which is much lower

than the jnd of 0.38 indicated by Pollacket al. for the same
IACC value.

Evidently, the question on the perceptual relevance of
the fluctuations cannot be unambiguously answered using the
literature data. New perceptual experiments should be carried
out, preferably as a kind of ‘‘round robin’’ executed by insti-
tutes active in the field. The authors are readily prepared to
make their array measurements available for this purpose.

VII. CONCLUSIONS

~i! Array measurements and simulations of impulse re-
sponses in halls reveal that the traditional ASW mea-
sures ~LF, LF8, IACC! show large fluctuations on
small spatial intervals~e.g., in front of one and the
same seat! where no changes in ASW are perceived.

~ii ! This means that a certain value of the traditional ASW
measures does not correspond with a certain ASW;
specification of ASW requirements in terms of local
values of LF, LF8, or IACC is therefore useless.

~iii ! Using the technique of beamforming, new versions of
the existing ASW measures are proposed which—just
as apparently the human auditory system—are insen-
sitive to sound wave interference.

~iv! Based on the data from literature, the question of the
perceptual relevance of the reported fluctuations can-
not be unambiguously answered; new perceptual ex-
periments should be carried out, preferably as a round
robin.

APPENDIX: BEAM FILTERING

In order to reconstruct dummy-head measurements from
microphone measurements~Sec. II!, as well as for plane-
wave decomposition of multichannel impulse responses
~Sec. V!, beam filters have been applied. The characteristics
and the design of such filters are discussed in this Appendix.

Consider a linear array ofM omnidirectional micro-
phones at positionsxm ~m51,...,M !, a beam filterr(xm ,t)
and a pressure fieldp(xm ,t) along the array. The outputz(t)
of the beam filter is

FIG. 11. Beam filters for plane-wave decomposition of multichannel im-
pulse responses according to Eq.~5!.

FIG. 12. LF and LF8 as a function of microphone offset for sim1, sim2, and
sim3 ~as in Fig. 5!, together with their beam-filtered versions BLF and
BLF8.

FIG. 13. LF and LF8 as a function of microphone offset calculated from
impulse responses measured in De Doelen, Rotterdam~as in Fig. 9!, to-
gether with their beam-filtered versions BLF and BLF8.
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z~ t !5 (
m51

M

r~xm ,t !* p~xm ,t !

5 (
m51

M E
2`

`

r~xm ,t !p~xm ,t2t!dt. ~A1!

In practical situations only casual filters can be used, so that
the lower limit of the integral in Eq.~A1! can be replaced by
0. In the frequency domain the convolution of Eq.~A1! be-
comes a multiplication

Z~v!5 (
m51

M

r̂~xm ,v!P~xm ,v!. ~A2!

The output signal of a beam filter is thus obtained by filtering
the signal at each microphone and adding all results, as il-
lustrated in Fig. A1.

The directivity pattern of a beam filterS(v,f) is de-
fined as the response of the filter to plane waves with differ-
ent angles of incidence. For the array of omnidirectional mi-
crophones considered here, the response only depends on the
azimuth anglef. In the frequency domain, the pressure
along the array caused by a plane wave incident under this
angle reads

P~xm ,v!5ej ~v/c!xm cosf. ~A3!

Substitution in Eq.~A2! yields for the directivity pattern

S~v,f!5 (
m51

M

r~xm ,v!ej ~v/c!xm cosf. ~A4!

Note that the pattern is even inf: waves incident on the
array from front and rear under the same azimuthal angle
cannot be discriminated.

A beam filter r(xm ,t) that optimally approximates a
specified directivity pattern can be designed by least-squares
inversion, as shown in the following. The azimuthal angle is
sampled asfn ~n51,...,N!. For each frequency component,
Eq. ~A4! can now be rewritten as a matrix equation

Sn5 (
m51

M

MnmPm , ~A5a!

with Sn5S(v,f), Pm5 r̂(xm ,v) and Mnm5ej (v/c)xm cosf,
or in short

S5MP. ~A5b!

In order to obtain an optimal solution forP we apply a sta-
bilized least-squares inversion to Eq.~A5b!

P5~M* M1cI !21M* S, ~A6!

where c is a stabilization constant,I denotes the identity
matrix, and~.!* means complex conjugation. Note that this
inversion has to be carried out for each frequency compo-
nent. For low values ofc the matrix M* M1cI becomes
nearly singular and its inverse yields large eigenvalues, such
that the filter may be very sensitive to noise. On the other
hand, using a high value forc will result in a poor approxi-
mation of the desired directivity pattern. In general, the value
c50.01 yields a good compromise.
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This paper presents an approach to array element localization~AEL! for towed marine seismic
arrays based on regularized inversion of direct and bottom-reflected acoustic ray travel times picked
from recorded seismic sections. Depth-sensor measurements at a number of points along the array
are included asa priori estimates~with uncertainties! in the inversion. The smoothest array shape
consistent with the acoustic data and prior estimates is determined by minimizing the array
curvature or roughness. A smooth array shape is physically reasonable; in addition, minimizing
curvature providesa priori information about the correlation between hydrophone positions that
allows the estimation of both the offset and depth of hydrophones that record only one~or even no!
acoustic arrival due to the shadowing effects of water-column refraction or reflection from arbitrary
bathymetry. The AEL inversion is applied to a 102-sensor, 1.2-km towed array to correct receiver
positions in the seismic velocity analysis of a seabed gas hydrate survey. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1382618#

PACS numbers: 43.60.Pt, 43.30.Xm@DLB#

I. INTRODUCTION

Marine seismic reflection methods make use of a ship-
towed array of hydrophones and an impulsive source~e.g., a
compressed-air gun! to record seismo-acoustic arrivals that
have reflected from sub-bottom layers.1 The timing of these
arrivals is then used to estimate the seismic-velocity struc-
ture of the sub-bottom on spatial scales from meters to kilo-
meters, depending on the frequency and penetration depth of
the source and the geometry of the array. Determining accu-
rate locations for the individual hydrophones of a towed ar-
ray is an important problem in marine seismology and in
other towed array applications such as sonar signal process-
ing. Hydrophone location affects the timing of acoustic ar-
rivals, and, in seismic applications, localization errors mani-
fest themselves in the velocity analysis applied to determine
seabed lithology.

A variety of approaches have been developed for the
problem of array element localization~AEL! for towed ar-
rays. Advanced array systems employed in the petroleum
exploration industry make use of GPS and high-frequency
acoustic subsystems for precise localization; however, such
technology is beyond the reach of many marine seismic re-
search applications. More typically, towed arrays may in-
clude depth and heading sensors distributed at intervals
along the array. The hydrophone locations can then be ob-
tained by hydrodynamic modeling, which attempts to ac-
count for the dynamic behavior of the array under towing
conditions.2,3 Hydrodynamic modeling can be reasonably ac-
curate, but requires detailed knowledge of the physical prop-
erties~weight, buoyancy, drag, etc.! of the array components,
of the ship’s speed and maneuvering characteristics, and of
natural local disturbances~swell and currents!, which may

not be well known. More commonly, a simpler approach is
employed which consists of applying a smooth interpolation
between measurement points~e.g., a cubic spline! to estimate
the intervening hydrophone positions, assuming known hy-
drophone offsets.4 While it is physically reasonable to expect
a smoothly-varying shape for a towed array, interpolation is
obviously unable to resolve features of the array shape be-
tween measurement points. In addition, the actual offsets of
the hydrophones and depth sensors during towing may not be
well known. Acoustic approaches to AEL for towed arrays
have also been developed. The sharpness method5–7 is based
on determining the parameters of an assumed sinusoidal ar-
ray shape by optimizing a measure of the beamformer output
for one or more far-field sources. The dual-shot method8,9

solves for each hydrophone position individually~i.e., no
assumptions about the array shape are made! based on in-
verting the travel times of acoustic arrivals from sources de-
ployed by two consort ships maintaining station with the tow
ship. In addition, a number of acoustic approaches to AEL
for bottom-moored horizontal arrays have been developed
which make use of multiple sources deployed around the
array.10–14

Much of the AEL work referenced above was developed
for sonar applications. Marine seismic applications are po-
tentially simpler in two respects. First, although determining
hydrophone positions while the tow ship maneuvers is of
obvious importance in tactical sonar scenarios, marine seis-
mic surveys can generally be designed with ship turns well
outside of the region of interest. Thus, it is often justified to
assume that the array streams directly behind the ship, which
reduces AEL to a two-dimensional~2D! problem for the off-
setx ~horizontal position relative to the source! and depthz
for each hydrophone. Second, the impulsive seismic source
can also be used for acoustic AEL.15 In particular, the water-
borne acoustic arrivals along direct and bottom-reflected
paths provide useful positioning information that is often
overlooked. These paths are illustrated by acoustic rays in

a!Portions of this work were presented in ‘‘Acoustic array element localiza-
tion for marine seismology,’’ in Proceedings of the 5th European Confer-
ence on Underwater Acoustics, Lyon, France, July 2000.

b!Electronic mail: sdosso@uvic.ca
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Fig. 1~a!. Although the equation for travel time along a ray-
path is nonlinear, it is readily linearized~Sec. II A!, and
hence the two equations~for direct and reflected rays! in two
unknowns~hydrophone depth and offset! should provide a
well-determined solution for hydrophone location. The diffi-
culty with this approach is that these two arrivals are not
necessarily present at all hydrophones, as illustrated in Fig.
1~b!. For a source and array towed at relatively shallow
depths, the negative sound-velocity gradient in the upper wa-
ters refracts acoustic rays downward so that no direct arrivals
are recorded beyond a maximum offset determined by the
ray that turns at the sea surface. In addition, the change in ray
angle upon reflection at a seafloor with variable bathymetry
can result in shadow zones at the array where no reflected
arrivals are present. In measured seismograms, nonspecular
reflections at the seafloor can result in weak arrivals within
these shadow zones; however, these arrivals cannot be mod-
eled using standard ray theory and therefore cannot be used

in localization~the use of Gaussian beams might extend the
applicability of ray theory within shadow zones, but this has
not been addressed in the present paper!. A further compli-
cation, illustrated in Fig. 1~c!, is that variable bathymetry can
result in two or more reflected arrivals at a given hydrophone
~i.e., a convergence zone!. These multiple arrivals do not
represent useful independent information, since only the first
arrival instant can be picked reliably on a seismogram. How-
ever, the ray path corresponding to the earliest arrival must
be correctly identified if reflected rays are to be used to con-
strain hydrophone positions.

To date, acoustic AEL methods have been based on us-
ing arrivals from one or more sources such that the number
of data ~arrivals! exceed the number of unknowns~hydro-
phone and possibly source locations!. However, for the ma-
rine seismic geometry illustrated in Fig. 1, shadow zones for
direct and reflected arrivals result in an under-determined
inverse problem. For instance, in the case ofNh hydrophones
and M missing ray arrivals, inversion for the hydrophone
offsets and depths and for source depth consists of solving
2Nh2M equations for 2Nh11 unknowns. For a meaningful
inversion, additional physical information regarding the so-
lution, referred to asa priori information, must be included.
Several forms ofa priori information are available. First,
depth sensors along the array can provide point depth esti-
mates and the nominal source depth can be estimated from
cable length and angle. Second, the assumption that the array
is expected to be smooth providesa priori information about
the array shape. A well-posed inversion that combines the
acoustic data anda priori information can be formulated
using the method of regularization.12

This paper presents an AEL inversion for marine seismic
arrays based on a regularized inversion of ray travel times.
Depth-sensor measurements and the nominal source depth
are included asa priori information ~with uncertainty esti-
mates! in the inversion. The smoothest array shape consistent
with the acoustic data and prior depth estimates is deter-
mined by minimizing the array roughness or curvature in two
dimensions. Minimizing array roughness providesa priori
information about the correlation between hydrophone posi-
tions which allows inversion for both the offset and depth of
hydrophones that record only one~or even no! acoustic ar-
rival. It is interesting to note that computing the smoothest
model using only prior point estimates is equivalent to cubic
spline interpolation;16 hence, including acoustic data as well
as prior estimates in the smoothest-model inversion should
provide a significant improvement to the standard interpola-
tion approach to AEL. Minimizing roughness also produces
the simplest array shape consistent with the AEL data. De-
viations in the solution from a straight array are required by
the data, and are not simply artifacts of the inversion algo-
rithm. A preliminary report on this work has been presented
elsewhere.17

The general approach to AEL inversion developed here
is applied to the COAMS~Canadian Ocean Acoustic Mea-
surement System! array. Section II of this paper describes
this array and the data collected during seismic survey
COAMS ’99.18 Section III describes the AEL inversion algo-
rithm, including the requisite inverse theory, ray theory

FIG. 1. Geometry of the AEL inverse problem is illustrated in~a!. Shadow
zones for direct and reflected arrivals are illustrated in~b!. Convergent zones
for reflected arrivals are illustrated in~c!.
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implementation, and a synthetic example. Section IV applies
the AEL inversion to the COAMS array, including uncer-
tainty analysis and an example of the improved seismic ve-
locity results obtained with accurate hydrophone localiza-
tion. Finally, Sec. V provides a summary and discussion.

II. COAMS MARINE SEISMIC ARRAY

The AEL inversion in this paper was developed for the
COAMS marine seismic array, which is comprised of a total
of 102 hydrophones and five depth sensors, with an acoustic
aperture of approximately 1140 m. The configuration of the
COAMS array is illustrated in Fig. 2. From the leading end
~front of the array!, the array consists of 64 hydrophones
spaced at increments of 4.75 m, 16 hydrophones spaced at
9.5 m, 8 hydrophones spaced at 19 m, and 14 hydrophones
spaced at 38 m. Depth sensors, calibrated to an accuracy of
0.5 m, are located at approximately 305, 457, 610, 838, and
1142 m. The array is towed on a 60 m cable, with a 100 m
vibration isolation module~VIM ! between the array and tow
cable to reduce acoustic tow noise and the effects of sea–
surface motion; a second VIM is located at the trailing end of
the array. The tow cable, consisting of electrical conductors
and a strength member enclosed in a steel sheath, is heavier
than water and depresses the array at its leading end. The
array itself is housed in an oil-filled plastic hose, and is
lighter than water. To counteract the tendency for the array to
float to the surface, small amounts lead sheeting were at-
tached to the exterior of the array every 25 m beyond the
third depth sensor. The air-gun source is towed indepen-
dently of the array. Because of this, as well as the elasticity
of the VIM and variability in the array dimensions, the pre-
cise source-to-receiver offsets are not known when towing,
and only nominal values are available prior to AEL.

The data considered in this paper were collected during
the COAMS ’99 cruise,18 which was designed to study meth-
ane gas hydrate deposits in continental-shelf sediments off
the west coast of Vancouver Island, Canada~water depth
;1300 m!. For this study, the array was operated at a nomi-
nal depth of 20 m, with a 40 cubic-in.~0.65 l! air-gun source
towed approximately 20 m behind the ship at 2 m depth. The
source was discharged every 20 m the ship traveled along
predetermined survey lines. The seismic data were transmit-
ted to the ship in analog form, where they were digitized at a
sampling rate of 700 Hz and recorded on Exabyte tapes~an
example of the recorded data is given in Sec. III!. The ocean
sound-velocity profile at the survey site was measured using
a velocimeter cast. The bathymetry along the survey lines
was measured using a 12 kHz echo-sounder. The echo-

sounder recordings were subsequently digitized and cor-
rected using the measured sound-velocity profile.

III. AEL INVERSION ALGORITHM

A. Inverse theory

This section briefly presents the inverse theory that
forms the basis for the AEL inversion algorithm; more com-
plete treatments of the field can be found in Refs. 12 and
19–23. The set of acoustic travel timest measured in an AEL
survey can be written in general vector form as

t5t~m!1n. ~1!

In Eq. ~1!, the modelm of unknown parameters is taken to
consist of the hydrophone offsets and depths$xj ,zj , j
51,Nh% and the source depthzs . The forward mappingt(m)
represents the acoustic travel times along direct and bottom-
reflected ray paths between source and receivers~described
in the Appendix!. Finally, n represents the data errors~noise!.
The inverse problem of determiningm from t is functionally
nonlinear; however, a local linearization is obtained by ex-
pandingt(m)5t(m01dm) in a Taylor series to first order
about an arbitrary starting modelm0 to yield

t5t~m0!1Jdm, ~2!

wheredm represents an unknown model perturbation andJ
is the Jacobian matrix consisting of the partial derivatives of
the data functionals with respect to the model parameters,

Ji j 5]t i~m0!/]mj ~3!

~partial differentiation of the ray travel time is considered in
the Appendix!. Substitutingdm5m2m0 , the expansion can
be written

Jm5t2t~m0!1Jm0[d. ~4!

Equation~4! defines a linear inverse problem form in terms
of known quantities~defined as modified datad!, which can
be solved using methods of linear inverse theory. Note that
the uncertainties inherent ind are identical to those in the
measured datat; however, since nonlinear terms are ne-
glected in Eq.~4!, the equations are not exact and the solu-
tion m may not adequately reproduce the measured data via
the nonlinear forward problem. In this case, the starting
model is updated,m0←m, and the inversion repeated itera-
tively until an acceptable solution is obtained~i.e., the lin-
earization error becomes negligible!. Note that since Eq.~4!
is formulated in terms of the modelm, rather than the per-
turbationdm, a priori information regarding the model can
be applied directly to the inversion, which is vital for the
present application.

Under the standard assumptions that the errorni on da-
tum t i is due to an independent, Gaussian-distributed random
process with zero mean and standard deviations i , the
maximum-likelihood solution of the linearized system of Eq.
~4! is obtained by minimizing thex2 data misfit,

x25uG~Jm2d!u2, ~5!

whereG5diag@1/s i # weights the data according to their un-
certainties. However, this least-squares approach is not ap-

FIG. 2. Configuration of the COAMS array. Number of hydrophones~h/ph!
and hydrophone spacings are indicated. DS stands for depth sensor~dark
squares!; VIM for vibration isolation module.
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plicable to underdetermined problems, such as the AEL in-
version at hand. The method of regularization provides a
particularly useful approach to underdetermined inversions
based on explicitly including physicala priori information
regarding the solution in the inversion. This is accomplished
by minimizing an objective functionf which combines the
x2 misfit with a regularizing term that imposes thea priori
expectation that the modelm resembles a prior estimatem̂,

f5uG~Jm2d!u21muH~m2m̂!u2, ~6!

whereH is the regularization matrix~described below!, and
m is a trade-off parameter controlling the relative importance
assigned to the data misfit and thea priori expectation in the
minimization. Minimizingf with respect tom, the regular-
ized solution is

m5m̂1@JTGTGJ1mHTH#21@JTGTGd2Jm̂#. ~7!

The regularization matrixH in Eqs.~6! and ~7! controls the
form of thea priori information applied in the inversion. For
instance, if prior model parameter estimatesm̂ are available,
an appropriate regularization is given by

H5diag@1/j j #, ~8!

where j j represents the uncertainty for thej th parameter
estimatem̂j . An alternative form of regularization is to apply
a priori information to derivatives of the model parameters.
For instance, if thea priori expectation is that the parameters
in m are well approximated by a smooth function of an in-
dependent variableu @with mj5m(uj )#, then an appropriate
choice ism̂50 and H consisting of the tridiagonal matrix
with nonzero entries on thej th row given by

H5tridiagF 21

~uj 112uj !
2 ,

uj 122uj

~uj 122uj 11!~uj 112uj !
2 ,

21

~uj 122uj 11!~uj 112uj !
G . ~9!

Each row ofH in Eq. ~9! represents a discrete approximation
to the second derivative operator]2/]u2. Hence,uHmu2 pro-
vides a measure of the total curvature or roughness of the
model. Applying this regularization minimizes the model
roughness, producing the smoothest model. For either form
of regularization, the trade-off parameterm is chosen so that
thex2 data misfit achieves its expected value of^x2&5N for
N data, thereby applying thea priori information subject to
ensuring that the data are fit to a statistically appropriate
level.

The AEL inversion formulated here for marine seismic
arrays applies both types ofa priori information described
above. In particular, prior parameter estimates are available
for the source depth and for the depth of the hydrophones
adjacent to the depth sensors. The expectation that the towed
array shape is smooth can be applied by minimizing the 2D
curvature. To apply simultaneously two different types ofa
priori information, an augmented objective function can be
formed which includes two regularization terms,

f5uG~Jm2d!u21m1uH1~m2m̂1!u2

1m2uH2~m2m̂2!u2. ~10!

In Eq. ~10!, the first regularization term is taken to represent
the a priori parameter estimates for the depth of the source
and hydrophones at the depth sensors. Hence,m̂1 consists of
the prior estimates for these parameters, with zeros for the
remaining parameters. The regularization matrixH1 is of the
form of Eq. ~8! with diagonal elements consisting of the
reciprocal of the estimated uncertainty for parameters with
prior estimates, and zeros for the remaining parameters. The
second regularization term is taken to represent thea priori
expectation of a smooth array shape. Hence,m̂2 is taken to
be zero, andH2 is of the form of Eq.~9! for the hydrophone
position parameters, with the independent variableu in Eq.
~9! taken to be the nominal hydrophone offsets. Rows of
zeros are included inH2 at appropriate locations to separate
the measures of curvature inx andz. In this case, minimizing
Eq. ~10! leads to

m5m̂11@JTGTGJ1m1H1
TH11m2H2

TH2#21

3@JTGTGd2Jm̂1#. ~11!

The AEL inversion algorithm consists of an iterative appli-
cation of Eq.~11!, initiated from an arbitrary starting model.
Convergence of the algorithm is based on~i! obtaining a
misfit to the measured data ofx25N, and ~ii ! obtaining a
stable solution such that the rms~root-mean-square! change
in the sensor positions between iterations is less than 0.1 m.
Regarding the first criterion, note that although Eq.~11! is
derived based on thex2 misfit for the linear inverse problem
~4! that approximates the nonlinear problem~1! at each it-
eration, the convergence of the inversion algorithm must be
judged in terms of the nonlinear misfit

x25uG~ t~m!2t!u2. ~12!

The most subtle aspect of implementing the inversion in-
volves assigning values to the two trade-off parameters,m1

and m2 , which control the balance between the data misfit
and the two forms ofa priori information. An effective
procedure12 is to set

m25bm1 ~13!

for a fixed value ofb, and determine the value ofm1 at each
iteration which yields the desiredx2 misfit. The parameterb
provides a relative weighting between fitting the prior esti-
mates~emphasized with smallb! and achieving a smooth
model ~emphasized with largeb!. The final model obtained
from this procedure can then be examined to ascertain
whether the value ofb was appropriate based on the param-
eter misfit associated with thea priori estimates, defined by

x̂25uH1~m2m̂1!u2. ~14!

To fit the prior estimates to a statistically meaningful level
requiresx̂2'N̂, whereN̂ is the number of model parameters
with a priori estimates. Ifx̂2!N̂ for a modelm constructed
according to Eq.~11!, then the prior information is fit more
closely than is reasonable statistically, and a larger value ofb
is required to reduce the relative weighting of the prior in-
formation. Conversely, ifx̂2@N̂, the prior information is not
fit closely enough, and a smaller value ofb is required to
increase the weighting of the prior information. The inver-
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sion can be repeated with a new value ofb until x̂2'N̂ is
achieved. In practice, determining an appropriate value forb
is a straightforward procedure, typically requiring two or
three trial inversions for a particular problem. The value ofb
usually remains constant when inverting successive data sets
with similar uncertainties; hence, the algorithm is appropri-
ate for batch processing.

The above procedure reduces the problem of determin-
ing two trade-off parameters to a 1D search for the parameter
m1 . The parameterm1 is chosen so thatx2 is reduced by a
controlled amount~e.g., a factor of 5! at each iteration until
x25N is achieved. Controlling the reduction inx2 limits the
change in the model at each iteration, which helps ensure
that the linearization is valid and stabilizes the convergence.
In practice, it is straightforward to determine the value ofm1

which produces the desiredx2 at a given iteration sincex2

increases monotonically withm1 @this is evident from the
minimization of Eq.~10! in which m1 weights the prior in-
formation at the expense of thex2 misfit; alternatively, it can
be proved that]x2/]m1 is inherently positive24#. At early
iterations an approximate value form1 is sufficient, and a
bisection algorithm is employed. Near convergence New-
ton’s method is used for greater precision.

B. Ray theory implementation

The AEL inversion algorithm described in the preceding
section assumes that the forward mapping~i.e., the ray trac-
ing algorithm! correctly treats shadow and convergence
zones at the array in an efficient, automated mode. This sec-
tion briefly describes the approach devised to carry this out.
The approach is perhaps best described by considering a spe-
cific example, such as that shown in Fig. 3. In this example,
the ocean sound-velocity profile was measured during the
COAMS ’99 marine seismic survey, and the bathymetry is
representative of the experiment site. Figure 3 illustrates the
direct and bottom-reflected acoustic rays traced from a nomi-
nal source depth of 2 m to anominal receiver depth of 20 m.
Due to the negative sound-velocity gradient in the near-
surface waters, the direct rays are refracted downward and do
not intersect the receiver depth at offsets beyond approxi-
mately 600 m, producing a direct-ray shadow zone. The
bottom-reflected rays are strongly influenced by the bathym-
etry, and exhibit shadow zones~e.g., at offsets of approxi-

mately 520–640 m! and convergence zones~e.g., 1200–
1400 m offset! at the nominal receiver depth.

An efficient identification of ray arrivals can be accom-
plished by precomputing look-up tables of the offsetx and
travel time t associated with all possible ray parametersp,
which define the ray take-off angle~see the Appendix!. Fig-
ure 4 illustrates these tables for the bottom-reflected rays. In
Fig. 4~a!, shadow zones result in vertical discontinuities in
the offset plot, i.e., offsets which are not reached for any
value ofp ~e.g., 520–640 m offset!. Convergence zones re-
sult in overlapping segments in the offset plot, i.e., offsets
that are reached for more than onep value~e.g., 1200–1400
m offset!. To determine the eigenray connecting source and
receiver for a given offset, the table represented by Fig. 4~a!
can be consulted to find an appropriate starting value forp.
The ray parameter is then refined for the actual source and
receiver depths using Newton’s method, as described in the
Appendix. If the table indicates the particular offset is within
a shadow zone, no eigenray exists. If the table indicates that
the offset corresponds to a convergence zone, the traveltime
table@Fig. 4~b!# is consulted to determine which of the pos-
sible values ofp produces the shortest travel time. Look-up
tables need be computed only once at the start of the inver-
sion procedure, and are applicable provided the actual source
and receiver depths are within approximately 30–50 m of the
nominal depths. If the variability in receiver depths is greater
than this, multiple look-up tables can be computed.

C. Synthetic inversion example

This section illustrates AEL inversion for marine seismic
arrays with a realistic synthetic example; the following sec-
tion considers inversion of data measured during the
COAMS ’99 survey. The number and spacing of the hydro-
phones and depth sensors used in the synthetic example is
identical to that of the COAMS array, shown in Fig. 2. The
true array shape is shown by the dotted line in Fig. 5~a!; the
source depth was taken to be 3 m. The sound-velocity pro-

FIG. 3. Sound-velocity profile and representative direct and reflected ray
paths for the synthetic inversion example with nominal source and receiver
depths of 2 and 20 m, respectively.

FIG. 4. Reflected ray offsetx and travel timet as a function of ray parameter
p for the synthetic inversion example.
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file, bathymetry and nominal ray paths are shown in Fig. 3,
and the ray-parameter look-up tables in Fig. 4. For this en-
vironment, there are a total of 32 missing ray arrivals con-
sisting of 21 direct arrivals~all hydrophones beyond 650 m
offset! and 11 reflected arrivals~ten at hydrophones between
537–632 m, one at 1052 m!. For the inversion, the synthetic
travel-time data included Gaussian-distributed random errors
with a standard deviation of 0.5 ms, the five depth-sensor
measurements included errors of standard deviation 0.5 m,
and the source depth estimate was in error by 1 m.

The starting model for the inversion, shown by the solid
line in Fig. 5~a!, was taken to be a straight array at 10 m
depth, with both a uniform error~shift! of 2100 m and ran-
dom errors of standard deviation 10 m in the hydrophone
offsets. This poor starting model is designed to illustrate the
convergence of the inversion algorithm. The algorithm re-
quired 7 iterations to converge: the model produced at itera-
tions 1, 5, and 7~final model! are shown in Figs. 5~b!–~d!.
The convergence properties of the inversion are illustrated in
Fig. 6, which shows thex2 data misfit, the rms model change
between iterationsD, and the model roughnessR5uH2mu as
a function of iteration number. Thex2 misfit @Fig. 6~a!# de-
creases from a high initial value of 1.23106 for the starting
model~iteration 0! to the desired value ofx25173~the num-
ber of measured data! by iteration 7, at which pointD has
reached its threshold of 0.1 m for convergence@Fig. 6~b!#. As

the data are more accurately fit, the structure of the array is
resolved, and the roughnessR increases from an initial zero
value to a final value of 23 m21 @Fig. 6~c!#.

The final inversion result, shown in Fig. 5~d!, is in ex-
cellent agreement with the true array shape. Note in particu-
lar that the array shape is well determined even at ranges
beyond 537 m where there is never more than one arrival per
hydrophone~and in some cases, no arrivals!. The inversion
result is clearly sensitive to the true array shape between
depth sensors, providing good estimates of the hydrophone
offsets and ranges, although the agreement gradually de-
grades with offset. The inversion result exhibits less structure
~curvature! than the true array, providing a somewhat conser-
vative estimate of the array shape. The rather complicated
shape of the true model in this example was chosen to illus-
trate the ability of the AEL inversion to discern array shape
with less than two arrivals; for a smoother true model, even
better agreement would be expected. The complete inversion
required about 3 min computation time on a 450 MHz PC
running Interactive Data Language~IDL !. For a better choice
of starting model, the computation time is reduced by one-
half or more. A virtually identical result was obtained by
initiating the algorithm from a wide range of starting models,
indicating the inversion is essentially insensitive to the
choice ofm0 . Finally, for comparison, Fig. 5~e! shows the
result of applying a cubic spline interpolation for the array
shape, using the true hydrophone offsets~not generally
known! and the depth sensor measurements. The array shape

FIG. 5. Models obtained at iterations 0~starting model!, 1, 5, and 7~final
model! of the synthetic inversion example are given by solid lines in~a!–
~d!, respectively. Dotted lines indicate the true array shape, and crosses
indicate depth-sensor positions. For comparison, the results of a cubic spline
interpolation of the depth-sensor points is shown in~e!.

FIG. 6. Convergence properties for the synthetic inversion example.~a!
shows thex2 data misfit,~b! shows the rms model change between iterations
D, and ~c! shows the model roughnessR as function of iteration number.
Dotted lines indicate the threshold values forx2 and D that must be
achieved for convergence.
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between depth sensors is not meaningful, leading to substan-
tial positioning errors, particularly at the~unconstrained!
leading end of the array.

IV. APPLICATION TO COAMS ’99 DATA

A. Inversion of AEL data

In this section, the AEL inversion algorithm developed
in Sec. III is applied to data from the COAMS ’99 marine
seismic survey, described in Sec. II. An example of the raw
seismic data sections recorded during this survey is given in
Fig. 7. The direct and bottom-reflected acoustic arrivals are
identified on this section, and coherent sub-bottom reflec-
tions are also evident. The first-break travel times for the
direct and reflected arrivals were picked using an automated
matched-filter approach applied within prescribed time win-
dows, with an estimated uncertainty of 1 ms~approximately
the sampling interval!. Note that direct arrival attenuates
with offset due to refraction effects. It is difficult to identify
this arrival beyond approximately 450 m in Fig. 7, and it
cannot be picked reliably beyond 600 m.

The result of the AEL inversion for the COAMS array is
shown in Fig. 8~a!. The array shape smoothly fits the five
depth-sensor estimates~large crosses!. The observed shape is
easily explained since the array itself is positively buoyant,
but was weighed down by the heavy tow-cable at the leading
end, and by sheet lead ballast attached to the array every 25
m beyond the third depth sensor~;800 m offset in Fig. 8!, as
described in Sec. I.

Although the array shape in Fig. 8~a! appears to be rela-
tively simple, it represents a substantial improvement over a
spline fit to the depth-sensor estimates, shown in Fig. 8~b!. In

particular, the hydrophone positions determined from the
spline fit are in poor agreement with the measured acoustic
travel times. While the data misfit for the hydrophone posi-
tions determined via AEL inversion achieved the expected
value ofx25184~the number of direct and reflected acoustic
arrivals!, the misfit computed for the hydrophone positions
determined by the spline fit isx2513 315, more than 70
times the expected value. The travel-time data predicted for
the hydrophone positions computed via AEL inversion and
spline fit are compared to the observed data in Fig. 9. In
particular, the reflected arrivals@Fig. 9~b!# show substantial
differences between the measured travel times and those
computed for the spline fit at both short and long offsets.

FIG. 7. Seismic section recorded using the COAMS array, showing the
two-way travel time~TWT! of acoustic arrivals as a function of the nominal
offset. Direct and bottom-reflected acoustic arrivals are indicated as D
and R.

FIG. 8. COAMS array shape. Individual hydrophone positions are indicated
by crosses, with large crosses indicating hydrophones co-located with depth
sensors.~a! shows the result of AEL inversion for hydrophone depths and
offsets; ~b! shows the result of cubic spline interpolation for hydrophone
depths at nominal offsets.

FIG. 9. Comparison of measured travel times~solid lines! with those com-
puted for hydrophone/source positions as determined by the AEL inversion
~dotted lines! and spline interpolation~dashed lines!. Travel times are shown
in ~a! for the direct arrival, and in~b! for the reflected arrival. The horizontal
axis represents the true hydrophone offsets.
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To estimate the uncertainties associated with the AEL
hydrophone localization, a Monte Carlo appraisal23 was car-
ried out. In this appraisal, the ‘‘true’’ hydrophone positions
and source depth were taken to be those determined by the
AEL inversion of the COAMS data@Fig. 8~a!#, and simulated
travel-time data were computed for this configuration. Each
realization of the Monte Carlo process consisted of adding
random errors to the simulated data, assigninga priori
depth-sensor and source-depth estimates based on adding
random errors to the true values, and subsequently applying
the inversion algorithm initialized from a random starting
model. The data errors were drawn from a Gaussian distri-
bution with zero mean and standard deviation of 1 ms; the
prior-estimates errors were Gaussian-distributed with a stan-
dard deviation 0.5 m for the depth-sensor measurements and
1 m for the source depth~these errors are identical to those
assumed for the measured data, as described previously!. In
total, 60 inversion were carried out and the standard devia-
tion ~relative to the true value! of each hydrophone position
was computed from the set of solutions. The resulting stan-
dard deviations are shown in Fig. 10. The hydrophone offset
errors, shown in Fig. 10~a!, are small~;0.2 m! out to offsets
of approximately 600 m where two acoustic arrivals are usu-
ally present. Beyond this, the errors increase steadily to ap-
proximately 1.4 m at the maximum offset. The depth errors,
shown in Fig. 10~b!, are&0.5 m at all offsets. Beyond about
600 m, the depth errors exhibit minima at the locations of the
depth sensors; however, at shorter offsets this is not the case.
The results of a Monte Carlo appraisal such as this should
generally be treated as an optimistic estimate of the actual
uncertainty. The AEL appraisal neglects any errors due to the
parameterization of the model as a 2D array, the assumption
of Gaussian data and prior-estimate errors, and the use of 1D
ray-tracing with specular reflection as the forward mapping.

B. Seismic velocity analysis

This section illustrates the importance of accurate AEL
in marine seismic processing using data from the COAMS
’99 survey. A primary goal of marine seismology is to deter-
mine a seabed seismic velocity model, which can be used to
identify and classify sub-bottom lithology. Velocity estima-
tion from multi-channel seismic data is generally performed
by generating a velocity spectrum using semblance
techniques.1,25 This is an automated approach which calcu-
lates the semblance~a measure of coherency! for the normal
moveout of multichannel data as a function of travel time
and moveout velocity. Peaks in a contour plot of the sem-
blance vs travel time and velocity~known as the velocity
spectrum! correspond to reflected arrivals, and can be used to
identify the seismic velocity profile and zero-offset travel
times.

Seismic velocity analysis requires a good knowledge of
the source and receiver positions~offset and depth!. A basic
assumption of the semblance technique is that the source and
receivers are collinear and are located at the same depth.
Corrections for nonuniform hydrophone depths can be made
by adding appropriate time shifts to the seismic traces, which
is equivalent to a vertical shift in position. The time shift is
generally calculated based on the average sound velocity in
the water column, assuming straight-line acoustic propaga-
tion ~for the relatively small corrections in position, the error
in neglecting ray curvature is negligible!.

Prior to applying velocity analysis to the COAMS seis-
mic data, the following standard processing steps were car-
ried out:1,25 ~i! bandpass filtering to remove low-frequency
noise;~ii ! predictive deconvolution to suppress water-column
multiples and the effects of source bubble oscillations;~iii !
f -k ~frequency-wave-number! filtering to suppress towing
noise;~iv! slant-stack filtering to enhance the signal to noise
ratio; and~v! sorting into the common midpoint~CMP! do-
main and generating super-CMP stacks by combining six
adjacent CMPs to increase the stack fold~i.e., the number of
reflections sampling the CMP!.

Semblance plots were calculated for the COAMS data
assuming three different array geometries~Fig. 11! to illus-
trate the importance of accurate AEL on the velocity analy-
sis. Figure 11~a! shows the velocity spectrum calculated after
correcting for the estimated receiver positions based on the
results of the AEL inversion@Fig. 8~a!#. The velocity esti-
mate for the seafloor reflection at 1.8 s two-way travel time
~TWT! is about 1500 m/s, which is in good agreement with
the harmonic-mean sound velocity of 1485 m/s for the mea-
sured sound-velocity profile. In addition, the velocity spec-
trum is generally sharp and well-resolved, and the maxima
representing individual sub-bottom reflectors can be easily
identified. These features are consistent with correct hydro-
phone positions. The continuous velocity profile estimated
from the peak of the velocity spectrum is indicated by the
solid line.

Figure 11~b! shows the velocity spectrum calculated us-
ing the nominal offsets and a constant hydrophone depth of
15 m below the source depth. The maximum associated with
the seafloor reflection in this velocity spectrum is located at
approximately 1300 m/s, which is;200 m/s too small. In-

FIG. 10. Uncertainty estimates from Monte Carlo appraisal. The standard
deviations of the hydrophone offsets and depths are shown in~a! and ~b!,
respectively. The large crosses indicate hydrophones co-located with depth
sensors.
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dividual local maxima corresponding to deeper reflections
can still be identified, but the spectrum is not sharply re-
solved, and the velocities associated with reflections are gen-
erally too small. Figure 11~c! shows the velocity spectrum
computed using the nominal hydrophone offsets and the
spline-interpolation results for the hydrophone depths@Fig.
8~b!#. Velocities cannot be identified accurately from this
spectrum as the individual maxima are smeared over much
of the velocity range. The maximum associated with the sea-
floor reflection is split into two isolated peaks of nearly iden-
tical magnitude covering a velocity range from approxi-
mately 1450–1900 m/s, precluding a unique identification of
velocity. The examples in Fig. 11 clearly show the improve-
ment in velocity analysis obtained using accurate AEL inver-
sion.

V. SUMMARY AND DISCUSSION

This paper developed an efficient inversion algorithm
for the 2D localization of hydrophones of a towed marine
seismic array. The inversion combines information from di-
rect and bottom-reflected acoustic arrivals from the seismic
source together with depth measurements made at intervals
along the array and the physical assumption that the array
shape is smooth. Hydrophone positions and source depth are
obtained via regularized inversion of ray travel times for the
smoothest array shape that is consistent statistically with the
acoustic data and prior depth estimates. The smoothest shape
is determined by minimizing array roughness~curvature!.
Determining the smoothest solution applies a prior model for
the correlation between hydrophone positions that allows 2D
localization for hydrophones that measure less than two ar-
rivals due to water column-refraction or bottom-reflection
effects ~i.e., an under-determined inverse problem!. For the
shallow towing geometry considered here, this amounts to
approximately half of the array by length. Minimizing rough-
ness also produces the simplest array shape consistent with
the data; features in the solution are definitely required by
the data, and are not simply artifacts of the inversion algo-
rithm or starting model. The common AEL approach of ap-
plying a cubic spline interpolation to prior position estimates

is equivalent to inversion for the smoothest shape with no
acoustic data; including acoustic data in the inversion pro-
vides strong additional constraints on hydrophone positions.

The inversion algorithm was applied to localize the ele-
ments of the 102-hydrophone, 1.2-km COAMS array during
a marine seismic survey of sediment gas hydrate deposits off
western Canada. The array shape determined was in good
agreement with the known weight-buoyancy distribution
along the array. A Monte Carlo simulation of the inversion
indicated errors of 0.2–1.5 m in offset and&0.5 m in depth.
The hydrophone locations determined by AEL inversion
were shown to produce a substantial improvement in seismic
velocity analysis compared to locations determined by a
spline fit to the depth-sensor measurements and compared to
a uniform-depth approximation. Finally, the approach devel-
oped here to treat underdetermined AEL for a towed array is
generally applicable to other settings where either hydro-
phones or sources are expected to be distributed smoothly in
space or to move along smooth tracks.
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APPENDIX: RAY TRAVEL TIMES AND DERIVATIVES

The AEL inversion algorithm requires the computation
of ray travel times and partial derivatives with respect to
source and receiver coordinates. Expressions for these quan-
tities for direct arrivals~including turning rays! and reflec-
tions from flat boundaries are given in Ref. 9. This Appendix
derives travel-time derivatives for the case of reflections at a
seafloor with arbitrary bathymetry. Some effort is expended
here in deriving analytic expressions for the derivatives since
numerical finite-difference approximations are generally in-
ferior in inversion algorithms due to their inefficiency and to
the difficulty in automating adaptive methods for determin-
ing the step size required for stable results.

FIG. 11. Seismic velocity analysis of
COAMS data using~a! hydrophone
positions determined by AEL inver-
sion, ~b! nominal hydrophone offsets
and depths 15 m below source, and~c!
nominal hydrophone offsets and
depths determined from cubic spline
interpolation of depth-sensor measure-
ments. Solid line in~a! represents the
estimated velocity profile.
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Let the sound velocity profile be given byc(z), the
hydrophone and source positions be (xh ,zh) and (0,zs), re-
spectively, and the depth and bottom slope at the reflection
point bezb anda. The horizontal offsetx and travel timet
along a reflected acoustic ray are given by1

x5E
zs

zb p1c~z!dz

@12p1
2c2~z!#1/22E

zb

zh p2c~z!dz

@12p2
2c2~z!#1/2, ~A1!

t5E
zs

zb dz

c~z!@12p1
2c2~z!#1/22E

zb

zh dz

c~z!@12p2
2c2~z!#1/2.

~A2!

In Eqs. ~A1! and ~A2!, p15cosu1(z)/c(z) and p2

5cosu2(z)/c(z) represent the ray parameters~constant along
a ray path! of the downward- and upward-traveling rays,
whereu1(z) andu2(z) are the ray grazing angles at depthz.
The difference between the reflected and incident ray param-
eters is due to the change in ray angle upon reflection at the
bottom; this can be shown to lead to the relationship,

p25p1 cosa1sina@12p1
2c2~zb!#1/2/c~zb!. ~A3!

The eigenray connecting source to receiver is determined by
searching for a ray parameter value that produces the correct
receiver offsetx5xh ~to a specified tolerance! using Eqs.
~A1! and~A3!. We have implemented an efficient procedure
of determiningp1 using Newton’s method. As described in
Sec. II B, an initial estimatep0 is obtained from a look-up
table, such as illustrated in Fig. 4. An improved estimate is
obtained by expandingx in a Taylor’s series aboutp0 and
neglecting higher-order terms to yield

p15p01F]x~p0!

]p1
G21

~xh2x~p0!!. ~A4!

If x(p1) computed from Eq.~A4! is within the tolerance of
the desired offsetxh , the procedure is complete. If not, the
starting value is updated,p0←p1 , and the procedure re-
peated iteratively until a satisfactory value is obtained. Since
Newton’s method converges quadratically near the solution,
this is an efficient procedure to determine eigenrays to high
precision. The partial derivative in Eq.~A4! can be obtained
by differentiating Eq.~A1! according to Leibntiz’s rule,

]x

]p1
5E

zs

zb c~z!dz

@12p1
2c2~z!#3/22E

zb

zh c~z!dz

@12p2
2c2~z!#3/2

]p2

]p1

1F p1c~zb!

@12p1
2c2~zb!#1/21

p2c~zb!

@12p2
2c2~zb!#1/2G ]zb

]p1
.

~A5!

Computation of Eq.~A5! requires expressions for]p2 /]p1

and]zb /]p1 . The former can be obtained by differentiating
Eq. ~A3! to yield

]p2

]p1
5cosa2

sina

@2p1
2c2~zb!#1/2

3Fp1c~zb!1
1

c2~zb!

]c~zb!

]p1
G . ~A6!

In Eq. ~A6!, ]c(zb)/]p1 is given by

]c~zb!

]p1
5

]c~zb!

]zb

]zb

]p1
, ~A7!

where]c(zb)/]zb is the sound-velocity gradient at depthzb .
To derive an expression for]zb /]p1 , assume that ray curva-
ture is negligible. Then,

]zb

]p1
5

]zb

]~cosu/c!
52

c

sinu

]zb

]u
. ~A8!

The relationship betweendzb and du is illustrated in Fig.
A1~a!. From this figure, triangleSACleads to

dx5cotudzb2~zb2zs!/sin2 udu, ~A9!

and triangleBCD leads to

dx5cotadzb . ~A10!

Solving Eqs.~A8!–~A10! leads to the desired expression,

]zb

]p1
5

c~zb!~zb2zs!sina

sin2 u sin~u2a!
. ~A11!

Although Eq. ~A11! was derived neglecting ray curvature,
comparisons of]x/]p1 computed via Eqs.~A5!–~A7! and
~A11! with carefully-applied numerical derivatives~includ-
ing ray curvature! generally agreed to four significant digits,
and were more accurate than expressions derived ignoring all
effects of ray curvature@i.e., replacingc(z) by a constantc#.

Once a suitable ray parameter is determined, the travel
time along the ray path is computed using Eq.~A2!. In ad-
dition to travel times, the inversion algorithm requires partial

FIG. A1. Geometric constructions used to calculate~a! ]zb /]p1 , and ~b!
]zb /]zs .
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derivatives of the travel time with respect to receiver and
source coordinates. Consider first the travel-time derivative
with respect to the hydrophone offsetxh ,

]t

]xh
5

]t

]p1

]p1

]x

]x

]xh
. ~A12!

Noting that]x/]xh51 for an eigenray,

]t

]xh
5

]t

]p1
Y ]x

]p1
. ~A13!

In Eq. ~A13!, ]x/]p1 is given by Eq.~A5!, and ]t/]p1 is
obtained by differentiating Eq.~A2!,

]t
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, ~A14!

where]p2 /]p1 and ]zb /]p1 are given by Eqs.~A6!, ~A7!,
and ~A11!.

Next, consider differentiating Eq.~A2! with respect to
hydrophone depthzh ,

]t

]zh
5F E
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zb p1c~z!dz

@12p1
2c2~z!#3/2

2E
zb

zh p2c~z!dz

@12p2
2c2~z!#3/2

]p2

]p1
G ]p1

]zh

2
1

c~zh!@12p1
2c2~zh!#1/2. ~A15!

In Eq. ~A15!, an expression is required for]p2 /]zh . To
obtain this, note that sincex andzh are independent coordi-
nates,]x/]zh50, which leads to

]x

]zh
505E

zs

zb c~z!dz

@12p1
2c2~z!#3/2

]p1

]zh

2E
zb

zh c~z!dz

@12p2
2c2~z!#3/2

]p2

]p1

]p1

]zh

2
p2c~zh!

@12p2
2c2~z!#1/2. ~A16!

Solving Eq.~A16! for ]p1 /]zh yields

]p1

]zh
5F p2c~zh!

@12p2
2c2~z1!#1/2GF E

zb

zh c~z!dz

@12p2
2c2~z!#3/2

]p2

]p1

2E
zs

zb c~z!dz

@12p1
2c2~z!#3/2G21

. ~A17!

The final partial derivative required is]t/]zs ; differen-
tiating Eq.~A2! leads to

]t

]zs
5

21

c~zb!@12p1
2c2~zb!#1/21F E

zs

zb p1c~z!dz

@12p1
2c2~z!#3/2

2E
zb

zh p2c~z!dz

@12p2
2c2~z!#3/2

]p2

]p1
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]zs
1

1

c~zb!

3@@12p1
2c2~zb!#21/21@12p2

2c2~zb!#21/2#
]zb

]zs
.

~A18!

Evaluating Eq.~A18! requires expressions for]p1 /]zs and
]zb /]zs . Noting ]x/]zs50 leads to

]p1

]zs
5H p1c~zs!

@12p1
2c2~z1!#1/21F p1

@12p1
2c2~zb!#1/2

1
p2
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3H E
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zb c~z!dz

@12p1
2c2~z!#3/2

2E
zs

zb c~z!dz

@12p2
2c2~z!#3/2

]p2

]p1
J 21

. ~A19!

The relationship betweendzb and dzs is illustrated in Fig.
A1~b!, neglecting ray curvature. TriangleSAB leads todx
5cosudzs and triangleCDE leads todx5cotadzb ; combin-
ing these results yields

]zb

]zs
5

tana

tanu
. ~A20!

The integrals involved in the above equations can be
solved analytically if the sound-velocity profile is repre-
sented by a series of layers with a linear sound-velocity gra-
dient in each layer. Letzk and ck represent the depth and
sound velocity at the top of thekth layer andck8 be the
gradient in this layer. The three integral forms required may
be evaluated as follows, where it is assumedzj.zi and wk

[@12p2ck
2#1/2,

E
zi

zj pc~z!dz

@12p2c2~z!#1/25(
k5 i

j 21
wk2wk11

pck8
, ~A21!

E
zi

zj dz

c~z!@12p2c2~z!#1/25(
k5 i

j 21
1

ck8
F loge

ck11~11wk!

ck~11wk11!G ,
~A22!

E
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@12p2c2~z!#3/25(
k5 i

j 21
wk2wk11

p2ck8wkwk11
. ~A23!
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Acoustic echo detection and arrival-time estimation
using spectral tail energy
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An algorithm is introduced for detecting signal and echo onsets and estimating their arrival times in
multipath acoustic data. The algorithm accommodates superimposed narrow-band signals with
continuous onsets, unknown envelopes, and arrival-time separations of less than one cycle at the
dominant tonal frequency. It does not require the multipath components to be shifted and weighted
replicas of each other or of a template signal. The separation of closely spaced signals is enabled by
applying a prefilter that isolates spectral ‘‘tail’’ energy in which the onsets are discernible, and by
operating on the filtered data using a matched-subspace detector that is conditioned on previously
detected onsets. This algorithm has particular value for laboratory measurements, as it utilizes the
high signal-to-noise ratios available in a laboratory to solve a previously intractable detection and
estimation problem. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1381027#

PACS numbers: 43.60.Qv, 43.60.Cg, 43.58.Vb@JCB#

I. INTRODUCTION

When a periodic signal is multiplied by a time gate with
finite or semi-infinite extent, the result is a smearing of the
signal’s spectrum due to its being convolved with the spec-
trum of the gating function. The convolved spectrum has
magnitude peaks occurring at the frequencies associated with
the periodicities, with decaying ‘‘tails’’ on either side of the
spectral peaks. This paper presents a spectral tail energy
matched-subspace~STEMS! algorithm that makes use of this
tail energy to estimate the number of multipath components
and the onset time of each component in single-sensor mul-
tipath acoustical data. The algorithm accommodates super-
imposed signals with narrow bandwidths, long duration, un-
known envelopes, distorted echoes, and onset time
separations of less than a cycle at the lowest tonal frequency.

The STEMS algorithm comprises two major compo-
nents: a prefilter and an iterative detection/estimation algo-
rithm. The prefilter isolates spectral tail energy in which sig-
nal onsets are more discernible than in the received data.
This tail energy is significantly smaller than the total signal
energy, so the method requires a high signal-to-noise ratio
~SNR!. The algorithm is intended for use in repeatable labo-
ratory experiments, where the observed data can be averaged
over multiple experiments to increase SNR to a suitably high
level. The iterative detection/estimation algorithm operates
on the filtered data. During each iteration, a single multipath
component is detected and its arrival time is estimated. A
matched-subspace test statistic is calculated for each candi-
date arrival time using an oblique projection operator that
suppresses energy due to previously detected onsets. If any
values of the test statistic exceed the detection threshold, the
location of the maximum is chosen as an arrival time. The
algorithm stops iterating when no values exceed the thresh-
old.

Echo detection and arrival-time estimation in multipath
data have received a great deal of attention in radar, active
sonar, array signal processing, and seismology.1 Previous

methods, however, depend on signal structure that is not
available in the signals of interest here. For example, multi-
path components are sometimes assumed to be delayed rep-
licas of each other.2 Alternatively, the components are as-
sumed to be delayed and scaled replicas of a transient that is
either known or has a known parametric form.3 Homomor-
phic deconvolution methods4 circumvent the need for de-
layed replicas, but these methods require the signal compo-
nents to have finite time duration, large bandwidth~B!, and
arrival separations greater than 1/B. The STEMS algorithm
is unique because it accommodates signals that do not satisfy
the structure required by existing algorithms.

The motivation for this work is calibration testing of
sonar transducers whose transfer functions are sensitive to
temperature and pressure. Because of this sensitivity, testing
must be performed in water-filled tanks whose temperature
and pressure are varied in a controlled way. In a typical test,
a transducer’s unknown transfer function is characterized by
measuring its steady-state response to a gated sinusoid at
discrete frequencies across a band of interest, a process
known as ‘‘stepped-sine’’ testing.5 A difficult test scenario
involves high-power acoustic projectors with low-frequency
resonances and transient-response durations exceeding the
echo-free response time of the measurement tank. In such
cases, the echo-free steady-state response is estimated from
echo-contaminated data using a previously developed multi-
path modeling algorithm.6 That algorithm encounters nu-
merical difficulties when attempting to simultaneously esti-
mate the arrival times and other parameters for signals with
closely spaced arrivals, and it requires knowledge of the
number of echoes. Since irregular structures such as protrud-
ing lids and absorptive wedges make geometrical time-of-
flight calculations for echoes infeasible, the need exists for
an algorithm that estimates the number of significant echoes
and their arrival times. These estimates are then used as fixed
inputs for subsequent processing by multipath modeling al-
gorithms.

967J. Acoust. Soc. Am. 110 (2), Aug. 2001 0001-4966/2001/110(2)/967/6/$18.00 © 2001 Acoustical Society of America



II. STEMS ALGORITHM

The received multipath signal is sampled into the
N-dimensional vectory, which is modeled as

y5s1w, ~1!

wheres is the deterministic multipath signal andw is white
Gaussian noise. For periodic or almost-periodic signals, the
spectrum contains sharp peaks at the ‘‘tonal frequencies.’’
For example, the tonal frequencies in a transducer’s response
to a stepped sinusoid include the driving frequency and the
device’s resonance frequencies. The tail energy is located on
either side of these tonal peaks. In the example presented in
Sec. III, the tail energy is extracted from the high-frequency
side of the single tonal peak since the high-frequency tail
energy provides better temporal resolution than does the low-
frequency tail. In this case, the passband of the tail-energy
filter is placed between the tonal frequency and the fre-
quency at which the noise spectral energy exceeds the tail
energy of the signal. For signals with multiple tonal frequen-
cies, the filter passband is placed between tonal frequencies.

When designing the tail-energy filter, frequency side-
lobes are a critical issue since tonal energy falling within the
sidelobes could easily be significant relative to the tail en-
ergy. To avoid this issue, the time-domain tail component is
generated by taking a fast Fourier transform~FFT!, multiply-
ing by a compactly supported frequency-shaping function,
and taking an inverse FFT. The frequency-shaping function
used here is a raised-cosine~Hamming! function with manu-
ally chosen center placement and width.

For the sake of the theoretical analysis to follow, it is
convenient to represent the tail component~i.e., the
bandpass-filtered data! as

g5Wy, ~2!

whereW is the symmetric realN3N bandpass operator ma-
trix, which can be written as

W5F* DF. ~3!

Here, F denotes the complex symmetricN3N Fourier
matrix,7 whosepqth element is

Fpq5
1

AN
v~p21!~q21!, ~4!

wherev5exp(2j2p/N). The N3N diagonal matrixD con-
tains samples of the filter’s frequency-shaping function along
its main diagonal, andF* denotes the complex conjugate of
F. Premultiplyingy by F corresponds to taking an FFT. Pre-
multiplying the productFy by D corresponds to weighting
the data’s spectral coefficients with the frequency-shaping
function, which has two nonzero regions corresponding to
the filter passband: one in the positive frequency range and
its mirror image in the negative frequency range. Finally,
premultiplying the productDFy by F* corresponds to taking
an inverse FFT, which generates the bandpass-filtered time-
domain signal.

Letting N~y;m,S! denote the normal density for vectory
with mean vectorm and covariance matrixS, the probability
density for the received data, as modeled by Eq.~1!, is

p~y!5N~y;s,s2IN!, ~5!

where IN is an N3N identity matrix ands2 is the noise
variance, which is estimated using the noise-only segment
prior to the onset of the directly arriving signal. Sinceg is a
linear function of the Gaussian variabley, its density model
is

p~g!5N~g;Ws,s2W2!. ~6!

The deterministic portion of the model takes the form

s5 (
k51

Nt

gkxk, ~7!

whereNt is the number of multipath components, eachxk is
a multipath component with arrival timetk , and eachgk is a
non-negative weighting coefficient. The tail component of
each individual onset is modeled as

Wxk'g̃Wmtk
5g̃htk

, ~8!

whereg̃ is an unknown scale constant,htk
5Wmtk

, andmtk

is template function such as a unit sinusoid or unit step func-
tion with start timetk .

Tail components are very similar for signals with the
same continuity properties at the onset. Figure 1 shows the
tail component of a unit stepped-sine function and a unit step
function, each starting at timet54. The stepped-sine func-
tion has a continuous onset since it turns on at the start of a
cycle. To within a weighting constant, the tail component of
the stepped sine is representative of tail components for sig-
nals with continuous onsets, such as stepped sines with dif-
ferent frequencies or ramp functions that turn on at zero. The
step-function model is representative of signals with discon-
tinuous onsets.

For closely spaced onsets, the tail energy overlaps to
some extent even in the tail energy. To account for this, the
model is extended to include previously detected onsets. The
algorithm is then iterative, and a single onset is detected in
each iteration. The model distribution for theith iteration is

pi~gut i,g i!5N~g;g iht i
1H̃i21ãi21 ,s2W2!, ~9!

where H̃i215@ht̂1
,ht̂2

,...,ht̂ i21
#. Here, each vectorht̂m

is
the tail-energy model for the onset whose arrival timet̂m is
estimated during themth iteration, andãi21 is a nuisance

FIG. 1. Onset models for stepped-sine function~top! and step function
~bottom!.
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vector of unknown weighting coefficients. The unknown
scale constantsg̃ from Eq. ~8! have been absorbed into
weight g i for the present candidate arrival time and into the
weights in ãi21 for the previously detected arrivals. In the
first iteration, H̃050 if there is noa priori information. If
there is prior knowledge~e.g., in a laboratory setting, the
onset time of the directly arriving signal is determined from
the emitter–receiver separation and sound speed!, then mod-
els for known onsets are included inH̃0.

Because of the similarity of the tail components for large
classes of signals, a single templateht can represent a wide
range of signals. In some cases, however, the data may si-
multaneously contain a mixture of different signal classes
~e.g., the classes of continuous-onset and discontinuous-
onset signals!. To accommodate such cases, the tail-
component model is generalized as a linear combination of
different onset models, that is, as

ht i
5Ht i

at i
, ~10!

where theN3p matrix Ht i
contains onset models for the

different classes andat i
is ap-dimensional nuisance vector of

unknown weights. This leads to the model density

pi~gut i,g i!5N~g;g iHt i
at i

1H̃i21ãi21 ,s2W2!. ~11!

The unknown weighting vectorsãi21 andat i
need not be

estimated since the detector and arrival-time estimator are
based on subspace projection techniques. In such methods, a
symmetric projection operator,PA, is used to project a vector
onto a subspacêA&, the range space of a matrixA. This
operator satisfies the conditionPA

2 5PA and its eigenvalues
take only the values zero and one. The associated operator
PA

'5I2PA projects a vector onto the orthogonal comple-
ment of ^A&.

An existing matched-subspace detection method8 for the
model in Eq. ~11! requires the covariance matrix to be a
projection operator. Since the covariance matrixs2W2 in
Eq. ~11! is not a projector, a statistical approximation must
be introduced to use the matched-subspace detector. To ana-
lyze the properties of the covariance matrix, the definition of
the bandpass operatorW in Eq. ~3! and the finite support of
the frequency-shaping function are noted to obtain the parti-
tioned form ofW2 given by

W25@FL* FB* FH* #F 0 0 0

0 B2 0

0 0 0
G F FL

T

FB
T

FH
T
G5FB* B2FB

T , ~12!

whereFL , FB , andFH contain the columns ofF correspond-
ing to the frequencies in the filter’s lower stopband, pass-
band, and upper stopband, respectively. The superscriptT
denotes transposition. The diagonal matrixB contains the
nonzero values of the filter’s frequency-shaping function.
This shaping function is tapered so that the filter’s impulse
response decays rapidly, which helps to eliminate interfer-
ence between the tail components of well-separated onsets.
Matrix W2 is not a projection operator since the tapering
introduces eigenvalues whose magnitudes are between zero
and one. In order to apply the subspace detector,B is ap-

proximated with an identity matrix in the covariance term,
which leads to the approximate model density

pi~gut i,g i!5N~g;g iHt i
at i

1H̃i21ãi21 ,s2PFB
!. ~13!

Here,PFB
5FB* FB

T is a projection matrix due to the properties
of FB . A maximal invariant statistic for testingH0 :g i50 vs
H1 :g i.0 in models of the form of Eq.~13! is given by8

h~t i!5gTPGt i
g, ~14!

where

Gt i
5P

H̄i21

'
Ht i

. ~15!

Given the model in Eq.~13!, the normalized statistic
h(t i)/s

2 is noncentralx2-distributed withp degrees of free-
dom and noncentrality parameterl25g i

2at i

THt i

THt i
at i

/s2,

and the uniformly most powerful~UMP! invariant test for
detecting an onset is9

h~t i!:
H0

H1

s2j, ~16!

wherej is a threshold that is set to obtain a desired false-
alarm probability

PFA512Pr$xp
2~0!<j%. ~17!

If an onset is detected in theith iteration, it is assigned an
arrival time estimate given by

t̂ i5arg max
t i

h~t i!. ~18!

This estimated arrival time is most likely to have produced
the observed data in the region near the onset.

A small mismatch between the tail components of the
model and data can sometimes lead to constructive interfer-
ence and elevated energy levels in regions removed from the
onset. To avoid triggering false alarms, the threshold is in-
flated by an amount proportional to the largest difference
between the test statistic and the threshold in all previous
iterations. For example, in the first iteration, the threshold is
s2j since no echoes have been previously detected. If the
maximum value of the detection statistic in the first iteration
is hmax, then the threshold in the second iteration is set to
s2j1z$hmax2s2j% for some small constantz. A value
z50.1 is used in the simulation experiments presented in the
next section.

III. SIMULATION EXPERIMENTS

The multipath test signal shown at the top of Fig. 2 is
representative, to within a frequency scaling, of signals ob-
tained in stepped-sine transducer measurements in a small
tank. Noisy versions of this signal are used to demonstrate
the algorithm’s operation and to evaluate its performance.

Also shown in Fig. 2 are the three components that sum
to produce the multipath signal. The second signal shown is
the directly arriving signal with arrival timet0 . This com-
ponent is the stepped-sine response of the two-pole resonant
system
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H~s!5
s2

s21~b/Q!s1b2 , ~19!

with Q58 and b52p. The corresponding resonance fre-
quency isf c51 Hz. The system’s natural response has the
damping factor a1520.3927 and frequency f 1

50.9980 Hz. The frequency of the stepped-sine drive func-
tion is f 051 Hz. Normalized drive and resonance frequen-
cies are used so that all time values are in fractions of a
cycle. The at-resonance drive frequency is used because it is
usually the most important frequency in the transfer-function
measurement. The directly arriving component in Fig. 2
grows instead of decays because the system’s natural re-
sponse opposes the forced response until it dies out. The
form of Eq. ~19! also forces the direct component to have a
continuous onset. The last two signals shown in Fig. 2 are
echoes with arrival timest1 andt2 , respectively. The echoes
are amplitude- and phase-distorted versions of the directly
arriving signal. The distortion is introduced by adding inde-
pendent random amplitude scalings and phase shifts to the
forced- and the natural-response components, subject to a
constraint that imposes continuity in the arrival onsets. This
constraint is employed to represent real-world boundary re-
flections. The continuous nature of the echo onsets makes
them very difficult to detect, even in noiseless data.

The example signal is defined by

y~ t !5 (
k50

2

xk~ t2tk!m~ t2tk!1n~ t !, ~20!

where thetk are the arrival timesm(t) is the unit step func-
tion, andn(t) is white Gaussian noise. The multipath com-
ponents are

xk~ t !5Ak,0 cos$2p f 0t1fk,0%

1Ak,1e
2a1~ t ! cos$2p f 1t1fk,1%. ~21!

The amplitudes and phases of the forced- and natural-
response portions of each multipath component are

Ak,05$8.0,8.0,8.0%,

fk,05$1.5708,1.9635,2.0944%,

Ak,15$8.0157,8.8719,10.4730%,

fk,15$21.5083,20.9847,20.7229%.

The values inside braces for each variable are for onset in-
dicesk50,1,2, respectively. All phase angles are in radians.
The example signal is generated with a sampling ratef s

564 Hz over a period of 8 s, yielding a sample sizeN
5512 and a Nyquist frequency of 32 Hz. The arrival times
are 3, 3.5, and 4.5 s for the direct signal, first echo, and
second echo, respectively. The first echo arrives one-half of a
cycle after the directly arriving signal.

The tail-energy filter and tail component are shown in
Fig. 3. Because the multipath signal does not die down to
zero during the observation time, the tail component exhibits
edge effects from the discontinuity at the end of the obser-
vation gate. In laboratory testing, the observation time and
the pretrigger delay for the excitation are controllable param-
eters, so problems from edge effects are avoided by extend-
ing the observation gate on either end to include buffer re-
gions that the algorithm disregards when performing onset
detection. The buffer regions used in the present example are
2 s ~i.e., two cycles of the driving signal! in duration.

To obtain a repeatable measure of algorithm perfor-
mance for different echoes, the multipath components in the
test signal are scaled so that the heights of the first half-cycle
are equal in all arriving components as depicted in Fig. 2.
The signal-energy calculation is based on the root-mean-
square energy in this first half-cycle. The noise energy is
calculated from the portion of the received signal occurring
before the onset of the direct signal.

The template function used in this example ismt(t)
5sin$2pf0(t2t)%m(t2t), where f 0 is the known drive fre-
quency. Algorithm iterations are demonstrated in Fig. 4,
which shows the detection statistic and the modified detec-
tion threshold from each of four algorithm iterations. Peaks
occur in the first iteration at the true onset times~3, 3.5, and
4.5 s!, but the onsets cannot be separated. The maximum in
this iteration corresponds tot53.5 s, which is chosen as the
estimate from the first iteration. The second iteration em-
ploys a detector which nulls the energy due to this onset. The
maximum is again chosen, which this time picks up the onset
at t53 s. The process is repeated until no values exceed the
threshold in the fourth iteration.

Algorithm performance is evaluated using 1000-trial
Monte Carlo analysis across a range of SNR and probability

FIG. 2. Multipath test signal and component arrivals.

FIG. 3. Positive-frequency portion of the spectrum of the noisy test signal
~SNR518 dB! overlaid with the filter frequency-shaping function~top!, and
time-domain tail component~bottom!.
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of false alarm (PFA). The onset time for the direct signal is
incorporated in these trials as prior information, so the focus
here is on the echoes. Arrival-time estimates are assigned to
the closest true arrival time. Figure 5 shows the observed
detection probabilityPD vs SNR for three different values of
PFA . Detection probabilities exceeding 99% are achieved at
SNRs of 20 dB and higher for all values ofPFA . Perfect
performance (PD51) is achieved at 22 dB and higher.
Arrival-time estimation performance is judged by the bias
and mean-squared error~MSE! of the estimates from all tri-
als in which onsets are detected. Results are shown in Fig. 6

for PFA51023 since this gave the largest number of detec-
tions. While the estimates are slightly biased, the bias is less
that 2% of a drive cycle at all SNR and it contributes very
little to the MSEs, which are on the order of 1/1000th of a
drive cycle at SNRs of 18 dB and higher.

IV. SUMMARY AND CONCLUSIONS

The STEMS algorithm is an effective approach for de-
tecting signal onsets in multipath acoustic data and for esti-
mating their arrival times. The algorithm processes high-
frequency spectral tail energy using a matched-subspace
filter that is conditioned on previously detected onsets. The
algorithm was applied to a multipath signal having long-
duration periodic components with small time separations
between arrivals, a previously intractable problem. When ap-
plied to the test signal defined in Sec. III, the method pro-
vided detection probabilities exceeding 99%, and arrival-
time MSEs on the order of 1/1000th of a cycle or less at the
drive frequency, when the SNR is 20 dB and higher. Due to
the very low noise floor and the ability to average over mul-
tiple test repetitions, SNRs of 40 to 60 dB are routinely ob-
tained in Navy calibration facilities. The SNR requirements
for method are thus well within the operating characteristics
of these facilities.

The algorithm given here assumes that the noise vari-
ance is known from a noise-only segment prior to the start of
the signal. Constant false-alarm rate~CFAR! matched-
subspace detectors8,9 can be used if the noise variance is not
known.
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Click-evoked and stimulus frequency otoacoustic emissions~CEOAEs and SFOAEs, respectively!
were studied in humans during and after postural changes. The subjects were tilted from upright to
a recumbent position~head down 30 deg! and upright again. Due to the downward posture change,
CEOAEs showed a phase increase~80 deg at 1 kHz! and a level decrease~0.5 at 1 kHz!, especially
for frequency components below 2 kHz. For SFOAEs, the typical ripple pattern showed a positive
shift along the frequency axis, which can be interpreted as a phase shift of the inner-ear component
of the microphone signal~90 deg at 1 kHz!. This also occurred mainly for frequencies below 2 kHz.
The altered posture is thought to cause an increase of the intracranial pressure, and consequently of
the intracochlear fluid pressure, which results in an increased stiffness of the stapes system. The
observed emission changes are in agreement with predictions from a model in which the stiffness of
the cochlear windows was altered. For CEOAEs, the time to regain stability after a downward turn
was of the order of 30 s, while this took about 20 s after an upward turn. For SFOAEs, this
asymmetry was not found to be present~about 11 s, both for up- and downward turns!. © 2001
Acoustical Society of America.@DOI: 10.1121/1.1381025#

PACS numbers: 43.64.Jb, 43.64.Bt, 43.64.Kc@BLM #

I. INTRODUCTION

Otoacoustic emissions~OAEs! are sounds generated in
the inner ear, which are measurable in the ear canal. They
can be divided into two categories: spontaneous and evoked
otoacoustic emissions~SOAEs and EOAEs, respectively!.
Within the category of evoked OAEs one can discern OAEs
elicited in different manners, like click-evoked, stimulus fre-
quency, distortion product, and noise-evoked OAEs~see
Probstet al., 1991; Maatet al., 2000!. Since the prevalence
of OAEs is related to hearing loss, to date, OAE measure-
ments are widely used to probe cochlear functioning.

Posture affects different aspects of hearing. First, pos-
ture has been shown to affect the audiogram fine structure,
which is related to OAEs~Wilson, 1980!. In addition, the
effects of posture have been studied for various OAE types
like SOAEs~de Kleineet al., 2000!, different kinds of tran-
sient evoked OAEs~e.g., Antonelli and Grandori, 1986; Bu¨ki
et al., 1996!, and distortion product OAEs~Büki et al.,
2000!. Hitherto, posture effects on stimulus frequency OAEs
~SFOAEs! have not been studied.

Commonly, postural effects on hearing are attributed to
changes in the static inner-ear pressure, which are thought to
alter the transmission of the OAE from the inner ear to the
ear canal. Posture is known to affect the intracranial pressure
~ICP!, probably mainly by gravity~Chapmanet al., 1990;

see also Fig. 10 of de Kleineet al., 2000!. Since the cochlear
aqueduct connects the intracranial space to the inner ear,
their respective pressures are closely related. The properties
of the cochlear aqueduct patency, however, are not fully
clear. Therefore, the exact relation between ICP and inner-ear
pressure is not trivial, especially during pressure manipula-
tions ~Gopenet al., 1997; Thalenet al., 1998!. Postural ex-
periments might give additional information on the aqueduct
patency. Furthermore, this patency might play a role in the
disturbed fluid regulation, which is hypothesized to be con-
nected to Menie`re’s disease~for a review, see Horner, 1993!.

The present report describes the behavior of click-
evoked and stimulus frequency OAEs before, during, and
after controlled postural changes. For both these emission
types, we first focused on the stationary~i.e., long-term!
changes of the emission. Second, we studied the time course
of the alterations, that is, the dynamic behavior of the chang-
ing OAE after a postural change.

II. MATERIALS AND METHODS

A. Materials

Click-evoked otoacoustic emissions~CEOAEs! and
stimulus frequency otoacoustic emissions were recorded. For
all recordings, an ER-10C microphone system from Ety-
motic Research was used with 40-dB gain. The microphone
was connected to the subject’s ear canal with a foam eartip.a!Electronic mail: E.de.Kleine@med.rug.nl
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The microphone system was calibrated in a Zwislocki cou-
pler. All recordings were performed in a soundproofed cham-
ber. Subjects were aged 19–35 years; 9 male and 19 female;
all subjects had no known hearing loss. Only one subject was
used in both experiments. Over 50% of the subjects showed
one or more SOAEs, of which only one was analyzed in
previous research~de Kleineet al., 2000!.

Click stimuli were generated using a Stanford Research
Systems DS345 function generator, which was connected to
one speaker of the ER-10C microphone system. The—
electrical—clicks consisted of 25-ms-wide rectangular pulses
with a 50-Hz repetition rate, according to a commonly used
nonlinear paradigm~one positive pulse was followed by
three negative pulses, with an amplitude of one-third!. The
microphone signal was filtered and amplified with a Krohn-
Hite 3550 filter~0.7–10-kHz bandpass! and a Stanford Re-
search Systems SR560 preamplifier~300-Hz high-pass and
20-dB gain!. The timing was controlled by a personal com-
puter and a CED 1401plus intelligent interface~suitable for
generating and receiving waveform, digital, and timing sig-
nals!. The speaker and microphone signal were simulta-
neously stored on a Denon DAT recorder with a 48-kHz
sampling rate. Off-line, the recorded signals were digitally
transferred to a computer disk using a Singular Solutions
A/D64x connected to a NeXT computer. The CEOAEs were
computed by averaging an integer multiple of four click re-
sponses~henceforth to be called a ‘‘block’’!, yielding the
nonlinear part of the response.

Stimulus frequency OAEs were measured with an
EG&G 5206 lock-in amplifier in (r ,u) mode, with a 300-ms
time constant. The output of a Bru¨el & Kj ,r 1051 sine gen-
erator was fed to the reference channel of the lock-in ampli-
fier and was delivered to one speaker of the ER-10C micro-
phone system. The microphone signal was filtered and
amplified with the preamplifier described above and returned
to the signal channel of the lock-in amplifier. Ther- and u
outputs of the lock-in amplifier~amplitude and phase! were
sampled by the CED interface described above, with a 6-Hz
sampling rate. After the experiment, the data were transferred
to a personal computer.

B. Methods

Click-evoked and stimulus frequency OAEs were mea-
sured from normal-hearing subjects in upright and supine
~230 deg! position. For both emission types, stationary as
well as dynamic aspects of the changes were studied.

The CEOAE experiments were carried out as follows.
The subject was positioned on a reclinable bed, standing up-
right @Fig. 1~a!#. The eartip was inserted in the external ear
canal and measurement was begun. After 1 min, the subject
was tilted, within 3 s, to a head-down position, face up@230
deg with respect to the horizontal plane; Fig. 1~b!#. About 2.5
min later, the reverse procedure was carried out~subject
standing upright again!. After an intervening 2.5-min inter-
val, the recording was stopped, resulting in a total recording
of 6 min.

The SFOAE measurements were carried out in two
ways. In the first place, for three subjects, a tone sweep~10
Hz/s! of constant voltage was used as stimulus. This mea-

surement was performed in the upright as well as the supine
position ~230 deg!, with an intermediate period of 2.5 min.
Second, in studying the dynamics, a tone of constant ampli-
tude and frequency was used as a stimulus, for a 5.5-min
period. During these 5.5 min, the subject’s posture was ma-
nipulated as in the case of the CEOAE experiment above
~upright–supine–upright!. Referring to this measurement as
an SFOAE measurement is disputable, since the frequency of
the tone was not swept; the method of measurement is nev-
ertheless identical. Note that this measurement is equivalent
to an impedance measurement, as performed in standard au-
diological practice, and therefore could be called accord-
ingly. Results of this second type of SFOAE measurement
were fitted with an exponential curve

f ~ t !5a~12e2a~ t2t0!!1c, ~1!

which satisfies the conditions

t5t0 f ~ t !5c

t→` f ~ t !→a1c,
~2!

where t5a21 is the related time constant. Here,f (t) is
either amplitude or phase. The fitting was done by a least-
squares algorithm.

III. RESULTS

A. Click-evoked otoacoustic emissions

Click-evoked otoacoustic emissions were measured con-
tinuously during a 6-min period, as described in the Materi-
als and Methods sections. This experiment was performed on
16 ears. Figure 2~a! shows a typical example of two
broadband-filtered CEOAEs from one ear; the two traces
correspond to the upright and supine body position, as indi-
cated. Emissions were computed by averaging the responses
of two separate periods of about 57 s~i.e., 700 blocks! of one
recording: the final stages of the first~upright: 3–60 s! and
second part~supine; 153–210 s! of the experiment. The av-
eraged signal was filtered by a broadband eighth-order But-
terworth filter ~0.5–10-kHz bandpass!. The two traces differ
clearly: mainly by phase, but also by amplitude. For all mea-
surements, the CEOAEs related to the two positions could be
distinguished easily. That is, the differences between the two

FIG. 1. The experimental setup with the subject~a! in upright position~190
deg! and ~b! in supine position~230 deg!.
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CEOAEs in upright position were much smaller than the
differences of each of these with the CEOAE in supine po-
sition.

In order to examine the frequency dependence of the
changes in the CEOAEs, we filtered the emission responses
with an eighth-order Butterworth bandpass filter with a
300-Hz bandwidth. This filtering was carried out for nine
adjacent frequency bands, with center frequencies from 850
to 3250 Hz. For these nine frequency bands, we compared
the stable~averaged! response in upright and supine body
position@cf. Fig. 2~b!#. This comparison was made by fitting
the CEOAE in upright position@ f upright(t)# to the CEOAE in
supine position@ f supine(t)#, where only a change in ampli-
tude and a shift in time were permitted:f supine(a,dt;t)
5a fupright(t1dt). In other words, the fitting procedure
yielded a gain factora and a time shiftdt which optimally
transformed the upright responsef upright(t) into the supine
responsef supine(t). Thus, for each frequency band two pa-
rameters were obtained to describe the CEOAE changes due
to the postural change:~1! an amplitude scalinga, and~2! a
time shift dt.

Following Büki et al. ~1996!, we calculated the phase
change df from the time shift dt by the relation df
52p f cdt, wheref c is the center frequency of the band filter.
Figure 3 shows the averaged changes in amplitude and phase
for all 16 experiments. In panel~a! the amplitude scaling,
and in panel~b! the phase shift was plotted versus the center
frequency of the band filter. Altogether, the postural change

resulted in a decrease of the amplitude, and a positive phase
shift. These influences were observed mainly for lower fre-
quencies (f ,2 kHz). The interindividual results showed
great variability and therefore resulted in a huge deviation
around the average. However, for individual subjects mea-
surements showed behavior similar to the average. A spectral
analysis of the CEOAE alterations did not yield additional
information. Due to the short duration of the signal~20 ms!,
the frequency resolution was only 50 Hz, which is insuffi-
cient to probe subtle phase changes.

The time course of the changes in the CEOAEs was
studied also. Since multiple responses~about 100 blocks! are
needed to gain an averaged CEOAE, we reduced the time
between stimulus pulses to be minimal, that is, 20 ms. Thus,
one block took 80 ms and, consequently, 100 blocks could be
averaged in 8.2 s. Figure 4 shows an example of a band-
filtered CEOAE~1100–1400 Hz!, for separate periods within
the 6-min experiment: the solid lines denote the steady
CEOAEs for the upright and supine position, whereas the
dashed lines denote CEOAEs from the transitional period
after the upright-to-supine rotation. In this case, the transi-
tion of the CEOAE after the downward change of position
took approximately 1 min. After the upward rotation~at t
5210 s!, it took about 20 s to regain a stable emission signal.
In our experiments, the transition after the downward turn
always lasted longer than after the upward turn, except for
one. For the downward turn the average time to regain sta-

FIG. 2. A click-evoked otoacoustic emission in upright and supine position
~190 and230 deg, respectively!; ~a! after a broadband filtering~500–5000
Hz!, and ~b! after a narrow-band filtering~1300–1600 Hz!. Solid lines:
upright ~190 deg!, dashed lines: supine position~230 deg!. All signals
represent an average of a stationary period of 57 s.

FIG. 3. The averaged amplitude and phase changes of CEOAEs, due to a
postural change from upright to supine~190 and230 deg, respectively!. ~a!
Amplitude scaling for nine adjacent frequency bands 300 Hz wide~from
700 to 3400 Hz!. ~b! Same data, for the phase shift. Error bars indicate the
standard deviation around the average, implying a large variability. The
shapes of the individual measurements were similar. The average values
represent 16 ears.
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bility was 30 s; for the upward turn it was 20 s, where the
accuracy for separate measurements was only one period of
averaging, that is, 8.2 s. It should be noted that excessive
noise from the subject could also be responsible for delaying
the stability of the signal.

B. Stimulus frequency otoacoustic emissions

In three ears, we measured stimulus frequency otoacous-
tic emissions in the two distinct positions~upright and su-
pine, 230 deg!. For each position, the measurement lasted
150 s, in which the stimulus frequency was swept from 1000
to 2500 Hz. Before the measurement in supine position, an
intermediate 2.5-min period of rest was taken, after which
we assumed the emission response to be stable again. Figure
5 shows a typical example of such an SFOAE measurement:
the amplitude and phase of the microphone signal, where the
phase is relative to the electrical stimulus signal. The dashed
lines denote the smoothed background of the actual signal
~solid lines!, obtained by a Fourier interpolation method.
Figure 6 compares the amplitudes of the SFOAE measure-
ments in upright and supine position@cf. Fig. 5~a!#. In panel
~a! the amplitudes are plotted; the traces corresponding to the
supine position were shifted by 2.5 dB. The differences be-
tween the actual trace and the background~the ripples, usu-
ally considered to be the nonlinear part of the SFOAE! were
plotted in panel~b!, for both postures. Here, the dashed line
represents the SFOAE in supine position and the solid one
the SFOAE in upright position. The two SFOAEs show a
great resemblance, but differences can be observed clearly.
The dashed line appears as a horizontally shifted version of
the solid one. This shift along the frequency axis is of the
order of magnitude of 10 Hz~a least-squares fit witha f1b
gavea520.021 andb554 Hz, corresponding to a shift of
33 Hz at 1000 Hz, down to 1.5 Hz at 2500 Hz!.

Rippled magnitude patterns, such as the ones in Figs. 5
and 6, are obtained as a result of interference between two
vectors~see the lower inset of Fig. 7!: a large one,pS corre-

sponding to the external stimulus as it is delivered to the ear,
with a smooth frequency dependence, and a smaller one,
pOAE corresponding to the emission, whose phasewOAE rap-
idly rotates, when frequencyf is increased. The peaks in the
rippled pattern appear at frequencies where the two vectors
happen to have the same phase and reinforce each other,
while the dips correspond to negative interference. Figure 7
shows the emission phasewOAE as a function of the stimulus
frequencyf, for each posture. The data were derived from the
amplitude and phase data as shown in Figs. 5 and 6, where
the stimulus sound pressureps was taken as the smooth
~dashed! background. The phase difference between supine
and upright posture could reasonably be described by a phase
shift with linear frequency dependence~a least-squares fit
with a f1b gavea523.4•1024p/Hz andb50.86p; in ef-
fect a shift of 0.52p at 1 kHz, down to 0.07p at 2.3 kHz!.

Since SFOAE measurements take a considerable amount
of time ~in our case 2.5 min!, the time course of the alter-
ations is difficult to study. Therefore, we performed SFOAE
measurements in which the subject’s posture was altered,
while a fixed frequency stimulus tone, withf 51210 Hz, was
presented~i.e., as mentioned, an impedance measurement!.
This experiment was performed on 35 ears from 25 subjects.
During these experiments, a vast majority of the measure-
ments showed clear alterations in the microphone signal. As
the phase appeared to be more sensitive to postural changes
than the amplitude, we focused on the phase of the micro-
phone signal. More specifically, the amplitude did not always
return to its initial value, and changes sometimes were very
small. Also, both positive and negative amplitude changes

FIG. 4. A detail of the process of change of one CEOAE after a postural
change from upright to supine position~190 and230 deg, respectively!.
The solid lines denote the~stationary! CEOAEs in upright and supine posi-
tion, as indicated. The dashed lines denote the CEOAEs for the transitional
period after the upright-to-supine rotation. Signals were averaged for subse-
quent periods of 10 s.

FIG. 5. ~a! The amplitude and~b! the phase of one stimulus frequency OAE
measurement, with the subject in upright position. The solid lines designate
the characteristics of the microphone signal during a frequency sweep, as
measured by a lock-in amplifier. The dashed lines were obtained by smooth-
ing the solid lines with a Fourier interpolation method.
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were observed~ranging from 24 to 12 dB!, where 57%
showed an amplitude increase, in supine position. Figure 8
shows a typical example of the phase throughout one experi-
ment. During the 5.5-min experiment the subject’s posture
was altered twice, as indicated in the graph. After each pos-
tural changes a gradual change in the phase was observed.
The phase differences between both upright positions were
much smaller than the phase difference between upright and
supine position. The phase behavior was quantified by fitting
it with a simple exponential function, yielding an amplitude
a and a time constantt for each postural change@see Eq.
~1!#. In 26 of the 35 experiments, the phase behavior was
comparable to Fig. 8, in three cases no evident phase change
could be observed, and in six cases the phase behavior was
different from Fig. 8, and thus could not be fitted with the
exponential curve from Eq.~1!. So, from 26 experiments, 52
time constants were obtained~one from the up- and one from
the downward turn!. Figure 9 shows a histogram of all the
values of these time constants. The time constants of the
downward change of position were shaded. The average of
all time constants equaled 11.4 s, with a standard deviation
of 6.1 s. For the up- and downward postural changes the
averages were 11.1 s~s.d.56.4! and 11.7 s~s.d.55.6!, re-
spectively. The difference between these averages was not
statistically significant.

FIG. 6. ~a! The amplitude of an SFOAE measurement for upright~190 deg:
lower traces! and supine position~230 deg; upper traces, shifted by 2.5 dB!.
The solid lines designate the amplitude of the microphone signal during a
frequency sweep, measured by a lock-in amplifier. The dashed lines were
obtained by smoothing the solid lines with a Fourier interpolation method.
~b! The fine structure of the amplitude of an SFOAE measurement, derived
from panel~a! by subtracting the smooth from the rippled traces. Solid line:
upright ~190 deg!, dashed line: supine position~230 deg!. The pattern was
shifted by about 30 Hz down to 1 Hz. Calculations on the phase gave similar
results; see also Fig. 7.

FIG. 7. The phasewOAE of the SFOAE as a function of the stimulus fre-
quency, for two postures. This phase was derived from the measurements
presented in Figs. 5 and 6. Solid line: upright~190 deg!, dashed line: supine
position ~230 deg!. The phase difference between supine and upright pos-
ture could reasonably be described by a phase shift with linear frequency
dependence; from 0.52p at 1 kHz, down to 0.07p at 2.3 kHz~a least-squares
fit with a f1b gavea523.4•1024 p/Hz andb50.86p! Lower inset: the
sound pressures of the stimulus tonepS and of the emissionpOAE add up to
the sound pressure in the ear canalpEC.

FIG. 8. A typical example of the phase of an SFOAE—of constant
frequency—during an experiment in which the subject’s posture was altered
at aboutt560 s andt5200 s, as indicated. Such measurements could be
described by a simple exponential function@Eq. ~1!#. For supine position,
the phase shows a 4-Hz fluctuation, probably caused by breathing.
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IV. DISCUSSION

The effects of posture on hearing have been investigated
in various ways. In this report, we studied the effects of
postural changes on click-evoked and stimulus frequency
otoacoustic emissions. Due to a downward posture change,
CEOAEs showed a phase increase and an amplitude de-
crease, especially for frequency components below 2 kHz
~see Fig. 3!, confirming previous findings of Bu¨ki et al.
~1996!. Changes of stimulus frequency OAEs after a down-
ward posture change could be described by a positive phase
shift of the inner-ear component, also mainly for low fre-
quencies~Fig. 7!. The time for both these OAE types to
regain stability after a postural change, however, gave devi-
ant results~Figs. 4 and 9!. Test–retest differences for these
transition times were not examined, and need further re-
search. Previously, posture has already been shown to affect
the auditory threshold~Wilson, 1980!, acoustic impedance
~Macrae, 1972; Magnanoet al., 1994!, tympanic membrane
displacement measurements~Phillips and Farrell, 1992!, and
different kinds of otoacoustic emissions~Büki et al., 1996,
2000; de Kleineet al., 2000!. The exact origin of these
changes has not been elucidated yet. Specifically, the ques-
tion whether these changes stem from inner- or middle-ear
alterations is still not clarified. It is, however, generally as-
sumed that changes of the hydrostatic intracochlear pressure
play an elemental role~e.g., Büki et al., 2000; de Kleine
et al., 2000!.

Intracochlear pressure is tightly related to intracranial
pressure, the connections between the corresponding fluid
systems being major factors in describing this relation. The
patency of the cochlear aqueduct, the main connection be-
tween the cochlear and the cerebrospinal fluid~CSF! com-
partment, has been examined in several studies~e.g., Carl-
borget al., 1982!. Recent histological studies have indicated
that most cochlear aqueducts are rather narrow~about 0.1
mm! and filled with loose connective tissue, and thus likely
to transmit low-frequency pressure waves from CSF to co-
chlear compartments~Gopenet al., 1997!. Because the aq-
ueduct is connected to the scale tympani, such pressure

waves will alter the perilymphatic pressure. Since no—
substantial—pressure difference can endure between the
perilymphatic and the endolymphatic compartment~An-
drews et al., 1991; Wit et al., 2000!, any pressure waves
from the CSF will affect the intracochlear pressure through-
out the cochlea in a uniform fashion.

The mechanisms governing the OAE alterations due to
posture changes are still not clear. Since a downward posture
change induces an increase of the inner-ear pressure, most
authors assume that this results in a slight outward bulge in
the cochlear windows, which increases their stiffness. In ex-
periments with human temporal bones, Ivarsson and Peder-
sen~1977! have shown this stiffness to be variable. The in-
creased stiffness is thought to alter properties of the ear,
which alter the OAE characteristics~Wilson, 1980; Bu¨ki
et al., 1996!. Calculations from a middle-ear model with
variable stiffness of the stapes system do confirm these ideas
for CEOAEs and DPOAEs, yielding phase changes~and to a
lesser extent also amplitude changes! mainly at frequencies
below 2 kHz ~Avan et al., 2000; Büki et al., 2000!. This
middle-ear model consequently only includes transmission
changes; no intracochlear mechanisms are taken into ac-
count. Interpretation of experimental results from spontane-
ous OAEs~SOAEs! are complex, but seem in agreement
with these computations~de Kleineet al., 2000!.

At first sight, the changes of the steady state of SFOAEs
showed a certain resemblance to the SOAE and auditory
threshold changes: an upward frequency shift of the fine
structure, mainly at low frequencies~,2 kHz!. However,
when regarding the SFOAE as the sum of two vectors~Dall-
mayr, 1987!, the changes in the inner-ear part of the signal
could be described as a phase shift with linear frequency
dependence~Fig. 7!. This is in agreement with findings on
CEOAEs and DPOAEs and the middle-ear model mentioned
earlier. Experiments on cadaver ears in cat~Lynch et al.,
1982! and cattle~Kringlebotn, 2000b! showed static pressure
variations in the inner ear to affect sound transmission. Krin-
glebotn~2000b! notes, however, that with an intact ossicular
chain these influences are only minor. Since in evoked OAE
measurements the cochlear windows are passed twice, we
expect that transmission changes cannot be disregarded. Al-
together, an alteration of the stiffness of the stapes system is
likely to be a factor of importance in our postural experi-
ments.

In accordance with these ideas on the stiffness of the
stapes system, variations of middle- and outer-ear pressure
affect OAEs in a manner similar to the way postural experi-
ments affect OAEs. In general, both positive and negative
pressure induce a decrease of amplitude~for CEOAEs and
DPOAEs!, a phase shift~for CEOAEs and DPOAEs!, or an
increase of center frequency~for SOAEs!; all effects are pre-
dominantly at frequencies below 2 kHz~e.g., Schloth and
Zwicker, 1983; Naeveet al., 1992; Hauseret al., 1993; Büki
et al., 1996; Avanet al., 2000!. No data of effects of middle-
ear pressure on SFOAEs are known to the authors. For the
auditory threshold, Wilson~1980! reported posture and
middle-ear pressure changes to give similar results, namely
an interchange of the peaks and valleys in it. In cadaver ears
of humans, Vosset al. ~2000! have shown the impedance

FIG. 9. Histogram of all 52 time constants of 26 SFOAE tilting experi-
ments, with 2-s-wide bins. Dark and light gray parts of the histogram iden-
tify the time constants of the up- and downward postural changes, respec-
tively, with average time constants of 11.1 s (s.d.56.4) and 11.7 s (s.d.
55.6), respectively. The average of all time constants was 11.4 s (s.d.
56.1).
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measured in the ear canal to be dominated by compliance
~i.e., stiffness!. Also, in cattle cadaver ears the acoustic input
impedance at the oval window was shown to be stiffness
controlled up to 1 kHz; this impedance is determined mainly
by the stiffness of the annular ligament at low frequencies,
and by the cochlear input impedance at higher frequencies
~Kringlebotn, 2000a!. Static pressure differences at the foot-
plate were shown to affect the amplitude and phase of the
impedance; at higher frequencies~above 5 kHz! it was
hardly affected. Thus, besides transmission alterations, we
consider alterations of the middle-ear and cochlear window
impedances to play an important role in the phenomena ob-
served in our experiments.

The dynamics of the observed OAEs after the postural
changes showed some noticeable phenomena. Most authors,
though, did not investigate the time courses of the changes.
For CEOAEs, the time to regain stability after a downward
turn was about 30 s, and about 20 s after an upward turn~see
also Fig. 4!. As mentioned, these times are not very precise
due to the measurement protocol. Faster measuring tech-
niques might improve accuracy here~see Fergusonet al.,
1998!. de Kleineet al. ~2000! have shown comparable re-
sults for SOAEs: 1 min for the downward and less than 10 s
for the upward turn. For DPOAEs, Bu¨ki et al. ~2000! have
observed a slow change~;25 s! after the downward postural
change~their Fig. 5!; they do not mention the time after the
upward turn~their protocol was not symmetrical!. From a
personal communication with the authors, we know that after
an upward turn the rate of change was always very fast, so
that a stable phase was reached within 4 s. For SFOAEs—or
the impedance—we found the two time constants of the up-
and downward turn to be of same magnitude: approximately
11 s~see Figs. 8 and 9!. Since all OAEs are assumed to arise
by common mechanisms~e.g., Zwicker and Schloth, 1984;
Shera and Guinan, 1999!, this difference was not expected. It
could be speculated that in the latter case~SFOAE! transmis-
sion changes are relatively of smaller importance than im-
pedance changes and that these two alter at different rates.
So, SOAEs, CEOAEs, as well as DPOAEs show slow alter-
ations after a downward turn, and fast alterations after an
upward turn. The impedance, however, showed equal time
courses for both maneuvers.

Noninvasive measurements directly associated with in-
tracochlear pressure are of potential interest for intracranial
pressure monitoring. For this purpose, Marchbanks~1984!
developed a method for measuring the tympanic membrane
displacements during stapedius reflex contraction. This tech-
nique was used in different circumstances of altered ICP,
such as hydrocephalus and posture~e.g., Reidet al., 1990;
Phillips and Farrell, 1992!, and to study pressure regulation
in patients with Menie`re’s disease~Rosinghet al., 1998!. Al-
ternatively, impedance or OAE measurements could also be
useful in detecting ICP differences~Magnanoet al., 1994;
Büki et al., 1996, 2000; de Kleineet al., 2000!. One should,
however, realize that the relation between the ICP and the
inner-ear pressure is not trivial, especially in dynamic situa-
tions ~Thalenet al., 1998!. Then, as mentioned before, the
dynamical properties of the cochlear aqueduct come into
play. Impedance changes during jugular compression, prob-

ably due to pressure changes of the CSF transmitted via the
cochlear aqueduct to the perilymph, were shown to occur
within a few seconds~Magnanoet al., 1994!. Moreover, we
observed the time courses of different OAE measurements
having discordant properties~see the previous paragraph!.
Given the complexity of these pressure regulations, it is not
certain whether ICP is reflected by such audiological mea-
surements. Further, Magn,s ~1978! reported the pressure
changes of the ventricular CSF~i.e., ICP! as having a rapid
~;2 s! and a slow secondary component~after ;10 s!, for
both sitting up and lying down. Nevertheless, we think that
OAEs could well form a suitable tool for monitoring changes
of the intracranial—and intracochlear—pressure, especially
when the time of interest exceeds 10 s.

In conclusion, we observed changes of click-evoked
OAEs after a posture change, mainly characterized by a
phase shift, confirming previous findings. For stimulus fre-
quency OAEs, we observed a positive frequency shift of the
fine structure due to a postural change. The changes for both
OAE types mainly occurred at the lower frequencies. These
findings are consistent with a model in which posture affects
cochlear window impedance due to modification of the intra-
cochlear fluid pressure. The time courses of OAEs after the
posture changes require a closer examination.
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Basilar-membrane response to multicomponent stimuli
in chinchilla
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The response of chinchilla basilar membrane in the basal region of the cochlea to multicomponent
~1, 3, 5, 6, or 7! stimuli was studied using a laser interferometer. Three-component stimuli were
amplitude-modulated signals with modulation depths that varied from 25% to 200% and the
modulation frequency varied from 100 to 2000 Hz while the carrier frequency was set to the
characteristic frequency of the region under study~;6.3 to 9 kHz!. Results indicate that, for certain
modulation frequencies and depths, there is enhancement of the response. Responses to five
equal-amplitude sine wave stimuli indicated the occurrence of nonlinear phenomena such as spectral
edge enhancement, present when the frequency spacing was less than 200 Hz, and mutual
suppression. For five-component stimuli, the first, third, or fifth component was placed at the
characteristic frequency and the component frequency separation was varied over a 2-kHz range.
Responses to seven component stimuli were similar to those of five-component stimuli.
Six-component stimuli were generated by leaving out the center component of the seven-component
stimuli. In the latter case, the center component was restored in the basilar-membrane response as
a result of distortion-product generation in the nonlinear cochlea. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1377050#

PACS numbers: 43.64.Kc@LHC#

I. INTRODUCTION

The operation of the cochlea has principally been stud-
ied using tones and/or clicks~e.g., von Be´késy, 1960; Robles
et al., 1976, 1986; Sellicket al., 1982!. This has provided an
enormous amount of information about the complicated non-
linear cochlear system. However, since the cochlea is non-
linear ~e.g., Rhode, 1971; Sellicket al., 1982; Robleset al.,
1986!, one cannot predict the response to a novel stimulus in
a straightforward manner. Hence, until accurate models are
developed, it is necessary to present each stimulus of interest
in order to determine the cochlear response.

It is of interest to determine which response properties
of the auditory nerve express cochlear mechanical filtering
and which are due to later stages of signal processing by the
inner hair cells and rectification that occurs at the hair cell–
auditory nerve synapse. Commonly used stimuli for the
study of auditory-nerve fiber~ANF! responses include
amplitude-modulated~AM ! signals, harmonic complexes,
and clicks~e.g., Javel, 1980; Joris and Yin, 1992; Pfeiffer
and Kim, 1972!. These signals are important as they approxi-
mate signals encountered in the everyday environment and
also communication signals such as speech. Nerve responses
to AM signals indicate an enhancement of the response as
measured by the modulation gain over a range of frequencies
and intensities. That is, phase-locked firings of the ANF at
the modulation frequency are greater than would be expected
based on the modulation of the signal. The present study
indicates that a portion of this enhancement is present in
basilar-membrane~BM! vibration.

A common characteristic of all the stimuli used in this
study is that they produce a pitch percept at the difference
frequency between the individual components. The temporal
discharge patterns of auditory-nerve fibers have been shown
to contain information about the frequency content of a
stimulus through both spatial and temporal patterns~Evans,
1978; Kianget al., 1965; Roseet al., 1967!. Early studies
showed that the interspike intervals in response to two har-
monically related tones corresponded to the fundamental fre-
quency ~Roseet al., 1969!. Other studies found interspike
intervals corresponding to perceived pitches when
amplitude-modulated stimuli were presented~Evans, 1978;
Javel, 1980; Rhode, 1995!, two-tone complexes~Greenberg
and Rhode, 1987!, and synthetic speech sounds~Delgutte,
1980; Miller and Sachs, 1984; Palmeret al., 1986!. In an
extensive series of auditory nerve~AN! studies, Cariani and
Delgutte~1996a, b! provided strong support for the hypoth-
esis that the dominant interspike intervals are capable of ex-
plaining pitch perception for a variety of complex stimuli
similar to those used in psychophysical experiments.

Horst et al. ~1986, 1990! studied the representation of
multicomponent~N54 to 64! octave band stimuli centered
at the characteristic frequency of an auditory-nerve fiber in
cat. They observed that the edges of the stimulus spectrum
were dominant in the response with increasingN and that the
center component was reduced under these conditions. Here,
we report that similar behavior is observed at the level of
basilar-membrane mechanics forN as low as 3 and it appears
that the frequency spacing of the stimulus components is the
most important factor.

In order to explore a portion of the stimulus space used
in auditory nerve studies, 1-, 3-, 5-, 6-, and 7- component
stimuli were used to study basilar-membrane vibratory re-

a!Author to whom correspondence should be addressed. Electronic mail:
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981J. Acoust. Soc. Am. 110 (2), Aug. 2001 0001-4966/2001/110(2)/981/14/$18.00 © 2001 Acoustical Society of America



sponses. Varying the frequency spacing between the compo-
nents recapitulates studies of pitch coding in the auditory
nerve.

II. METHODS

Methods are essentially those detailed in Cooper and
Rhode~1992!. Eight chinchilla cochleas were studied at ap-
proximately 3.5 mm from the basal end of the basilar mem-
brane@characteristic frequency (CF)56.3– 9 kHz#. All pro-
cedures were approved by the Animal Care and Use
Committee of the University of Wisconsin.

Each animal was anesthetized with pentobarbital using a
dose rate of 75 mg/kg. Additional doses were administered
to maintain the animal in a deeply areflexive state. All anes-
thetics were administered intraperitoneally. A tracheotomy
was performed to ensure an open airway and to place the
animal on a respirator if necessary, though one was never
used. After the ear was surgically removed, four screws were
implanted in the skull and cemented in with dental cement in
order to form a rigid base. A bolt was then cemented to the
base to provide a stable fixation of the skull to a head holder
with six degrees of freedom for the purpose of positioning
the cochlea under the microscope.

The bulla was opened widely and a silver ball electrode
was positioned so as to touch the edge of the round window
for the purpose of recording the compound action potential
~CAP! of the auditory nerve in response to short-duration
tones~16 ms! for each animal. Since we recorded only in the
high-frequency region of the cochlea, the stimulus was
stepped in 2-kHz increments from 2 to 20 kHz. At each
frequency a visual detection threshold for CAP was deter-
mined by viewing an average of 20 repetitions as the stimu-
lus level was varied in 1-dB steps. If the thresholds were
above our best threshold curve by more than 30 dB, no data
were collected, as high CAP thresholds equated to little or no
compression in the hook region~Sellick et al., 1982!. CAPs
were not typically recorded after mechanical measurements
were initiated except to verify they had increased whenever
mechanical sensitivity decreased.

The overlying cochlear bone in a region with CFs be-
tween 6 and 10 kHz was shaved down using a microchisel
until the remaining tissue and /or bone debris could be re-
moved with a pick fabricated out of a microelectrode. Gold-
coated polystyrene beads 25mm in diameter served as ret-
roreflectors. They were placed in the perilymph and allowed
to sink to the basilar membrane. They have a specific gravity
of 1.05 that is near that of water~1.0!, and therefore any
loading of the basilar membrane by the bead should be mini-
mal. A glass cover slip was placed over the cochlear opening
with no hydromechanical seal. The cover glass served to
avoid the problem of an unstable air–fluid interface.

An opening in the bony ear canal, immediately over the
tympanic membrane, was made so that an acoustically cali-
brated probe tube to which a12-in. Bruel & Kjaer condenser
microphone is adjoined could be visualized as it was posi-
tioned parallel to the tympanic membrane within 1 mm of
the tip of the malleus. The opening was sealed with a glass
cover after a 45-mm bead was placed on the tympanic mem-
brane at the tip of the malleus~or umbo!. The bead was used

as a retroreflector for the interferometer and allowed the
measurement of the transfer function of the malleus. The
sound source was a RadioShack supertweeter dynamic phone
or a condenser microphone.

A. AM stimuli

Signals were synthesized and presented using a TDT
system~Tucker-Davis Technologies ®! system. The formula
for an AM signal is provided in Eq.~1!

S~ t !5~11m•sin~2p f modt !! sin~2p f carrt !. ~1a!

This can be expanded as a sum of three sinusoids

S~ t !5m/2•cos~2pt~ f carr2 f mod!!1sin~2p f carrt !

2m/2•cos~2pt~ f carr1 f mod!!

5 f lsb1 f carr1 f usb. ~1b!

where lsb5lower sideband, carr5carrier, and usb5upper
sideband.

The carrier frequency,f carr, was set equal to the charac-
teristic frequency of the basilar membrane. The modulation
frequency, f mod, was varied in 100-Hz steps from 100 to
1000 Hz, and was set to 1250, 1500, and 2000 Hz beyond 1
kHz. The modulation coefficient or depth,m, was set to 0.25,
0.5, 1, or 2. Whenm52 the signal consists of three equal-
amplitude tones and is also described as a 200% modulated
signal. The stimulus level was varied from 0 to 90 dB SPL in
5-dB steps. Stimuli were 30 ms in duration, repeated 8 times
at a rate of 10 per second.

The response was passed through a zero-phase high-pass
filter to remove low-frequency noise~function filtfilt in MAT-

LAB™, filter corner frequency5 f mod/2! before the envelope
of the AM signal was recovered through the use of the Hil-
bert transform~Bennett, 1970!. The envelope was then fil-
tered using a fifth-order zero-phase Butterworth filter~corner
frequency55"f mod!. The minimum ~min! and maximum
~max! of the resulting envelope were determined by the use
of a phase-locked loop technique that computes dc and the
Fourier component~sine wave fit, abbreviated sinfit! at f mod.
Whenm,1, modulation was then computed by the relation

BMmod5~max2min!/~max1min!5a/dc, ~2!

wherea5amplitude of the first Fourier component.
Gain for AM coding was defined as

gain520 log10~BMmod/m!. ~3!

A difficulty in determining modulation depth arises when-
ever m.1 as this implies there will be a phase reversal in
the envelope that can easily be missed upon visual inspection
of the response. One solution used whenm52 was to deter-
mine the ratio of the smaller peak/largest peak of the enve-
lope whenever two distinct peaks per modulation period
were present~e.g., Fig. 3!. A curve was generated for this
relation for 1,m,5 that was used to determine the modu-
lation based on the measured ratio~e.g., Fig. 4!. This method
broke down for modulation frequencies.400 Hz, at which
point it became difficult to ascertain that there were two dis-
tinct peaks in the envelope. Modulation gain was also mea-
sured by determining the ratio between the two largest spec-
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tral components, ‘‘two-component analysis,’’ in the response
~usually the carrier and the lower sideband!. For example,
regardless of which component was largest, a ratio of 0.5
was considered an indication ofm51 based on Eq.~1!. This
procedure was done as a check on the waveform analysis
technique. The two-component situation arises because the
cochlear filter often eliminates the upper sideband compo-
nent, especially asf mod increases. The two-component analy-
sis generally resulted in modulation gain usually greater than
the waveform technique and often resulted in a bandpass
temporal modulation transfer function~tMTF5gain as a
function of modulation frequency!. A resolution of the dif-
ference between these approaches to estimate modulation
gain was not obtained. It was decided that the waveform
technique was most similar to methods previously employed
to estimate modulation depth in auditory-nerve studies which
rarely found bandpass tMTFs~e.g., Joris and Yin, 1992!.

B. Multicomponent stimuli

A subset of these stimuli consisted of five equal-
amplitude sinewaves with the first, third, or the fifth compo-
nent frequency set equal to the CF of the basilar membrane
location under study. The separation of the harmonics was
varied in steps of 100 Hz up to 1 kHz and set to 1250, 1500,
and 2000 Hz above 1 kHz.Fmod.2000 Hz was not explored
since ANFs do not show any AM coding for this condition.
The stimulus level was varied from 0 to 90 dB SPL in 5-dB
steps. Stimuli were 30 ms in duration, repeated 8 times at a
rate of 10 per s. Analysis consisted of determining the am-
plitude of nine response components around CF using the
sinfit procedure described above. The amplitude at the fre-
quency difference was also determined but was insignificant
or buried in the noise except for high levels and large fre-
quency separations.

Also used were seven-component stimuli that consisted
of seven equal-amplitude sine waves and six-component
stimuli that consisted of the same complex with the center
component deleted. The center component~i.e., the fourth!
was always centered at CF. These stimuli had the same pa-
rameters as the five-component stimuli and were analyzed in
the same manner except that 11 components were analyzed
using the sinfit technique.

The amplitude of each component of all the stimuli used
~AM, 5-, 6-, and 7-component stimuli! was compensated by
the acoustic calibration. The starting phase of all the terms in
Eq. ~1b! as well as all the terms in the multicomponent
stimuli was zero.

C. Single-tone basilar-membrane and middle-ear
vibration measurements

Basilar membrane input–output~I/O! functions were de-
termined using 30-ms tone bursts with 1-ms raised cosine
rise and fall times and presented every 100 ms. The stimulus
level covered a 100-dB SPL range in 5-dB SPL steps. A
minimum of eight basilar-membrane and four middle-ear re-
sponses was averaged for each stimulus condition. Analysis
consisted of Fourier decomposition of the steady-state por-
tion of the averaged response at the stimulus frequency.

Measurements of the basilar-membrane I/O function at CF
were made throughout the experiment to monitor the prepa-
ration’s stability. Vibration of the ossicles was measured at
the tip of the manubrium~umbo! or at the incudo-stapedial
joint or both locations either before or after~sometimes both
before and after! the basilar-membrane measurements.

D. Recording system

Mechanical responses were measured using a custom-
built, displacement-sensitive heterodyne laser interferometer
~Cooper and Rhode, 1992!. The laser was coupled to the
preparation using a long working distance lens~Nikon
SLWD 5X, NA 0.1!. The laser was focused to an area of
;5-mm diameter on the reflective beads. The interferometer
was not sensitive enough to measure basilar-membrane vi-
bration without the gold-coated beads. Instantaneous phase
was measured using two single-cycle phasemeters that
worked in quadrature. The phasemeter outputs were sampled
at 250 kHz and the phase was unwrapped using software.
Response amplitudes were corrected for the frequency re-
sponse of the recording system. The noise floor was,5 pm/
AHz.

III. RESULTS

A. AM response variation with modulation frequency

A portion of the basilar membrane response to an AM
signal (m51) is shown in Fig. 1. Atf mod5200 Hz, the
modulation of the vibration is nearly 100%, while with in-
creasingf mod the modulation depth of basilar-membrane mo-
tion decreased systematically to 0.58 forf mod5800 Hz. The
relation between modulation depth and modulation fre-
quency is portrayed in the tMTF@Fig. 2~A!#. The modulation
depth of basilar-membrane vibration is.80% up to 400 Hz
with a reduction in the modulation depth that is a compli-
cated function of frequency and stimulus level forf mod

FIG. 1. Basilar-membrane response to an AM signal where the
carrier5CF58000 Hz with 100% modulation. The modulating frequency is
listed alongside each panel. The time axis is adjusted so that approximately
2 cycles of the modulation are shown. The thick solid line is the envelope
for ideal sinusoidal modulation of the carrier. Chinchilla ct07.
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.400 Hz. Similar behavior was observed in data from seven
other cochleae. The gain-level curve forf mod5500 Hz in-
creases at low levels, peaks near 25 dB SPL, and then de-
creases slightly@Fig. 2~B!, thinnest dashed line#. However,
the gain-level curve forf mod51500 Hz first increases, then
reaches a peak at 60 dB SPL before it rapidly decreases as 80
dB SPL is approached.

For f mod5100 Hz or lower, the motion of the basilar
membrane is overmodulated as evidenced by a secondary
peak in the BM response that is not present in the stimulus
waveform~indicated by the arrow in Fig. 3, top row, center
panel, m51!. Overmodualtion also occurs when 200%
modulated AM signals are presented~m52, row 2 of Fig. 3!.
The ratio of the secondary-to-primary peak in the stimulus
waveform is 0.34 for a 200% modulated signal, while it is
0.64 at 60 dB SPL in the BM response~Fig. 3, second row,
middle panel!. This represents a gain of;7 dB in the BM
response. The amount of BM overmodulation~and thus gain!
is highest at midrange levels~;60 dB SPL!, as is apparent in
the gain-level curves for four low-modulation frequencies in
Fig. 4, all of which exhibit similar level-dependent behavior.

The tMTFs for 25% and 50% modulation are similar in
form ~Fig. 5! to each other but differ from those for higher
modulation depths in their frequency and level dependence.
For lower modulation stimuli, tMTFs vary in a systematic
way from low pass to high pass with increasing stimulus
level. Modulation gain is near 0 dB for low-modulation fre-
quencies but increases to 10 dB at highf mod @Fig. 5~A!#. The
gain-level functions increase monotonically whenf mod

.700 Hz ~panels A and B!. This pattern deviates from the
nonmonotonic gain-level function in the AN where the gain
decreases as level increases beyond 10–15 dB SPL above

neural threshold~Joris and Yin, 1992!. Of course, the AN
will discharge at all modulation phases with equal probabil-
ity as the stimulus level is raised sufficiently, resulting in no
modulation of the firing. In contrast, the mechanical modu-
lation gain increases for allf mod.100 Hz for levels.50 dB
SPL.

The tMTFs for 200% modulation in Fig. 6, as well as
results shown in Fig. 2, raise an interesting issue: how should
the modulation gain be measured? Below 500 Hz the gain
was recovered by measuring the height of the two peaks in a
modulation period and determining what modulation is nec-

FIG. 2. ~A! Basilar-membrane temporal modulation transfer functions
~tMTFs! when f carr58000 Hz, f mod is varied from 100 to 2000 Hz, and m
51. The symbols attached to the four curves correspond to stimulus level
divided by 10~e.g., symbolc refers to 30 dB SPL stimulus level. This
labeling is used throughout!. ~B! Gain I/O functions at the three modulation
frequencies indicated. Increasing line width corresponds to increasing
modulation frequency. Ct07.

FIG. 3. Basilar-membrane response to AM when the carrier is set equal to
CF58000 Hz with the modulation frequency5100 Hz. The modulation
depth is 100% for row 1 and 200 % for row 2. The level of the stimulus was
varied from 40 to 90 dB as indicated above each column. The data were part
of those collected over a 90-dB SPL range in 5-dB steps.

FIG. 4. Modulation gain-level functions for 100 to 400 Hz,m52. The
curves were obtained by determining what the modulation depth corre-
sponds to the ratio of primary-to-secondary peak ratio observed in the
basilar-membrane response. Increasing line thickness corresponds to in-
creasing modulation frequency. Ct07.
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essary to produce two peaks with this amplitude ratio~e.g.,
see Fig. 3, row 2!. As f mod is increased beyond 400 Hz, two
peaks per modulation cycle are no longer distinct and the
standard technique for determining gain was used. A gain of
;5 dB for low f mod transitions to a gain of,28 dB for
higher f mod. However, the tMTF discontinuity is obvious
and an abrupt transition of this nature is unlikely and sug-
gests that the gain obtained could be an underestimate. The
gain-level functions in the higherf mod region are monotonic
decreasing with increasing level, indicating that the BM is
having increasing difficulty following the envelope. This is
opposite the improved envelope following expected, given

that at high levels~usually .85 dB SPL! the basilar-
membrane filter is broadened and becomes increasingly lin-
ear. A possible explanation may lie in an increase in two-
tone suppression resulting from the use of equal-amplitude
components. In contrast, at lower modulation depths of 25%
and 50%, the gain did increase with level.

Similar tMTFs were obtained in seven other experi-
ments. In all instances, the amplitude of the carrier in the
basilar-membrane response did not vary significantly as a
function of modulation frequency.

B. AM I ÕO functions

The I/O functions for a subset of the AM conditions
studied show that when the carrier frequency is dominant
(m,2), the response to it remains the largest component
(symbol5s) at all levels except whenf mod.600 Hz and the
stimulus level is.70 dB SPL~e.g., Fig. 7, column 1,f mod

51000 Hz!. This latter result is probably a consequence of
broadening of BM filter and lowering of ‘‘CF’’ of the filter,
whereby the lower sideband~a! becomes the largest com-
ponent in the basilar-membrane response. The upper side-
band ~A! does not play a role in the response whenf mod

.600 Hz since it is usually smaller than the largest response
component by 30 dB or more, having been reduced by the
cochlear mechanical filter and suppressed by the lower fre-
quency components.

When the modulation depth is 200%, the case of three
equal components, the carrier is suppressed by the sidebands
~column 2, Figs. 7 and 8,f mod5100 Hz!. That is, the carrier
amplitude is lower than the sideband amplitudes by about 1
dB. As f mod increases, the lower sideband becomes dominant
at ;50 dB SPL and at the same time the upper sideband is at
least 20 dB smaller than the largest response component.
When f mod is increased to 2000 Hz, the carrier is dominant
up to 55 dB SPL, at which level compression atf carr and
suppression by the lower sideband results in the lower side-
band response component being larger than the carrier com-
ponent.

Three distortion products above and three below the
sideband frequencies were analyzed. Forf mod.500 Hz, the
only distortion component of significant level~.230 dB re
the largest component! was5 f carr22 f mod. This component
(symbol5b) has been referred to as the cubic difference
tone ~CDT, Goldstein, 1967! and is 52 f 1sb2 f carr5 f carr

22 f mod and is the most prominent distortion component
perceived psychophysically. The CDT is largest for small
f mod and large modulation depths, a result likely due to the
stimulus frequencies being located within the nonlinear re-
gion of the cochlear filter. When the three AM-response
components are nearly the same amplitude, the CDT can be
within 6–10 dB of the carrier amplitude@Fig. 7~D! b#. Dis-
tortion on the high-frequency side of the carrier can also be
of similar amplitude under these conditions~panels A and D,
curve for f carr12 f mod,B!.

The amplitudes of nine response components for each of
the conditions in Fig. 7 are superimposed on the isolevel-
single-tone curves in Fig. 8~note the differing frequency
scales!. In each instance of complex signals, it is the level of
the center component that is specified!. The frequency loca-

FIG. 5. Basilar-membrane temporal modulation transfer functions~tMTFs!
when f carr58000 Hz, f mod is varied from 100 to 2000 Hz, andm50.25 and
0.5 in panel A and B, respectively. Numeric labeling of the curves is ex-
plained in Fig. 2.

FIG. 6. tMTFs whenm52. The discontinuous set of curves results from
using two different methods to determine the gain. When there are two
distinct peaks per period, the gain is determined by measuring the height of
the primary and secondary peaks~usually the modulation frequency is less
than 500 Hz!. The modulation gain that produces that ratio is then deter-
mined. The second method employed the Hilbert transform to obtain the
envelope and thereby estimate the gain based on the ratio of the minimum to
maximum values. Beyond 500 Hz it is difficult to tell if there are two peaks
per modulation period, therefore, the assumption is that the modulation is
less than 100%. Ct07.
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tions of the stimulus components are indicated by the sym-
bols along the top axis of the graph, with a triangle marking
the location of the carrier frequency. For smallf mod, AM-
response amplitudes are lower than for the single-tone re-
sponse~indicated by the dashed lines with the tone levels
marked by numbered symbols!. This result is likely due to
mutual suppression effects. Sideband amplitudes for 200%
modulation are larger than for the carrier, as noted above
@Fig. 8~D!#. Notice the large distortion components indicated
by arrows atf carr64 f mod, larger than the adjacent distortion
components atf carr63 f mod, a result that is opposite from the
100% modulation case@Fig. 8~A!#. The large difference be-
tween the components atf carr63 f mod between the 100% and
200% cases suggests that there may be cancellation of dis-

tortion products arising from several locations. Magnitudes
of the distortion products decrease asf mod increases for both
100% and 200% modulation. As the I/O functions for the
lower sideband become linear, the lower sideband amplitude
increases faster than the carrier’s amplitude, resulting in sup-
pression of the carrier at levels.50 dB SPL. The lower
component tracks the single-tone-isolevel curves, while the
carrier and upper sideband components increasingly deviate
from the isolevel curves with increasing level. At the lower
levels, the carrier amplitude tracks the single-tone curves,
but by 60 dB the lower sideband suppresses the carrier by
10–20 dB ~panels E and F, 200%!. The amplitude of the
lower sideband tracks the single-tone data better asf mod is

FIG. 7. Column 1: I/O curves for an AM signal with
m51 and the indicated modulation frequencies. Col-
umn 2: Same as row 1 except thatm52. The individual
components are indicated by numbers:a
5 f carr– f mod, b5 f carr– 2 f mod, c5 f carr– 3f mod,etc.
s5 f carr, A5 f carr1 f mod, B5 f carr12 f mod, C
5 f carr13f mod, etc. Ten components were analyzed: the
three frequencies of the AM signal, three distortion fre-
quencies on either side of the AM signal, and the modu-
lation frequency. The response at the modulation fre-
quency was always in the system noise and hence is not
shown. Components that were deemed in the noise
were removed from the display. Any data for levels
,20 dB SPL or amplitudes,220 dB re 1 nm are not
shown. The modulation frequency is indicated in each
panel. The modulation depth was 100% for the left col-
umn and 200% for the right column. Ct07.

FIG. 8. The I/O data of Fig. 5 presented along the fre-
quency axis~solid lines! with the isolevel BM data su-
perimposed~dash-dot lines!. Column 1:m51. Column
2: m52. Data below225 dB re 1 nm were omitted.
The use of the symbols is the same as in Fig. 7. The
locations of the stimulus frequencies are indicated by
solid circle symbols at the top of each panel and a dia-
mond symbol indicates the CF frequency. This same
method of indicating the stimulus components is used
in all subsequent similar illustrations.
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increased~panel F! since it is positioned in the linear portion
of the basilar-membrane response.

C. Envelope distortion in AM signals

Visual examination of the envelope of the waveforms,
especially at high levels, shows the presence of distortion by
virtue of the deviation of the actual response envelope for the
ideal envelope indicated by the thick solid line in Fig. 1.
Fourier analysis~results not shown! performed on the enve-
lopes of both waveforms reveals the presence of a second-
order harmonic whose level is about 11 dB below that of the
fundamental frequency. The amount of distortion increases
with level until it reaches a maximum value, then decreases
for higher levels of stimulation, a nonmonotonic relation.
Similar distortions were found in the waveforms used in the
results shown in Fig. 5.

There is an asymmetry between the rise and fall of the
AM envelope that may be related to the envelope distortion.
This asymmetry was best observed by using the Hilbert
transform to calculate the time derivative of phase of the
analytic signal representation of the waveform~Bennett,
1970!, which is defined as the instantaneous frequency~IF!
of the AM signal. For lowf mod, the IF is near the carrier
frequency for most of the modulation period, except in the
low-amplitude portion where for low levels the IF moves in
the direction of the upper sideband frequency@Figs. 9~A!,
~D!#. For higher levels the IF drops to a frequency lower than

the lower sideband frequency@Figs. 9~B!, ~E!#. This occurs
for both 100% and 200% modulation. Asf mod is increased,
there is an increasing asymmetry in IF as a function of en-
velope phase; it appears to take longer times for IF to attain
its final frequency@see the arrows in Fig. 9~F! fast decrease
and slow increase in IF#. Further, for f mod.1000 Hz the
maximum frequency attained is never close to the carrier
frequency with IF lower for 200% than 100% modulation.
Zero-crossing analysis results in the same outcome, only
with fewer sample points per period. A direct analysis of
waveforms obtained by passing AM signals through a gam-
matone filter led to similar results without the asymmetry in
the IF at the envelope minimum. Passing the AM signal
through a filter that consisted of the isolevel amplitude and
phase curves for the basilar membrane showed that the
change in IF is much smaller than observed on the basilar
membrane and was symmetric about the envelope minimum
@dashed line, Fig. 9~E!#. IF also decreased with increasing
levels for all f mod.

IF asymmetry versus envelope phase is reminiscent of
the ‘‘glide’’ that has been described for both AN-and BM
responses to clicks~e.g., de Boer and Nuttall, 1997; Carney
et al., 1999!. In the present instance, it appears that cochlear
nonlinearity is necessary for the asymmetry and may be re-
lated to asymmetry in the envelope of the AM response.

D. Multicomponent stimuli

In a linear system, the presentation of five equal-
amplitude sinusoids would result in a sample of the mechani-
cal transfer function at the five stimulus frequencies. The
component frequency separation orf diff was varied in
100-Hz steps between 100 and 1000 Hz, while above 1000
Hz, frequency separations of 1250, 1500, and 2000 Hz were
typically used. These stimuli are similar to the N-component
octave band stimuli used by Horstet al. ~1990! in studies of
the auditory nerve. The frequency of the first, third, or the
fifth component was set equal to the CF of the location of the
basilar membrane under study since natural stimuli are not
normally centered on a particular auditory unit’s CF. The
analysis was the same as employed for AM stimuli.

The response to varying frequency separation between
components is illustrated in Figs. 10~A!–~C! along with
waveforms~D!–~E!. There is only a small component ampli-
tude variation forf diff5100 Hz. However, as in the AM case,
the central component is reduced relative to the edge fre-
quency components. In fact, the three central components are
all reduced relative to the edge frequency components for
levels between 20 and 80 dB SPL. A similar effect occurs at
f diff5200 Hz~results not shown!, while at f diff5300 Hz there
is a reduction of the central components only at 70 dB SPL
~panel B!. As the frequency separation is increased, the high-
frequency components are attenuated by the cochlear me-
chanical filter, while the low-frequency components located
in the ‘‘tail’’ region of the filter, grow at a linear rate, hence
faster than the center component. Initially, the CF compo-
nent grows at the same rate as the single-tone response did
up to 40 dB SPL, but its growth slows beyond that as a result
of suppression by the lower-frequency components. At 70
dB SPL, the CF component is 20 dB below the single-tone

FIG. 9. Hilbert transform instantaneous frequency~IF! analysis of an AM
signal recorded on the basilar membrane. Column 1: 300-Hz modulation;
column 2: 1000-Hz modulation. Stimulus level and modulation depth speci-
fied in each panel. E. Dashed line is a superposition of an IF analysis on an
AM signal passed through an isolevel basilar-membrane curve. F. Asymme-
try of the IF around the envelope minimum indicated with arrows. Ct07.
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amplitude, while all the lower-frequency components are at
the single-tone level. The CF component is also;20 dB
lower than the 6-kHz component. When the frequency sepa-
ration is.1000 Hz~not shown!, high-frequency components
extend beyond the compressive region of the basilar-
membrane filter and are not suppressed by lower-frequency
components. Figures 10~D!–~F! shows a portion of the BM
response waveforms to the five-component stimuli~at 80 dB
SPL! with f diff equal to that in the panels immediately to the
left.

An effect of varying which component frequency is set
to CF whenf diff51000 Hz is illustrated in Fig. 11. When the
first component5CF, several of the components are beyond
the cochlear filter and hence don’t appear in the response.
The component at CF is dominant and its amplitude closely
tracks the single-tone amplitude@Fig. 11~A!#. Higher-
frequency components that are within the passband of the
cochlear filter are suppressed in this instance. When the third
component5CF, the lower-frequency components respond
to level increases with linear growth and suppress the CF and
higher components@Fig. 11~B!#. At 70 dB SPL the CF com-
ponent is suppressed over 20 dB relative to the single-tone
response. With the fifth component at CF, the CF component
is suppressed;10 dB at 70 dB SPL. This is about 10 dB less
suppression than in the previous case, suggesting that com-
ponents on both sides of CF are required to achieve maxi-
mum suppression of the CF component. At low levels, all
five components track the single-tone response~panel C!.

The I/O functions corresponding to the data in Fig. 10
show the growth of the five individual components along
with two upper- and two lower-frequency distortion compo-
nents ~Fig. 12!. The distortion components nearest in fre-
quency to the stimulus frequencies@c, C where CF58000

FIG. 10. Frequency analysis of the response of five-
component stimuli for three frequency differences
( f diff5100, 300, and 1000 Hz! is illustrated. The third
component frequency was set to CF. Dotted lines cor-
respond to the single-tone-isolevel amplitude transfer
function for this basilar-membrane location. Ct07.

FIG. 11. The first, third, and fifth components of the five-component stimu-
lus were set to CF~A, B, and C, respectively!. Data shown for the case
where f diff5100 Hz. Single-tone-isolevel functions indicated with dash-dot
lines. Level in SPL indicated by a numbered symbol~level510* symbol
number!. Ct07.
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Hz, Figs. 12~A!, ~B!# are the largest distortion products and
can equal or exceed the amplitude of the stimulus compo-
nents@best seen in Fig. 13~B!. c#. The distortion tone, likely
the cubic difference tone generated by the two lowest-
frequency components, is normally the largest distortion
component and attains maximum amplitude for small fre-
quency differences. Forf diff.1000 Hz, only the distortion
component labeledc is present in the response at a signifi-
cant amplitude and only at higher levels~panel C!. All other
distortion components are relatively small.

The response to seven-tone stimuli was similar to that of
five-component stimuli~Fig. 13!. For small f diff there is a
reduction in the amplitude of the center components relative
to the stimulus edge frequencies of 5900 and 6600 Hz for
levels.20 dB SPL@Fig. 13~B!#. There is substantial mutual
suppression of each component that decreases asf diff in-
creases~not shown!. When the center component is omitted
the response at that center frequency is negligible at low
stimulus levels and reaches parity with the other components
at midlevels@s in Fig. 13~C! and the diamond symbol along
the top of the panel in Fig. 13~D!#.

To verify that level-dependent behavior observed in Fig.
13~D! wasn’t present in the stimulus, i.e., a stimulus artifact,
responses to multicomponent stimuli were measured in the
vibration of the umbo. The umbo I/O curves were linear
@Fig. 14~A!# and the amplitude distribution shows that the
missing center component remains so at all stimulus levels
@Fig. 14~B!#. Other tests of either AM stimuli or the five-
component stimuli verified that component interaction and
suppression is only present in the cochlea.

FIG. 12. I/O functions corresponding to the five-component data shown in
Fig. 10.~A! f diff5100 Hz. The five I/O curves are largely superimposed.~B!
f diff5300 Hz. ~C! f diff51000 Hz. Third component frequency~s!5CF
5 8000 Hz. Symbols are as indicated in Fig. 7. Ct07.

FIG. 13. Example of the basilar-membrane response to
the seven-component stimulus where CF56300 Hz.
~A! I/O functions for f diff5100 Hz for 11 response
components: 5700 to 6800 Hz in 100-Hz steps. Stimu-
lus frequencies: 5900 to 6600 Hz.~B! Isolevel re-
sponses for the complex versus single-tone curves. Ex-
ample of the basilar-membrane response to the seven-
component stimulus with the center component
stimulus deleted~C and D!. ~C! I/O functions for f diff

5100 Hz for nine response components with the center
component stimulus deleted.~D! Isolevel responses for
the complex versus single-tone curves with the center
component stimulus deleted. Symbols are as indicated
in Fig. 7. Ct26.
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E. Phase versus level for multicomponent stimuli

There are well-known phase versus level effects in
basilar-membrane mechanics~e.g., Geisler and Rhode, 1982!
that are similar to those initially demonstrated in the auditory
nerve; phase lags with increasing level for frequencies below
CF and phase leads for frequencies above CF~Anderson
et al., 1971!. However, for the mechanical results this is
somewhat of a simplification since above 70–80 dB SPL
there is a phase lag with increasing level for all frequencies
~Ruggeroet al., 1997; Rhode and Recio, 2000!.

The relative phase versus level behavior for five-
component stimuli at four difference frequencies largely re-
capitulates the behavior of the single-tone stimuli~Fig. 15!.
The smallest level~,70 dB SPL!-dependent phase changes
occur for smallf diff @ 5100 Hz, Fig. 15~A!#, which is similar
to the neural results where there is relatively little phase
change at CF. Byf diff5600 Hz, there are phase changes as
large as 180° between 60 and 80 dB SPL~panel C!. For
larger f diff there is almost no phase change with level for
components lower than CF@Fig. 15~D!, a and b#. The
lower-frequency components have smaller phase changes
that likely are due to their being in the linear part of the
basilar-membrane response. The phase-level pattern is fairly
consistent regardless of the difference frequency. There is a
phase lead up to;60 dB SPL and a phase lag from there to
90 dB SPL that approachesp/2 radians~90°!.

By superimposing the single-tone phase relations on the
multitone phase data, it is apparent that there is an effect of

FIG. 14. Examples of the umbo responses to the seven-component stimulus
with the center component stimulus deleted. CF53000 Hz and f diff

5100 Hz. ~Ct26, same animal as used for Fig. 13!. Components labeled as
in Fig. 13.

FIG. 15. Response phase-level functions for a set of
five-component stimuli where the frequency separation
is listed in each panel. CF58000 Hz ~s!. The phase
data were normalized by subtracting an average of the
data points for the 15–25-dB SPL data so that both
relative and level-dependent phase changes were easier
to see. Same symbol assignment as in Fig. 7. Ct17.

FIG. 16. Phase versus level curves~solid lines!. Frequency difference is 500
Hz. Single-tone phase relations are superimposed~dashed lines!. Same sym-
bol assignment for both sets of curves as in Fig. 7. Ct17.
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multiple tones simultaneously being presented on the phase
~Fig. 16, multitone data—solid lines; single-tone data—
dashed lines!. The principal effect of multiple tones is a
faster rate of phase lag accumulation with increasing level
except for the lowest-frequency component~7000 Hz,b!.
For the two components above CF, there is nearly ap radi-
ans ~180°! phase lag that occurs for a 20-dB level change
~60–80 dB SPL!. In addition, the level at which the phase lag
begins appears to be about 10 dB lower than for the single-
tone data.

The principal effect of inducing separate amounts of
phase change in the individual components is to alter the
waveform; the individual components are no longer in sine
wave phase, and hence the peak of the waveform would be
reduced. This effect likely contributes to the reduction in
modulation gain for AM stimuli with increasing modulation
frequency.

IV. DISCUSSION

A. AM

There has been relatively little in the literature as to the
response of the basilar membrane to complex stimuli~cf.
Schroeder maskers, Recio, and Rhode, 2000!. However, the
response of the auditory nerve to AM stimuli has been well
documented~Javel, 1980; Smith and Brachman, 1980; Joris
and Yin, 1992!. Interpreting the relation between neural and
mechanical behavior is complicated, since the inner hair
cell’s membrane properties and its synapse with the auditory
nerve are interposed and limit the bandwidth of the transduc-
tion of mechanical motion to the neural domain~Kidd and
Weiss, 1990!. Rectification at the synapse primarily intro-
duces even-order nonlinearities~Kiang et al., 1965; Pfeiffer
and Kim, 1972; Horstet al., 1986! into the process that adds
to the distortion resulting from cochlear mechanics that is
primarily third order~cubic!, although recent evidence indi-
cates the presence of second-order harmonics in BM re-
sponses to single tones~Cooper, 1998!.

The high-frequency component makes the smallest con-
tribution to the basilar-membrane response because its re-
sponse is reduced by the cochlear filter as the modulation
frequency and stimulus level increase. The spectrum of the
BM response is then reminiscent of a single sideband-
modulated signal~Schwartz, 1959!. It is noteworthy that
there is no AM coding theory that applies to cochlear me-
chanical response since the sidebands are not of equal am-
plitude. The remaining two components vary in a predictable
manner based on the properties of the cochlear filter and
nonlinear compression~a simulation was also run using a
gammatone filter with the stimulus set that yielded similar
results!. As the level is increased, the lowest-frequency com-
ponent is the least compressed by the cochlear nonlinearity;
therefore, it increases faster with increasing level than the
other components. Therefore, for modulation depths less
than 200%, modulation gain increases as the lower compo-
nent amplitude approaches the amplitude of the carrier com-
ponent. The maximum gain occurs when the two are equal in
amplitude ~assumes that the upper sideband component is
significantly smaller than the carrier!. The exception to the

latter situation occurs for smallf mod, when all three compo-
nents are relatively unfiltered and are similarly affected by
the cochlear nonlinearity. In this latter instance there is edge
enhancement of the spectrum; that is, both sideband compo-
nents are larger than the carrier. This is reminiscent of Mach
bands, where the edge of the band is enhanced relative to the
center component~Carteretteet al., 1969! and the AN re-
sponses to the multicomponent stimuli of Horstet al. ~1990!.
Edge enhancement also implies that the modulation gain is
.0 dB. Edge component enhancement was also found in
response to five- and seven-component stimuli.

Modulation gain in the AN-neural representation of AM
signals varies with level but in a manner that is different than
the mechanical gain relation to level. The neural gain reaches
a maximum within 10–20 dB of the neural threshold and
then decreases with increasing levels~Khanna and Teich,
1989; Joris and Yin, 1992!. Mechanical modulation gain-
level curves increase at low levels but do not show the same
decrease with increasing levels as the neural curves@Fig.
2~B!, f mod5500 Hz#. In fact, for modulation depths,1, gain
continues to increase with level forf mod.800 Hz~Fig. 5!. It
appears that the mechanical tMTFs can be largely explained
by the individual level curves for the three components. That
is, the upper sideband’s influence on the basilar-membrane
vibration decreases with increasingf mod so that the lower
sideband and carrier are left to interact to produce the modu-
lation. At low levels the carrier is usually larger~Fig. 7!.
Maximum gain occurs when the two lower-frequency com-
ponents are equal in amplitude, which is analogous to 200%
modulation. Therefore, ifm,2, the gain is.0 dB. The
lower sideband grows faster with level than the carrier
~5CF!, resulting in it becoming the largest component at
high levels and also suppressing the carrier~and the higher-
frequency component! at high levels. While there are in-
stances of mechanical modulation gain-level curves with a
nonmonotonic shape similar to the neural curves, there are
also differences~Figs. 2 and 4!. Their peak values occur
between 60–70 dB SPL, substantially higher than those for
the neural curves and for higher modulation depths than were
typically used for the AN studies. A related study of neural
coding of 200% modulated signals in primarylike units in the
cochlear nucleus showed the peak in the modulation gain
occurred between 25–40 dB SPL~Rhode, 1994!. While there
is a species difference between the neural and mechanical
studies, it is likely that the primary determinant of any de-
crease in neural modulation gain with level results from
auditory-nerve fibers being driven to saturation throughout
the entire modulation period.

Comparison of a neural tMTF for a cat-AN fiber~CF
56.9 kHz, at the best modulation level for the unit, Joris and
Yin, 1992! with several mechanical tMTFs (CF58 kHz)
shows they are similar~Fig. 17!. Mechanical tMTFs are low
pass at low levels~e.g., Fig. 2!, as are neural tMTFs. The
neural I/O curves are nonmonotonic, peaking between 20
and 40 dB SPL and decreasing rapidly with increasing lev-
els. The decrease is due to the nerve discharging throughout
the modulation period and the resulting decrease in firing
synchronized to f mod. Mechanical modulation gain
(modulation depth51) varies relatively little for low f mod

991J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 W. S. Rhode and A. Recio: Multicomponent basilar membrane response



while for higher f mod’s they have a nonmonotonic shape
similar to the neural curves but with the maximum value at
higher levels.

Corner frequencies of the neural tMTFs decrease with
decreasing CF and can vary nearly an octave with a mean
value ;900 Hz at 10 kHz. For a 6.9-kHz fiber, the cutoff
frequency was 400–500 Hz and around 1 kHz for higher CFs
~Joris and Yin, 1992!. In comparing BM tMTFs with neural
tMTFs, the former have higher cutoff frequencies, suggest-
ing that the neural frequency limit is a result of the filtering
properties of hair cells~Fig. 17!.

Joris and Yin found that the modulation of neural dis-
charges increased as modulation depth increased while the
average rate and phase remained nearly constant. In contrast,
the BM response phase varies with level, both increasing and
decreasing in various experiments. Little phase change in
AN firing occurs with level changes for stimulus
frequencies5CF; this suggests that the carrier frequency
may not have been set to the exact CF of the basilar mem-
brane~Fig. 16!. Neural phase at CF is known to vary little
but does so off CF~Andersonet al., 1971!. For modulation
depths,1, modulation gain was generally.1. For modula-
tion depths,1 and f mod,800 Hz, mechanical gain ranged
between22 and12 dB, which is near that found for the AN
response. However, for 100% modulation the gain was never
.1, implying that there are other factors involved in deter-
mining the neural tMTF. An exception occurs for lowf mod

~5100 Hz or less! where the occurrence of a second peak in
the envelope implies modulation.100% ~Fig. 3, top row!.

Mechanical modulation gain decreases 2–8 dB forf mod

.1000 Hz depending on stimulus level and modulation
depth. Regardless of modulation depth and stimulus level,
the mechanical tMTFs are relatively flat in comparison to the
neural tMTFs. The gains of mechanical tMTFs bracket the
neural gain if one compares them50.5 functions at 20 and
50 dB SPL. However, with the same modulation used for the
neural curve and mechanical tMTFs~solid lines! in Fig. 17,

the mechanical gain is less than the neural. Therefore, some
of the neural gain is likely due to hair cell and hair cell
synapse properties. However, neural modulation gains also
vary considerably and overlap the mechanical gains.

Some neural tMTFs can have a high-pass slope, as can
mechanical tMTFs for low modulation depths. However, the
corner frequency of neural tMTFs does not increase for
CFs.10 kHz, which is likely due to low-pass filtering in the
hair cells plus other mechanisms~Kidd and Weiss, 1990!.
The effect of adaptation may contribute to producing modu-
lation gains.1 since faster stimuli will result in a larger
transient response than that due to stimuli with slower rise
times. These features suggests that neural effects modify the
mechanical tMTFs and are necessary to fully account for the
AN response to AM stimuli.

The amount of distortion in the envelope of responses to
AM stimuli (m<1) was unexpected~Figs. 1 and 3!. It is not
a consequence of distortion in the stimuli, as this was veri-
fied. Perhaps more surprising is that Fourier analysis of the
envelope showed second-order harmonic distortion~'10 dB
below fundamental! is larger than the distortion measured, in
the same animal, in responses to single tones~'20 dB below
fundamental!. Envelope distortion occurs mostly when two
of the spectral components of the AM stimulus~usually the
carrier and the lower sideband! dominate the BM response.
This is similar to the spectrum of a single-sideband AM
stimulus. Computer simulations showed that the envelope of
a single-sideband AM stimulus~even in the case of a linear
system! is distorted. Coherent demodulation of the waveform
~i.e., multiplying by a sinusoidal whose frequency equals the
frequency of the modulation frequency! yields a waveform
with less distortion. It is, however, unlikely that the auditory
system performs this type of analysis.

B. Multicomponent stimuli

Horstet al. ~1990! identified the short-term spectral con-
tent of the acoustic signal and instantaneous amplitude as
being most important to acoustic coding. At low stimulus
levels the response of the auditory nerve directly reflects a
linear encoding of the stimulus. As the level is increased,
nonlinear effects occur that can alter a component, such as
decreasing or even eliminating the center frequency compo-
nent of a harmonic complex. When a center component of
the harmonic complex was left out, it was found restored in
the output of the AN by the generation of distortion compo-
nents due to the cochlear nonlinearity.

Present results indicate that basilar-membrane mechan-
ics underlie much of the observed response of the AN to
complex stimuli. The suppression of the center component
for small f diff is especially prominent. This effect is indepen-
dent of the signal bandwidth and/or the number of stimulus
components since it was observed for AM, five- and seven-
component stimuli. The principal factor appears to be small
f diff(,300 Hz), at least in the frequency region that was
studied here. Generation of distortion components is also
greatest at lowf diff and decreases rapidly with increasing
f diff .

Distortion component generation likely explains the res-
toration of a missing center component that could be a result

FIG. 17. Superposition of mechanical and neural tMTFs. The neural curve
~dashed line! is adapted from Joris and Yin~1992! that they describe as
taken at the best modulation level~usually 20–40 dB SPL!. Mechanical
tMTFs are form50.5 ~dash-dot line! andm51 ~solid line! from the same
experiment as shown in Figs. 2~A! and 5~B! but at levels of 30 and 65 dB
SPL ~indicated by a thin and thick line, respectively, Ct07!.
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of the superposition of distortion products generated by both
lower- and higher-frequency components. The missing com-
ponent can be generated by combination two consecutive
stimulus components interacting; that is, if the missing com-
ponent is the center component, then CF52A –B, 2a–b,
3B–2C, and 2b–c for the seven-component stimulus~the
symbols correspond to the stimulus components as used in
Figure 13, e.g., the first distortion component52 f 1– f 2

52A –B, when f 1 and f 2 are the first two stimulus com-
ponents immediately above CF!. A distortion component at
CF could also be generated by the components below CF. In
addition, one could consider whether the distortion products
that are generated can themselves interact with all other com-
ponents present in the cochlea. Apparently restoring the
missing component is a result of distortion product genera-
tion due to the nonlinear nature of the cochlea.

The interactions of components in the cochlea are de-
pendent on:~1! the compressive nonlinearity of the cochlea
and ~2! filtering in the cochlea. The first was demonstrated
by showing that the center component is not restored when
the experiment was performed on the umbo. Filtering of the
stimulus waveform by a filter constructed from the iso-
intensity functions shown in Fig. 13 also produced a wave-
form without any spectral component at the frequency of the
missing component. This indicates that the occurrence of a
response at the frequency of the missing component is due to
a distortion in the cochlea, as it could not be generated using
a linear filter. The filtering of the cochlea removes the
higher-frequency components when the component spacing
increases, thereby eliminating two-tone interactions with the
high-frequency component. Before the signal is transmitted
via the AN there is additional filtering due to the hair cell
membrane properties and the effect of neural refractoriness.
As the number of components~that are harmonically related!
increases, the crest factor of the signal increases. The high-
amplitude portion~the signal becomes an impulse train as the
number of components approaches infinity! has a broad-
spectrum composition, while the low-amplitude portion is
dominated by components near the low- and high-frequency
cutoffs of the signal. It follows that at low levels the broad-
band response will be encoded and that with increasing level
the peak will be compressed more relative to the low-
amplitude portion by the cochlear nonlinearity. It follows
that edge frequencies contained in the low-amplitude portion
of the signal will be better represented at high levels.

There are, of course, other factors that affect the output
of the AN such as half-wave rectification, refractoriness, fil-
tering due to hair cell membrane properties, and synaptic
properties. A major contributing factor is two-tone suppres-
sion that is largely explained at the level of basilar-
membrane mechanics~e.g., Ruggeroet al., 1992!. However,
suppression seen in AN fibers using low-frequency suppres-
sors has never been completely explained and may involve
nonmechanical processes~e.g., Hill et al., 1989; Cooper,
1996; Geisler and Nuttall, 1997!. Horst et al. found signifi-
cant differences between the encoding by low- and high-
spontaneously active AN fibers and suggested either a center
clipping nonlinearity or an expansive nonlinearity as possible
explanations for this behavior. Neither of these latter phe-

nomena has been observed in basilar-membrane mechanics.
Use of multiple component signals was motivated by

their similarity to many common communication signals in-
cluding speech and the fact that they result in the perception
of a pitch. Signals generated by a pulsatile source and sub-
sequently filtered have a spectrum consisting of a series of
harmonically related signals. Formants in speech consist of a
maximum peak in the spectrum surrounded by several com-
ponents separated by the pulse frequency, often 80 to 500
Hz. The signals used here are an approximation of these
signals. The responses to them indicate that there are com-
plex interactions that largely depend on the nonlinearity of
the cochlea as to how the final signal spectrum is shaped.
The bandwidth separation of the components and amplitude
all are major factors in determining the final representation
of the signal spectrum in the cochlea. Suppression is one of
the most important factors in determining the contribution
that each component makes in exciting the auditory nerve.
There is clearly mutual suppression of closely spaced com-
ponents combined with distortion product generation that de-
termines the response to a complex signal. Mutual suppres-
sion could play a role in limiting cochlear damage at CF due
to complex stimuli.
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Frequency specificity of the human auditory brainstem and
middle latency responses using notched noise maskinga)
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This study investigated the frequency specificity of the auditory brainstem and middle latency
responses to 80 and 90 dB ppe SPL 500-Hz and 90 dB ppe SPL 2000-Hz tonebursts. The stimuli
were brief ~2-1-2 cycle! linear-gated tonebursts. ABR/MLRs were recorded using two electrode
montages:~1! Cz-nape of neck and~2! Cz-ipsilateral earlobe. Cochlear contributions to ABR wave
V-Na and MLR waves Na-Pa and Pa-Nb were assessed by plotting notched noise tuning curves
which showed amplitudes and latencies as a function of center frequency of the noise masker
@Abdala and Folsom, J. Acoust. Soc. Am.97, 2394 ~1995!; ibid. 98, 921 ~1995!#. Maxima in the
response amplitude profiles for the ABR and MLR to 80 dB ppe SPL tonebursts occurred within
one-half octave of the nominal stimulus frequency, with minimal contributions to the responses from
frequencies greater than one octave away. At 90 dB ppe SPL, contributions came from a slightly
broader frequency region for both stimulus frequencies. Thus, the ABR/MLR to 80 dB ppe SPL
tonebursts shows good frequency specificity which decreases at 90 dB ppe SPL. No significant
differences exist in frequency specificity of:~1! ABR wave V-NaversusMLR waves Na-Pa and Pa-
Nb at either stimulus frequency or intensity; and~2! ABR/MLRs recorded using the two electrode
montages. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1385901#

PACS numbers: 43.64.Qh, 43.64.Ri, 43.66.Dc@LHC#

I. INTRODUCTION

The Auditory Brainstem~ABR! and Middle Latency Re-
sponse~MLR! to tonebursts have been utilized as clinical
tools for estimating the pure-tone behavioral audiogram in
infants and difficult-to-test populations. The accuracy of
threshold estimation is dependent upon the frequency and
place specificity of the ABR and MLR to toneburst stimuli
~Stapellset al., 1994, 1985; Starr and Don, 1988!.

During the last decade, several investigators have dem-
onstrated that ABRs recorded to air-conducted toneburst
stimuli in either quiet or notched noise masking provide rea-
sonably accurate estimates of pure-tone behavioral thresh-
olds in infants, young children and adults with normal hear-
ing sensitivity or peripheral sensorineural hearing
impairments~Beattie et al., 1996; Munnerleyet al., 1991;
Sininger and Abdala, 1996; Siningeret al., 1997, 1998;
Stapellset al., 1995, 1990; Werneret al., 1993!. These be-
havioral threshold estimations are equally accurate for 500-
through 4000-Hz tonebursts and are not affected by the au-
diometric configuration of the loss or the age at which ABR
testing is conducted. Thus, ABRs to tonebursts recorded with
ipsilateral notched noise masking have good frequency and
place specificity.

There are some clinical populations in which the MLR is

needed to estimate hearing sensitivity. Because the MLR to
toneburst stimuli is not as critically dependent upon neuronal
synchronization as the ABR, it plays an important role in
estimating hearing thresholds for neurologically impaired in-
dividuals who have absent or abnormal ABRs~Krauset al.,
1985b; Worthington and Peters, 1980!. In addition, the MLR
has been successfully used to estimate behavioral thresholds
in individuals with sensorineural hearing losses~Kraus and
McGee, 1990; McFarlandet al., 1977; Musiek and Donnelly,
1983! and pseudohypacusis~Musiek, 1982; Musiek and
Donnelly, 1983!. The majority of these studies, however,
have been limited to single case reports and thus generalizing
the accuracy of these behavioral threshold estimations to the
hearing-impaired population is difficult.

MLRs to click and toneburst stimuli can be reliably re-
corded down to threshold levels in adults with normal hear-
ing sensitivity ~Kileny and Shea, 1986; McFarlandet al.,
1977; Musiek and Donnelly, 1983; Musiek and Geurkink,
1981; Ozdamar and Kraus, 1983; Thorntonet al., 1977; Zer-
lin and Naunton, 1974!. However, the existence of MLRs in
infants and young children has been the subject of consider-
able debate. Several studies report that MLRs can be reliably
obtained in neonates and young children during natural sleep
~Frye-Osieret al., 1982; Kavanaghet al., 1988; McRandle
et al., 1974; Mendelet al., 1977; Mendelson and Salamy,
1981; Suzuki and Hirabayashi, 1987; Suzukiet al., 1983;
Tucker and Ruth, 1996; Wolf and Goldstein, 1978, 1980!. In
contrast, others report that MLRs are unstable or absent
when young children are in natural or pharmacologically in-
duced sleep~Davis et al., 1983; Engel, 1971; Hirabayshi,
1979; Kraus and McGee, 1993; Krauset al., 1989, 1985a;
Okitsu, 1984; Skinner and Glattke, 1977; Stapellset al.,
1988!. A number of pediatric MLR studies have identified
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stimulus and recording parameters as well as subject factors
which likely account for these discrepancies.

It has been suggested that the MLR may provide a more
frequency specific index of low frequency hearing sensitivity
in comparison to the ABR~Kavanaghet al., 1984; Kileny
and Shea, 1986; Palaskaset al., 1989; Scherg and Volk,
1983!. This suggestion has been based upon two factors:~1!
the MLR is larger in comparison to the ABR to 500-Hz
tonebursts, leading to enhanced detectability of the response,
especially close to threshold~Scherg and Volk, 1983; Wu and
Stapells, 1994!, and ~2! several researchers have suggested
that the MLR is less dependent on neural synchrony than the
ABR, and thus the MLR may integrate longer portions of the
stimulus ~e.g., Kileny and Shea, 1986; Kraus and McGee,
1990; McFarlandet al., 1977; Scherg and Volk, 1983; Thorn-
ton et al., 1977!. Investigations of stimulus rise time effects
on evoked potentials, however, have demonstrated that when
rise times exceed 5 ms, significant decreases in the ampli-
tudes of both the ABR and MLR occur~Beiter and Hogan,
1973; Lichtenstein and Stapells, 1997; Stapells and Picton,
1981; Vivion et al., 1980!. These findings suggest that the
ABR and MLR integrate stimulus energy in a similar fash-
ion.

At present, only four studies have directly compared the
frequency specificity of the human ABR and MLR to 500-
and 2000-Hz air-conducted tonebursts~Mackersie et al.,
1993; Oates and Stapells, 1997a,b; Wu and Stapells, 1994!.
These studies showed no differences in the frequency speci-
ficity of the ABR and MLR to low- and moderate-intensity
~60 and 80 dB ppe SPL! tonebursts in normal hearing adults.
The levels of 60 and 80 dB ppe SPL for 500- and 2000-Hz
air-conducted brief tonebursts used in these studies are
equivalent to approximately 35 and 55 dB HL depending
upon the transducer employed, the rate of stimulation and the
temporal characteristics~rise and fall times and duration of
the plateau! of the stimuli ~Stapells, 1989!. No published
research has addressed the question of how frequency spe-
cific the MLR is to higher intensity~>90 dB ppe SPL!
tonebursts. Further research is needed to investigate the fre-
quency and place specificity of the MLR at these higher
stimulus intensities in order to realize its full clinical poten-
tial.

The notched noise masking technique has been success-
fully used to investigate the frequency specificity of the ABR
to tonebursts in normal hearing adults~Beattie and Boyd,
1985; Beattie and Kennedy, 1992; Beattieet al., 1994; Picton
et al., 1979; Stapells, 1984; Stapells and Picton, 1981!.
These investigations did not determine which specific fre-
quencies contributed to the nonmasked response since the
center frequency of the notch was fixed at the nominal stimu-
lus frequency. Folsom and colleagues modified the original
notched noise paradigm by varying the location of the notch
surrounding the stimulus frequency~Abdala and Folsom,
1995a,b; Folsom and Wynne, 1986!, allowing cochlear con-
tributions to the evoked potentials from discrete frequency
regions to be measured directly. Cochlear contributions to
the ABR and MLR can be determined by plotting tuning
curves which show response amplitudes and/or latencies as a

function of the center frequency of the notched noise~Ab-
dala and Folsom, 1995a,b!.

An important consideration in comparing amplitude and
latency measures across test conditions and subjects is the
signal-to-noise~S/N! ratio of each averaged waveform. The
S/N ratio is determined by the relative amplitude of the
evoked potential peaks, the level of the residual background
noise, and the amount of averaging which is conducted~Don
and Elberling, 1994!. The S/N ratio also depends, in part,
upon the placement of the two electrodes used for the differ-
ential recording. Numerous investigators have demonstrated
that using a vertical electrode recording montage~Cz to nape
of the neck! results in significant enhancement of ABR wave
V and MLR wave Pa amplitudes in comparison to the con-
ventional ~Cz/forehead to ipsilateral earlobe/mastoid! mon-
tage when recording these evoked potentials to nonmasked
click stimuli in normal hearing adults~e.g., Beattieet al.,
1986; Hugheset al., 1981; Kadoyaet al., 1988; King and
Sininger, 1992; Kraus and McGee, 1988; McPhersonet al.,
1985; Polyakov and Pratt, 1994!. There is a paucity of litera-
ture, however, regarding the effects of nape of the neck as
the reference electrode position when recording ABRs and
MLRs to toneburst stimuli presented in either quiet or noise
masked conditions.

Two recording techniques were employed in the current
study in order to maximize the S/N ratio and ensure a similar
quality of responses across conditions and subjects:~1! av-
eraging was stopped when a certain residual averaged back-
ground noise level was reached as suggested by Don and
Elberling ~1996!; and ~2! the evoked potentials were re-
corded using both conventional~Cz to ipsilateral earlobe!
and vertical~Cz to nape of the neck! electrode montages.

Using the notched noise technique, the aims of the
present study were to assess:~1! cochlear contributions to the
ABR and MLR to 80 and 90 dB ppe SPL 500-Hz and 90 dB
ppe SPL 2000-Hz tonebursts,~2! the differences, if any, in
the frequency and place specificity of the ABRversusthe
MLR, and~3! if the use of a noncephalic reference electrode
located at the nape of the neck enhances the amplitude of
ABR ~wave V-Na! and/or MLR ~waves Na-Pa and Pa-Nb!
recorded with ipsilateral noise masking.

II. METHODS

A. Subjects

Ten normal-hearing adults~five males and five females!
ranging in age from 23 to 42 years~mean529.5 years, s.d.
56.92! participated in the study. All subjects had pure-tone
behavioral thresholds of 15 dB HL~ANSI, 1996! or better at
octave frequencies of 250–8000 Hz in the test ear with no
significant otologic or neurologic histories. All subjects had
type A tympanograms and a present ipsilateral reflex to a 90
dB HL 1000-Hz tone.

B. Stimuli

The stimuli were 500- and 2000-Hz~2-1-2 cycle! linear-
gated tonebursts~see Fig. 1! generated by the NeuroScan
STIM™ system. The stimuli were of alternating-onset polar-
ity and were delivered using Etymotic Research ER-3A in-
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sert earphones at a rate of 9.4/s. The 500- and 2000-Hz
stimuli were presented at 90 dB ppe SPL to one ear per
subject which was selected at random. The 500-Hz toneburst
was also presented at 80 dB ppe SPL. The stimuli were cali-
brated daily using a Bru¨el and Kjaer DB0138 2-cc adaptor
and 4152 coupler, 1 in. condenser microphone~type 4144!
and sound-level meter~type 2235!. The 90 dB ppe SPL val-
ues correspond to levels of 67 and 66 dB nHL for the 500-
and 2000-Hz tonebursts, respectively. The behavioral nHL
values were determined from a pilot study of ten adults with
normal hearing sensitivity.

C. Broadband and notched noise masking

The broadband white noise was generated by a custom
designed system. The band rejected or notched noise was
produced by passing the noise through a Wavetek Brickwall
filter ~model 753A!. The output of the filter was amplified
and mixed by a custom designed ComSec system. White
noise was selected for the masking stimulus rather than pink
noise because effective masking~behavioral and electro-
physiologic masking! for the 500- and 2000-Hz tonebursts
could be achieved at a slightly lower intensity level using
white noise~Oates, 1996!.

The nominal center frequencies of the notch were: 500,
707, 1000, 1410, 2000, 2830, 4000 and 8000 Hz for both
stimulus frequencies. Notches in the white noise were also
centered around 125, 250 and 354 Hz for the 500-Hz stimuli
and 5660 Hz for the 2000-Hz stimuli. The acoustic spectra of
the notched noise conditions as measured by the Stanford
Research System FFT spectrum analyzer~model SR760!
showed that the mean depth of the notch was 40 dB with
average rejection rates of 91.3 dB/octave for the low pass
~LP! filter and 104.5 dB/octave for the high pass~HP! filter.
The width of the notch was approximately 1.5 octaves~limi-
tations of the Brickwall filter did not permit the use of a
narrower notch width!.

In the present study, the white noise needed to achieve
effective masking for the 90 dB ppe SPL 500-Hz tonebursts

had an overall intensity of 92.5 dB SPL and a bandwidth of
4000 Hz. Thus, the spectrum level of the white noise was
92.52103log 4000556.5 dB SPL. If the 1.5-octave-wide
notch is centered around 500 Hz, it has a bandwidth of 544
Hz ~297–841 Hz!, and the overall bandwidth of the noise
would be 4000254453456 Hz. Therefore, the overall dB
SPL of the notched noise centered around 500 Hz would be
56.51103log 3456591.9 dB SPL. The dB SPL of the
notched noise thus varies as a function of the frequency at
which the notch is centered.

D. Masker level

Pilot studies were conducted in order to determine the
level of noise masking which would provide the most fre-
quency specific isolation of cochlear regions and ensure rea-
sonable safety limits of noise exposure for the subjects. In
the first pilot study, we assessed whether the ABR and MLR
to 90 dB ppe SPL 500- and 2000-Hz tonebursts could be
effectively masked~behaviorally and electrophysiologically!
using broadband white noise presented at S/N ratios of210
dB or less in 10 subjects with normal hearing sensitivity.
Broadband noise was presented at 90 dB SPL and increased
in 1 dB steps until the ABR and MLR were judged to be
completely masked or until a maximum noise intensity of
100 dB SPL~i.e., 210 dB S/N ratio! was reached. This
maximum noise level was selected~1! to stay within reason-
able safety limits and acceptable comfort levels for the sub-
ject, and~2! broadband noise presented at mean S/N ratios of
between21 and25.5 dB has been found to effectively mask
ABRs to 85 dB ppe SPL 500–4000 Hz tonebursts~Purdy
et al., 1989!. S/N ratios of25 to 210 dB effectively masked
the ABR and MLR for 80% and 30% of the subjects, respec-
tively. Behavioral masking was achieved for all subjects at
S/N ratios of25 to 210 dB. Based on these findings, it was
decided that an effective masking approach could not be
safely employed due to the extremely high noise intensities
needed to ensure complete electrophysiologic masking of
both the ABR and MLR for all subjects.

Because the level of broadband noise needed to achieve
electrophysiologic masking varied over a range of at least 5
dB across subjects, each subject’s effective masking level
~EML! was used as the reference rather than a fixed S/N
ratio. The broadband white noise level was set at the sub-
ject’s effective masking level minus 6 dB. Effective masking
could not be achieved for the MLR in most subjects, so the
EML was determined based on electrophysiologic masking
of the ABR. This resulted in mean S/N ratios of22.5 dB
~range:11 to 24.5 dB! for the 500-Hz stimuli and10.7 dB
~range:17 to 22 dB! for the 2000-Hz stimuli.

Employing this formula for determining the level of
broadband white noise, the maximum noise exposure is 94.5
dB SPL. This value is in close agreement with the intensity
levels of pink noise safely employed in a previous study
~Oates and Stapells, 1997a,b!.

The ABR and MLR responses to the 90 dB ppe SPL
tonebursts may have been undermasked. Thus, these electro-
physiologic responses likely received some cochlear contri-
butions from the frequency region of the toneburst, rather
than receiving contributions solely from the frequency region

FIG. 1. Acoustic spectra for the linear-gated 500- and 2000-Hz tonebursts.
The spectra were obtained by coupling the ER-3A insert earphone to a Bru¨el
and Kjaer 2-cc adapter and a 4152 coupler, a 1-in. condenser microphone
~type 4144!, and a 2235 sound level meter. The ac output of the sound level
meter was routed to the ‘‘SCAN’’ system of the Neuroscan. The spectra
were obtained by taking averages of 200 fixed polarity stimulus presenta-
tions in the time domain using a uniform window and then performing an
FFT. The stimuli were presented at a sampling rate of 25 600 Hz over an
analysis time of 20 ms, with the stimulus waveform centered in this window.
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of the notch. This issue is addressed later in the manuscript
and evidence is presented suggesting that undermasking did
not have a negative influence upon the results.

E. Evoked potential recordings

Recordings and waveform analyses were carried out us-
ing the Neuroscan SCAN™ system. The ABR and MLR
were simultaneously recorded on two channels using gold-
plated electrodes. The noninverting electrode was placed on
the vertex~Cz! for both channels with the inverting electrode
located on the ipsilateral earlobe~A1 or A2! for channel one
and cervical vertebra 2~Cv2! for channel two. A forehead
electrode~Fpz! served as ground for both channels. Inter-
electrode impedances were 2000 Ohms or less. The electro-
encephalographic~EEG! signals were amplified~gain
5100 000! and analog filtered~10–1000 Hz, 6 dB/octave,
Grass Neurodata Acquisition System model 12!. The EEG
signals were digitized~12-bit converter! using a sampling
rate of 6168 Hz~512 points! over an analysis time of 83 ms
~23 to 80 ms! and stored as single-trial epochs. Eight thou-
sand epoched trials were acquired for the quiet and each
noise condition. Artifact rejection was set to6100 mV,
which corresponds to the clipping level of the analog-to-
digital convertor~Don and Elberling, 1994!.

F. Data analysis

1. Digital filtering

The data for each subject consisted of 8000 sweeps re-
corded on two channels. Each epoch was digitally re-filtered
with a HP filter setting of 20 Hz~24 dB/octave!. The 20-Hz
filter setting was selected because it decreases the variability
in adult ABRs~Suzukiet al., 1983! and is recommended as
the optimal HP setting for estimating the signal-to-noise
characteristics of the MLR~Gould et al., 1992!.

2. Estimate of residual background noise level and
averaging

An estimate of the residual noise associated with each
average was obtained using the Fsp technique. The variance
of the voltage at a single point within the average was cal-
culated over a block consisting of 256 sweeps, with the
single point placed at 30 ms. The analysis window used in
the Fsp calculation was from 4 to 74 ms. The digitally fil-
tered set of 8000 sweeps for each recording condition was
averaged off-line in two ways:~1! averaging continued until
a residual background noise criterion of 60 nV was reached,
and~2! four mutually exclusive averages were created, each
meeting a residual noise level~RNL! criterion of 120 nV.
The 60 nV criterion was chosen by calculating the ABR and
MLR peak amplitudes corrected for residual noise as de-
scribed by Don and Elberling~1996!; see the Appendix. If a
subject’s RNL following 8000 sweeps exceeded 60 nV, then
their set of ABR/MLR waveforms for that particular noise
condition consisted of a grand average of the total 8000
single trials and either two or three replicate average wave-
forms each having a RNL of 120 nV. The majority of the
subjects’ grand average waveforms reached the 60 nV RNL

criterion for the quiet and noise masked conditions~i.e., 89%
and 77% for the 500- and 2000-Hz responses, respectively!.

G. Procedure

All testing was performed in a double-walled sound at-
tenuating booth. Subjects were seated in a reclining chair and
watched subtitled videos during testing. Subjects were in-
structed to remain awake and their EEG was monitored on
an oscilloscope. All subjects were tested with the 90 dB ppe
SPL 500- and 2000-Hz linear-gated tonebursts in quiet and in
the presence of notched noise masking. Nine of these sub-
jects were also tested with the lower intensity~80 dB ppe
SPL! 500-Hz toneburst. For the higher stimulus intensity,
testing took place over two sessions with the order of the
notched noise conditions randomized. For the lower stimulus
intensity, the subjects could choose one or two recording
sessions. Each subject’s pure-tone behavioral thresholds
~250–8000 Hz! and transient evoked otoacoustic emissions
~OAE! were assessed at the beginning and end of each test
session to ensure that no change in hearing sensitivity or
OAE had occurred due to exposure to the noise stimuli.

Only nine subjects were tested for the 80 dB ppe SPL
500-Hz condition because the tenth individual reported a
slight feeling of aural fullness prior to her final test session.
She had no behavioral threshold shifts, changes in OAEs or
tinnitus following her previous test sessions.

H. Response identification

The decision regarding the presence or absence of ABR
wave V and MLR waves Na, Pa and Nb was made by com-
bining the ratings of two experienced judges. Both judges
had knowledge of the intensity of the stimulus but were blind
to the center frequency of the notched noise.

Both raters assigned a score of ‘‘1’’ to ‘‘4’’ to ABR wave
V and MLR waves Na, Pa and Nb in the grand average for
the various notched noise conditions. Raters were instructed
to rate each peak separately and therefore might have as-
signed different scores for specific peaks in the waveform.
These ratings were based on the latency, morphology and
replicability of the waveforms. A score of ‘‘4’’ indicated a
‘‘definite response,’’ a ‘‘3’’ indicated a ‘‘probable response,’’
a ‘‘2’’ indicated a ‘‘probable no response’’ and a ‘‘1’’ indi-
cated a ‘‘definite no response.’’ The ratings were then aver-
aged and mean ratings of 2.5 or higher were considered ‘‘re-
sponse present’’~Stapells, 1984; Stapellset al., 1990!.

I. Response measurements

Peak-to-peak amplitudes of ABR wave V-Na and MLR
waves Na-Pa and Pa-Nb were obtained for each subject from
the grand average waveforms which were judged to contain a
replicable response. Peaks which were judged as no response
were assigned an amplitude value equal to the RNL present
in the grand average tracing calculated by the Fsp technique.
The peak-to-peak amplitude of wave V-Na for the ABR was
measured rather than the conventional wave V-V8 because
wave V8 was difficult to identify in a few subjects due to the
presence of the post-auricular muscle reflex~PAMR!. This
was especially true when the ipsilateral earlobe was the ref-
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erence electrode. Although PAMR interfered with wave V8
identification in these few cases, the latencies of waves V
and Na were clearly visible.

Wave V was defined as the maximum vertex positive
peak occurring between 6 and 20 ms or, if several peaks of
equal amplitude occurred, the peak immediately preceding
the largest negative shift was selected. Wave Na was defined
as the most negative replicable trough immediately preced-
ing wave Pa occurring in at least of three out of four repli-
cations between 10 and 30 ms. Wave Pa was the maximum
vertex-positive peak immediately following Na between 20
and 50 ms. If wave Pa consisted of a single peak, the ampli-
tude was measured at the point of the largest amplitude and
latency was measured at the center of the peak. If wave Pa
had multiple peaks, the largest amplitude was taken and the
latency was measured at the mid point between waves Na
and Nb. Wave Nb was defined as the largest vertex-negative
peak following Pa and occurring between 40 and 75 ms.
Latency values were corrected for the 0.92 ms delay intro-
duced by the insert earphones.

J. Statistical analyses

Peak-to-peak amplitudes and latencies were analyzed
using descriptive statistics and repeated measures analyses of
variance~ANOVAs! using a linear mixed model design~Lit-
tell et al., 1996!. Satterthwaite’s corrections for degrees of
freedom for repeated measures were employed when appro-
priate ~Satterthwaite, 1946!. Results were considered statis-
tically significant if p,0.01.

For the amplitude analyses, there were no missing data
cells because an amplitude value equal to the RNL present in
the grand average tracing was assigned. For the latency
analyses, there were some missing data cells depending upon
the notched noise condition. However, the analyses of vari-
ance were only conducted on the notched noise center fre-
quency conditions where at least 80% of the subjects had
responses.

In the SAS procedure for mixed model designs, indi-
viduals are not dropped if they have missing data~Brown
and Prescott, 1999!. Provided there is not a strong relation-
ship between treatments and missing data, the theory on
which the mixed model is based still holds for unbalanced or
missing data. It is quite robust even when data are not miss-
ing entirely at random. In these mixed models, the specifica-
tion of covariance means that each point influences the esti-
mates of treatment effects at every other point. Thus, patients
whose observations are limited will still contribute to the
estimates at all points.

When significant results were found in the ANOVAs,
Tukey post hoctests were performed in order to investigate
the pattern of these significant differences. Tukeypost hoc
testing is a method of adjusting for multiplepost hoccom-
parisons, similar to the Bonferoni adjustment~SAS Online
Document, Version 8, 1999; Snedecor and Cochran, 1978!.
Results of thepost hocanalyses were considered significant
if p,0.05.

III. RESULTS

A. Nonmasked responses

The waveforms located at the top of Figs. 2 and 3 are the
nonmasked ABR and MLR recorded to 80 and 90 dB ppe
SPL 500-Hz~Fig. 2! and 90 dB ppe SPL 2000-Hz~Fig. 3!
tonebursts from the same subject. Responses recorded using
the conventional~Cz-earlobe! and vertical ~Cz-Cv2! elec-
trode montages are displayed.

Table I contains the mean peak-to-peak amplitude values
and absolute latencies for the nonmasked results at both
stimulus frequencies. A two way repeated measures ANOVA
~wave3 electrode! for the amplitude results was calculated
separately for each stimulus frequency and each intensity.
The 500-Hz results revealed no significant differences in the
peak-to-peak amplitudes of waves V-Na, Na-Pa and Pa-Nb at
80 and at 90 dB ppe SPL. The 2000-Hz results revealed a
significant difference in the amplitudes of waves V-Na,
Na-Pa and Pa-Nb@p,0.001#. Tukey post hoc analyses
showed that peak-to-peak amplitude of MLR wave Pa-Nb
was significantly smaller than ABR wave V-Na and MLR
wave Na-Pa.

The mean peak-to-peak amplitudes of the responses for
the 500- and 2000-Hz tonebursts recorded using the non-
cephalic electrode montage~Cz-Cv2! were slightly larger
than those recorded using the conventional~Cz-earlobe!
electrode montage, however, these differences did not reach
statistical significance at either frequency or intensity@p
50.012– 0.024#. The wave by electrode interaction did not
reach statistical significance for any of the three stimulus
conditions.

A two way repeated measures ANOVA~wave 3 elec-
trode! of the nonmasked latency values revealed no statisti-
cally significant differences between the latencies recorded
using the conventional and vertical electrode montages. The
wave by electrode interaction was not significant at either
stimulus frequency or intensity.

B. Waveforms recorded in notched noise masking

Below the nonmasked waveforms displayed in Fig. 2 are
the same subject’s waveforms recorded to the 80 and 90 dB
ppe SPL 500-Hz tonebursts for the 11 notched noise condi-
tions. In response to the 80 dB ppe SPL tonebursts, the larg-
est ABRs and MLRs were present in the 354-, 500- and
707-Hz center frequency bands for this individual. For the
responses to the 90 dB ppe SPL tonebursts, the largest peak-
to-peak ABR and MLR amplitudes occurred in the 354- to
1000-Hz center frequency bands. Figure 3 displays the same
subject’s waveforms recorded to the 90 dB ppe SPL 2000-Hz
tonebursts for the nine notched noise conditions. The largest
peak-to-peak ABR and MLR amplitudes occurred in the
1410- to 2830-Hz center frequency bands. When the center
frequency of the notch was located one to two octaves away
from each of the nominal stimulus frequencies, the ABRs
and MLRs were substantially reduced in amplitude or absent.
This subject’s waveforms are representative of the responses
recorded from the remaining subjects.
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C. Notched noise response amplitude profiles

Peak-to-peak amplitudes of ABR wave V-Na and MLR
waves Na-Pa and Pa-Nb were measured for each subject for
all notched noise conditions. The amplitudes were then nor-
malized to a percentage of the subject’s amplitudes recorded
in the nonmasked condition. Mean relative amplitudes for
waves V-Na, Na-Pa and Pa-Nb to the 500- and 2000-Hz
tonebursts are plotted in Figs. 4 and 5, respectively, as a
function of the center frequency of the notched noise for
each stimulus intensity and each electrode montage.

For the 80 dB ppe SPL 500-Hz tonebursts, the maxima
in the mean ABR and MLR amplitude profiles occurred at
354, 500 and 707 Hz for both electrode montages. These
frequency regions contribute almost equally to the response,
especially for waves V-Na and Na-Pa. The peak in the mean
amplitude profile for the 90 dB ppe SPL 500-Hz tonebursts
occurred at 707 Hz for ABR wave V-Na for both electrode
montages. For MLR waves Na-Pa and Pa-Nb, the peak in the
mean amplitude profiles occurred at 500 Hz.

The mean ABR and MLR amplitude profiles for the
2000-Hz responses peaked at 1410 and 2000 Hz for both
electrode montages. The 1000- and 2830-Hz frequency re-
gions also contributed substantially to these higher frequency
responses. The individual ABR and MLR response amplitude

profiles for both stimulus frequencies showed maximum am-
plitudes within a half-octave of the nominal stimulus fre-
quency for at least 80% of the subjects, irrespective of elec-
trode montage or stimulus level.

Three way repeated measures ANOVAs~wave 3 elec-
trode3 notched noise center frequency! were calculated for
each of the 500- and 2000-Hz response amplitude profiles.
The results, displayed in Table II, showed an expected sig-
nificant main effect for center frequency of the notched noise
for the responses to the 500- and 2000-Hz tonebursts. In
order to further investigate the pattern of these significant
differences, Tukeypost hocanalyses of the amplitude pro-
files were conducted for each stimulus frequency and inten-
sity separately. For each stimulus condition~e.g., 500 Hz at
80 dB ppe SPL!, independentpost hoctests of the amplitude
profiles were conducted for each of the three waves~i.e.,
V-Na, Na-Pa and Pa-Nb!. The post hoctests for each wave
compared the response amplitudes at one notch condition
with the response amplitudes at each of the adjacent notch
conditions. The notched noise center frequencies evaluated
for the 500-Hz profiles were 125–8000 Hz, while the center
frequencies evaluated for the 2000-Hz profiles were 500–
8000 Hz.

The post hocanalyses for the 500-Hz profiles showed

FIG. 2. Waveforms recorded from one subject to 80
and 90 dB ppe SPL 500-Hz tonebursts in the non-
masked condition and the 11 notched noise conditions.
ABR wave V and MLR waves Na, Pa and Nb are la-
beled.
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that the amplitudes of waves V-Na, Na-Pa and Pa-Nb re-
corded when the center frequency of the notch was located
between 354 and 707 Hz for the 80 dB SPL stimuli and
between 354 and 1000 Hz for the 90 dB SPL stimuli were
significantly higher @p,0.01# than when the center fre-
quency of the notch occurred at lower~125–250 Hz! and

higher ~1410–8000 Hz! frequencies. Similarly,post hoc
analyses of the 2000-Hz profiles revealed that the amplitudes
of the ABR and MLR waves recorded when the notch was
centered around 1000–2830 Hz were significantly higher
@p,0.01# than when the center frequency was located at
lower ~500–707 Hz! and higher~4000–8000 Hz! frequen-
cies.

The ANOVA results showed a significant main effect for
wave for the responses to the 80 and 90 dB ppe SPL 500-Hz
tonebursts. The main effect for wave, evident in Fig. 4,
shows that the amplitude of MLR wave Pa-Nb is larger than
the amplitudes of waves V-Na and Na-Pa.

The ANOVA results generally revealed no significant
differences between the two electrode montages at either
stimulus frequency nor any significant interactions. The only
exceptions were that the wave by electrode and the electrode
by notched noise CF interactions did reach statistical signifi-
cance for the higher intensity 500-Hz responses.

D. Notched noise latency profiles

Mean absolute latency values are plotted in Fig. 6 as a
function of the center frequency of the notched noise for
each stimulus intensity and electrode montage. The latency
profiles only include points where a minimum of 80% of the
subjects had responses.

For the responses recorded to the 80 dB ppe SPL 500-Hz
tonebursts, the minimum point in the latency profiles for the
ABR and MLR occurred at 707 Hz for both recording mon-
tages. When the notch was centered at 707 Hz, the mean
latencies~across electrode montage! of 11.48 and 33.53 ms
for waves V and Pa, respectively, were in close agreement
with the nonmasked wave V and Pa latencies displayed in
Table I, implying that the primary contributions to the non-
masked latencies for the 80 dB ppe SPL responses come
from the 707-Hz frequency region.

For the 90 dB ppe SPL 500-Hz tonebursts, the minima
in the latency profiles occurred at 707 Hz for ABR wave V
and at 1000 Hz for MLR wave Pa. When the notch in the
broadband noise was located at 707 Hz, the mean latency of

FIG. 3. Waveforms recorded from the same subject to 90 dB ppe SPL
2000-Hz tonebursts in the nonmasked condition and the nine notched noise
conditions. ABR wave V and MLR waves Na, Pa and Nb are labeled.

TABLE I. Mean peak-to-peak amplitudes~mV! and absolute latencies~ms! for ABR/MLR to 80 and 90 dB ppe
SPL 500-Hz and 90 dB ppe SPL 2000-Hz nonmasked linear-gated tonebursts.

500 Hz 2000 Hz

80 dB ppe SPL 90 dB ppe SPL 90 dB ppe SPL

Cz-A1 Cz-Cv2 Cz-A1 Cz-Cv2 Cz-A1 Cz-Cv2

Amplitude: ABR V-Na 0.47 0.57 0.59 0.68 0.68 0.74
SD 0.18 0.19 0.22 0.24 0.12 0.12
MLR Na-Pa 0.54 0.63 0.60 0.74 0.57 0.65
SD 0.14 0.11 0.23 0.24 0.13 0.10
MLR Pa-Nb 0.49 0.49 0.51 0.61 0.42 0.51
SD 0.15 0.15 0.19 0.17 0.10 0.17

Latency:a ABR wave V 11.42 11.17 10.44 10.61 7.45 7.50
SD 0.80 0.97 0.75 0.77 0.32 0.27
MLR wave Pa 33.20 32.21 31.71 31.03 28.03 28.43
SD 1.63 1.50 2.03 1.37 1.78 1.54

aAbsolute latency values have been corrected for ER-3A insert earphone delay.
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wave V was 10.98 ms, in close agreement with the non-
masked latency. Similarly when the notch occurred at 1000
Hz, the mean latency of wave Pa was 31.95 ms which agrees
well with the nonmasked latency. These findings suggest that
the nonmasked latencies of waves V and Pa to 90 dB SPL
500-Hz tonebursts are primarily determined by contributions
from the 707 to 1000 Hz regions.

The minimum point in the latency profiles for the
2000-Hz responses occurred at 2830 Hz for the ABR and
1410–2000 Hz for the MLR. When the notch was centered at
2830 Hz, the mean wave V latency of 7.96 ms was in close
agreement with the nonmasked wave V latencies. Similarly,
when the notch was centered at either 1410 or 2000 Hz, the
mean latencies of 28.69 and 28.49, ms respectively, were in
good agreement with the nonmasked latencies for wave Pa.

Separate three way repeated measures ANOVAs were
calculated for each of the 500- and 2000-Hz latency profiles.

Only notched noise center frequencies that produced re-
sponses from at least 80% of the subjects were included. The
center frequencies analyzed were:~1! 354–1000 Hz for the
80 dB ppe SPL 500-Hz responses,~2! 125–4000 Hz for the
90 dB ppe SPL 500-Hz responses, and~3! 1000–4000 Hz for
the 90 dB ppe SPL 2000-Hz responses.

A significant main effect for the CF of the notched noise
occurred only for the 500-Hz responses and was present at
each stimulus intensity. Tukeypost hocanalyses of the la-
tency profiles at 80 dB ppe SPL indicated that the latencies
of waves V and Pa remained essentially unchanged as the
center frequency of the notch was varied between 500 and
1000 Hz and increased significantly only when the notched
noise was centered at 354 Hz (p,0.001). In contrast,post
hoc comparisons for the 90 dB ppe SPL latency profiles
showed that the latencies of waves V and Pa recorded when
the center frequency of the notched noise was located at 500,
707 or 1000 Hz were significantly shorter (p,0.05) than
those recorded when the center frequency of the notch oc-
curred at lower~125–354 Hz! and higher~1410–4000 Hz!
frequencies.

There were no statistically significant differences be-
tween the latencies of the responses recorded using the two
electrode montages at either stimulus frequency. No interac-
tions reached statistical significance for either the 500- or
2000-Hz responses.

E. Influence of electrode montage on RNL present in
the averages

Table III presents descriptive statistics for the number of
sweeps needed to reach a residual noise level criterion of 60
nV as a function of electrode montage. In general, a greater
number of sweeps was required to reach this criterion for the
responses recorded using the vertical electrode montage in
comparison to the conventional montage~i.e., 11%–22%
greater for the 500-Hz responses and 6%–20% greater for

FIG. 4. Mean and standard deviation~s.d.! amplitude
profiles for ABR wave V-Na and MLR waves Na-Pa
and Pa-Nb to 80 and 90 dB ppe SPL 500-Hz tonebursts
as a function of the nominal center frequency of the
notched noise. Responses recorded with conventional
and vertical electrode montages are in closed and open
circles, respectively.

FIG. 5. Mean and standard deviation~s.d.! amplitude profiles for ABR wave
V-Na and MLR waves Na-Pa and Pa-Nb to 90 dB ppe SPL 2000-Hz tone-
bursts as a function of the nominal center frequency of the notched noise.
Responses recorded with conventional and vertical electrode montages are
in closed and open circles, respectively.
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the 2000-Hz responses!. There was also greater variability in
the responses recorded using the vertical electrode montage
as reflected in the higher standard deviation values for this
recording channel.

IV. DISCUSSION

A. Frequency specificity of the ABR and MLR to 500-
and 2000-Hz tonebursts

The results of this study suggest that ABR~wave V-Na!
and MLR ~waves Na-Pa and Pa-Nb! show good frequency
specificity to 500-Hz tonebursts presented at 80 dB ppe SPL,
as demonstrated by the maxima in the mean response ampli-
tude profiles occurring at the nominal stimulus frequency or
within a half-octave of this frequency. The ABR and MLR
amplitudes drop off sharply on the low and high frequency
sides of the profile peak, indicating that there is little co-
chlear contribution to these evoked potentials from fre-
quency regions one or more octaves away from the probe
frequency. The latency profiles for the 80 dB ppe SPL re-
sponses are centered at the nominal stimulus frequency or
within a relatively narrow range~i.e., one octave! of this
frequency, also indicating that the responses are frequency
specific. At 90 dB ppe SPL, the amplitude and latency pro-
files are wider in comparison to the 80 dB ppe SPL profiles,
reflecting an increased spread of cochlear excitation at the
higher stimulus intensity.

It was not possible to safely achieve effective masking
~behavioral and electrophysiologic masking! of the ABR and
MLR for all subjects in the present study, especially for the
responses to the 90 dB ppe SPL 500-Hz tonebursts. There-
fore, contributions to the responses which occurred when the
notch was centered at distant apical and basal locations~e.g.,
250 or 4000 Hz! are likely due to subtotal masking of the
energy present in the toneburst. This possibility was investi-
gated by comparing the amplitude and latency of each sub-
ject’s response to the 90 dB ppe SPL 500-Hz toneburst in the
broadband noise~no notch! condition to their responses ob-
tained in the various notched conditions. For at least 70% of
the subjects, the amplitudes of ABR wave V-Na and MLR
waves Na-Pa and Pa-Nb in the no notch condition were simi-
lar to those obtained when the notch was centered at least 2
octaves away from the toneburst frequency~i.e., the differ-
ences between these two conditions ranged from 0.01 to 0.04
mV for the ABR and 0.02 to 0.07mV for the MLR!. Simi-

larly, for 75%–80% of the subjects, the latencies of ABR
wave V and MLR wave Pa recorded in the no notch condi-
tion were in close agreement~0.03–0.39 ms for wave V and
0.15–0.63 ms for wave Pa! to those obtained when the notch
was centered at least 2 octaves away from the toneburst fre-
quency. This suggests that the small responses occurring
when the notch was centered at distant locations are likely
due to direct ipsilateral masking occurring at the nominal

FIG. 6. Mean and standard deviation~s.d.! latency profiles for ABR wave V
and MLR wave Pa to 80 and 90 dB ppe SPL 500-Hz~top and middle
sections! and 90 dB ppe SPL 2000-Hz~lower section! tonebursts as a func-
tion of the nominal center frequency of the notched noise. Each symbol
represents a minimum of eight subjects at each stimulus intensity.

TABLE II. Results of three-way repeated measures analyses of variance for 500- and 2000-Hz amplitude and latency profiles.

Amplitudea Latency

500 Hz 500 Hz 2000 Hz 500 Hz 500 Hz 2000 Hz
80 dB SPL 90 dB SPL 90 dB SPL 80 dB SPL 90 dB SPL 90 dB SPL

Wave p,0.001 p,0.001 NS p,0.001 p,0.001 p,0.01
Electrode NS NS NS NS NS NS
Notched noise
Center frequency~Hz! p,0.001 p,0.001 p,0.001 p,0.001 p,0.001 NS
Wave3 Electrode NS p,0.01 NS NS NS NS
Wave3 Noise NS NS NS NS NS NS
Noise3 Electrode NS p,0.01 NS NS NS NS
Wave3 Electrode3 Noise NS NS NS NS NS NS

aANOVAs for amplitude profiles were based on percent of the nonmasked amplitudes.
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stimulus frequency rather than responses reflecting the co-
chlear location of the notch.

The findings in the present study are in agreement with
studies which have used various masking paradigms to in-
vestigate the frequency specificity of the ABR and MLR to
nonmasked low and high frequency toneburst stimuli in nor-
mal hearing adults~Abdala and Folsom, 1995b; Burkard and
Hecox, 1983; Folsom, 1984, 1985; Folsom and Wynne,
1987; Klein, 1983; Mackersieet al., 1993; Oates and
Stapells, 1997b; Pictonet al., 1979; Stapells and Picton,
1981; Wu and Stapells, 1994!. These studies have shown that
ABRs and MLRs to moderate intensity~i.e., 60–80 dB ppe
SPL! nonmasked 500–4000 Hz tones are best tuned to the
nominal stimulus frequency or a narrow range surrounding
the probe frequency, and thus exhibit good frequency speci-
ficity. As stimulus intensity is increased~.80 dB ppe SPL!
there is a reduction in the frequency specificity of the ABR,
due to greater contributions to the evoked potentials from
frequencies outside the nominal stimulus frequency as well
as the increased effects of stimulus spectral splatter.

B. Determining cochlear site of response generation

The cochlear site of response generation~i.e., place
specificity of the response! may be estimated from the am-
plitude and latency profiles. There has been some contro-
versy, however, regarding how to determine the ‘‘effective
cochlear region’’ within a derived band or a notched noise
frequency band which determines the nonmasked amplitude
and latency of the response~see Oates and Stapells, 1997b,
for a further discusssion!. The effective cochlear region is
dependent upon a number of factors including the masking
technique, steepness of filter slope, width of the derived or
notched band, and frequency and intensity of the toneburst
and noise stimuli~Stapells and So, 1999!. These factors
likely account for some of the disagreements present in the
literature.

The results of the amplitude analyses in the current
study suggest that the regions primarily contributing to the
500-Hz responses are the 354–707 Hz bands for the 80 dB
ppe SPL responses and the 354–1000 Hz bands for the 90
dB ppe SPL responses. Similarly, the amplitude analyses

suggest that the dominant cochlear place contributing to the
2000-Hz responses is a narrow frequency region surrounding
the nominal stimulus frequency~i.e., 1000–2830 Hz bands!.

Another approach that can be used to describe the co-
chlear regions contributing to the nonmasked response am-
plitude is to calculate the frequency range of the entire band
~e.g., 0.75 octaves below 354 Hz and 0.75 octaves above 707
Hz for the 80 dB ppe SPL 500-Hz responses!. Applying these
calculations to the present data would suggest that the co-
chlear frequency regions contributing to nonmasked waves V
and Pa amplitudes could be as wide as 210–1189 Hz and
210–1682 Hz for the 80 and 90 dB ppe SPL 500-Hz tone-
bursts, respectively, and 595–4759 Hz for the 90 dB ppe
SPL 2000-Hz responses.

The results of our latency analyses suggest that the pri-
mary cochlear contributions to the nonmasked latencies for
waves V and Pa come from the nominal stimulus frequency
or within a narrow range~< one octave! of the stimulus
frequency for the 500- and 2000-Hz responses. However, if
we assume that the responses of higher frequency regions of
the cochlea within the notched band determine response la-
tency~Oates and Stapells, 1997b!, then the primary areas of
the basilar membrane contributing to the nonmasked ABR
and MLR latencies may also be estimated by considering the
upper frequency edge of the 1.5-octave-wide notch. Using
this approach, the frequency regions contributing to the non-
masked latencies of wave V and wave Pa for the 80 and 90
dB ppe SPL 500-Hz responses would be 1189 Hz (707
320.75) and 1682 Hz (1000320.75), respectively, and would
be 4759 Hz (2830320.75) for wave V and 2371–3364 Hz
(1410320.7522000320.75) for wave Pa to the 90 dB ppe
SPL 2000-Hz responses.

The uncertainty regarding cochlear place of response
generation cannot be fully resolved, however, previous stud-
ies using a variety of masking techniques~HP/DR, pure-tone
and notched noise masking! indicate that the cochlear region
contributing to the nonmasked amplitudes and latencies of
ABR wave V and MLR wave Pa to 60–80 dB ppe SPL
tonebursts is within one octave of the nominal stimulus fre-
quency ~Abdala and Folsom, 1995b; Folsom and Wynne,

TABLE III. Descriptive statistics for the number of sweeps needed to reach a residual noise level criterion of 60 nV as a function of electrode montage in the
nonmasked and masked conditions for the 500-Hz and 2000-Hz tonebursts.

500 Hz 2000 Hz

80 dB ppe SPL 90 dB ppe SPL 90 dB ppe SPL

Cz-A1 Cz-Cv2 Cz-A1 Cz-Cv2 Cz-A1 Cz-A2

Nonmasked Responses
Mean 4608 4472 4230 5370 4531 5645
S.D. 1109 1830 1492 2229 1889 2288
Median 4864 4608 4096 5504 3840 6400
Range 2304–5888 2304–8000 2816–8000 2304–8000 2304–7680 2048–8000

Masked Responses Collapsed Across Notched Noise Conditions
Mean 4748 5345 4727 5328 5054 5267
S.D. 1730 2084 1973 2164 1417 1216
Median 4352 5376 3136 5248 4740 5010
Range 2304–8000 1280–8000 1536–8000 1280–8000 2304–8000 1536–8000
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1987; Klein, 1983; Mackersieet al., 1993; Oates and
Stapells, 1997a,b; Wu and Stapells, 1994!.

C. Frequency specificity of the ABR versus the MLR

The response amplitude and latency profiles in the cur-
rent study demonstrate that there are no significant differ-
ences in the frequency specificity of ABR wave V-Naversus
MLR waves Na-Pa and Pa-Nb to the 500- or 2000-Hz tone-
bursts at either stimulus intensity. This result is consistent
with earlier studies employing pure-tone masking paradigms
~Mackersie et al. 1993; Wu and Stapells, 1994! and the
HP/DR technique ~Oates and Stapells, 1997a,b! which
showed that the ABR and MLR are equally frequency spe-
cific to 60 and 80 dB ppe SPL 500- and 2000-Hz tonebursts.

D. Effects of electrode montage

Electrode montage did not have a significant effect on
the nonmasked peak-to-peak amplitudes of waves V-Na,
Na-Pa or Pa-Nb at either stimulus frequency or intensity.
This finding is not consistent with several studies which have
reported larger amplitudes for waves V and Pa when the
inverting electrode was at the nape of the neck compared to
the ipsilateral earlobe/mastoid~Beattieet al., 1986; Hughes
et al., 1981; Kadoyaet al., 1988; Katbamnaet al., 1996;
King and Sininger, 1992; Kraus and McGee, 1988; McPher-
son et al., 1985; Polyakov and Pratt, 1994!. However, the
lack of significant differences for the nonmasked ABR wave
V and MLR wave Pa latencies between the conventional and
noncephalic electrode montages is in agreement with previ-
ous studies~Beattie et al., 1986; Hugheset al., 1981; Ka-
doyaet al., 1988; McPhersonet al., 1985!.

One possible explanation for the significant amplitude
differences reported in previous studies for responses re-
corded with a vertical electrode montageversusa conven-
tional montage might be differences in the levels of residual
noise contributing to the waveform averages. In the present
study, when residual noise levels~RNLs! contributing to the
waveform averages were rigorously controlled by the Fsp
technique, no significant differences in amplitudes existed
between the evoked potentials recorded using the vertical
and conventional electrode montages. The responses re-
corded using the vertical montage generally required a
greater number of sweeps than the conventional montage to
reach the 60 nV RNL criterion at both stimulus frequencies
~see Table III!. Therefore, if investigators do not control for
the RNLs contributing to the waveform averages, it is likely
that the RNLs would be higher for responses recorded using
a vertical~Cz-nape of the neck! electrode montage in com-
parison to a conventional~Cz-earlobe/mastoid! montage.
This potential difference in S/N ratios across recording chan-
nels could lead to differences in amplitude values across
montages.

Although not significant, there was a trend for the re-
sponses recorded using the vertical montage to be larger than
the conventional montage even when RNLs were controlled
for. This finding suggests that differences in residual noise
levels do not completely account for the amplitude differ-
ences reported in the earlier studies. Although wave V is

dominated by activity at the vertex electrode, a reduced am-
plitude wave V can also be recorded using an electrode site
near the ear~e.g., Barratt, 1980; Hall, 1992!. Therefore, the
conventional~Cz-earlobe/mastoid! electrode montage should
result in some reduction of wave V amplitude which does not
occur with the vertical~Cz-nape of the neck! electrode mon-
tage because the nape of the neck is essentially neutral for
the ABR response~Hall, 1992!.

The choice of cervical vertebra 2 as the site for the in-
verting electrode is in contrast with most previous studies
which have used cervical vertebra 7~Beattie et al., 1986;
Hugheset al., 1981; Kadoyaet al., 1988; King and Sininger,
1992; Kraus and McGee, 1988; McPhersonet al., 1985;
Polyakov and Pratt, 1994!. Thus, the results of the present
study may not be directly comparable to these earlier studies.
However, Wolpaw and Woods~1982! demonstrated that the
spatial and temporal voltage gradients are minimal over a
relatively broad region~approximately 15 cm! of the inferior
neck, implying that similar responses would be obtained
from electrodes located at either Cv2 or Cv7.

E. Response changes seen with the introduction of
notched noise masking and possible
physiological correlates

The evoked potentials recorded in the presence of
notched noise masking were smaller in amplitude and longer
in latency than the nonmasked responses at both stimulus
frequencies and intensities. The response changes likely oc-
curred because of:~1! the removal of contributions to the
response from frequencies outside of the rejection band of
the notched noise~Stapells and Picton, 1981!, and ~2! the
spread of masking into the notch from the low frequency
edge of the notched band~Beattieet al., 1992, 1994; Picton
et al., 1979!. This second masking effect is more prominent
at high noise intensities~.70 dB SPL! and results in a re-
duced area of the notch which is capable of responding to the
toneburst.

The response changes which occurred with the introduc-
tion of noise masking likely reflect masking effects which
occur in the peripheral and central auditory systems. There
are at least two physiological mechanisms of masking which
occur in the peripheral auditory system during a simulta-
neous masking paradigm such as that employed in the
present study. According to traditional theory, simultaneous
masking of a tonal signal by a masker with a different center
frequency is thought to be due to the spread of neural exci-
tation produced by the masker to the place along the basilar
membrane corresponding to the signal frequency~Fletcher,
1940; Wegel and Lane, 1924; Zwicker, 1970!. A second ex-
planation is that simultaneous masking may be due to sup-
pression of the neural responses to the signal by the masker,
even if the masker does not excite the neurons tuned to the
frequency of the tone~e.g., Arthuret al., 1971; Dallos and
Cheatham, 1977; Delgutte, 1990; Javelet al., 1983; Pickles,
1984; Weber, 1983!.

Excitatory and/or neural adaptation mechanisms of
masking also occur in the auditory cortex during simulta-
neous noise masking paradigms~Phillips, 1985, 1990; Phil-
lips and Cynader, 1985; Phillipset al., 1985!. In contrast to
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auditory nerve fibers, some cortical neurons have reduced
firing rates to high intensity noise stimuli or are completely
unresponsive to broadband noise presented at any sound
pressure level. Phillips and co-workers hypothesized that the
response areas for these nonmonotonic cortical neurons are
flanked by inhibitory areas which suppress spontaneous dis-
charges.

Given the high intensities of broadband noise~>83 dB
SPL! and the range of center frequencies of the notched
noise ~125–8000 Hz! employed in the present study, it is
likely that both excitatory and suppressive mechanisms of
masking in the auditory periphery and central auditory sys-
tems contributed to the changes in the evoked potentials
which occurred with the noise masking.

F. Differential effects of noise masking on ABRs and
MLRs to 500- versus 2000-Hz tonebursts

An intriguing finding in the present study was that noise
masking had a greater impact on the amplitudes of the ABR
and MLR recorded to 90 dB ppe SPL 2000-Hz tones com-
pared to those recorded to the same intensity 500-Hz tones.
Specifically, there was a 35%–61% reduction in the normal-
ized amplitudes for the 2000-Hz responses compared to a
13%–44% reduction for the 500-Hz responses. This is con-
sistent with Burkard and Hecox’s 1983 study which reported
that the effects of broadband noise masking within a derived
band on wave V latencies and amplitudes to click stimuli
were greater for responses from higherversus lower fre-
quency derived bands.

The most likely physiologic explanation for the greater
reduction in the normalized amplitudes of the higher fre-
quency responses is the variation in the width of the critical
band across frequency. Early psychoacoustic studies~Green-
wood, 1961; Hawkins and Stevens, 1950; Scharf, 1970! have
demonstrated that estimates of the critical bandwidth~in lin-
ear Hz! are approximately three times wider when a 2000-Hz
pure tone is located at the center of the passband of noise
compared to when a 500-Hz tone is at the center of the
passband. This difference in critical band width would imply
that greater or more intense masking would occur within the
passband for the 2000-Hz responses in comparison to the
same intensity 500-Hz responses.

Another possible explanation for these differential fre-
quency effects may be that masking noise produces a desyn-
chronization of the ABR which could be dependent, in part,
upon the rise time of the stimuli. Responses coming from the
low frequency regions of the basilar membrane are less syn-
chronized compared to responses from the higher frequen-
cies due to the longer rise time of the cochlear filter in the
apicalversusbasal regions of the cochlea~Don et al., 1998!.
Therefore, it is possible that the responses to the 500-Hz
tonebursts may be less affected by the desynchronization ef-
fects of the masking noise. The differential effect of masking
across stimulus frequency may have been more prominent in
the present study because the tonebursts used had a constant
number of cycles~2-1-2 cycles!, resulting in a 1 msrise time
for the 2000-Hz stimuli and a 4 msrisetime for the 500-Hz
stimuli. The results of the current study suggest that within-

band masking effects may be more pronounced for stimuli
with rapid rise times.

Two additional physiologic mechanisms which may
have contributed to the differential amplitudes of the masked
500- versus2000-Hz responses are:~1! differences in the
density of afferent neurons in the apicalversusbasal regions
of the cochlea, and~2! the asymmetrical excitation patterns
along the basilar membrane~i.e., upward spread of masking!
produced by noise maskers presented at intensities.70 dB
SPL. Nadol~1988! demonstrated that humans with normal
hearing sensitivity have their greatest density of spiral gan-
glion cells in the mid frequency regions~approximately
1000–6000 Hz! of the cochlea. If the degree of masking that
occurs within the central auditory nervous system is propor-
tional to the number of peripheral neurons being activated by
the masker, then one might expect broader masker excitation
and suppression patterns in this mid frequency region and
thus greater masking effectiveness.

In summary, the differential response changes which oc-
curred with masking for lowversushigh frequency tone-
bursts may be due to one or more of the following factors:
~1! differences in critical bandwidths~in linear Hz! across
frequencies,~2! differences in the effects of masking noise
on the synchronous discharge of auditory nerve fibers in the
apicalversusbasal regions for brief duration stimuli,~3! dif-
ferences in density of afferent neurons in the apicalversus
basal regions of cochlea, and~4! the effects of upward spread
of masking.

G. Implications

The results of this study demonstrate that ABR wave
V-Na and MLR waves Na-Pa and Pa-Nb to 80 dB ppe SPL
500-Hz tones are frequency and place specific. When stimu-
lus intensity is increased to 90 dB ppe SPL, there is a de-
crease in the frequency and place specificity of the responses,
with greater cochlear contributions from the higher frequen-
cies. Therefore, masking techniques such as notched noise
masking~Stapellset al., 1994, 1985! are required to ensure
the frequency specificity of responses to 500- and 2000-Hz
tonebursts presented at 90 dB ppe SPL or higher.

There are no significant differences in the frequency
specificity of:~1! ABR wave V-NaversusMLR waves Na-Pa
and Pa-Nb at either stimulus frequency or intensity, and~2!
these evoked potentials recorded using the conventional~Cz-
earlobe! electrode montage in comparison to the vertical
~Cz-Cv2! montage.

MLRs to low and high frequency toneburst stimuli may
be used as an adjunct to the ABR in estimating pure-tone
behavioral thresholds in difficult-to-test adult populations.
The MLR may also hold promise as a clinical tool for as-
sessing hearing sensitivity in young children as long as ap-
propriate technical factors are addressed and sleep state is
carefully monitored.
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APPENDIX

Don and Elberling’s~1996! formula for calculating the
peak-to-peak amplitudes corrected for residual noise is
EP(p-p)5A@ABR2

(p-p)2(ratio3BN(rms))
2#, where EP(p-p)

is the estimate of the corrected or true evoked potential peak-
to-peak amplitude, ABR(p-p) is the measured amplitude of
wave V from the peak to the succeeding trough in the aver-
aged ABR, the ratio term is 3.07, and theBN(rms) is the
estimate of the residual noise obtained using the single point
variance of the Fsp. In a previous study~Oates and Stapells,
1997a!, the mean peak-to-peak amplitudes of ABR wave
V-V 8 and MLR wave Na-Pa to 80 dB ppe SPL 500-Hz linear
gated tones presented in various high pass noise masked con-
ditions were 250 nV and 465 nV, respectively. If the mea-
sured peak-to-peak ABR and MLR amplitudes in the present
study were similar, then the corrected peak-to-peak ABR and
MLR amplitudes would be 169 nV and 427 nV, respectively.
If these corrected amplitude values are normalized to a per-
centage of the peak-to-peak amplitude values, approximately
70% of the peak-to-peak ABR amplitude and 92% of the
MLR amplitude could be reliably attributed to the EP if the
residual averaged background noise was 60 nV or less. A
pilot study conducted on five normal hearing adults showed
that between 3500 to 6750 single sweeps were required to
reach a residual noise criteria of 60 nV when the ABR and
MLR were simultaneously recorded to 90 dB ppe SPL 500-
and 2000-Hz tones using the recording parameters described
in the present study. Therefore we chose to record 8000
single epochs per condition.
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The airborne sounds produced by freely vibrating hollow and solid bars were synthesized according
to the equations of bar motion from theoretical acoustics, and were presented to listeners over
headphones. In a two-interval, forced-choice task, listeners were asked to distinguish between the
hollow and solid bar sounds as bar length was varied at random from one presentation to the next.
All other physical properties of the bar were held constant across trials. Listener decision strategies
for detecting hollowness in iron, aluminum, and wood bars were determined from regression
weights describing the relation between the listener’s response and the frequency, intensity, and
decay modulus of the individual partials comprising these sounds. The obtained weights were
compared to those of a hypothetical listener that bases judgments on the acoustic relations intrinsic
to hollowness, as determined from the equations for motion. Results indicate that listeners adopt
roughly one of two decision strategies, either basing judgments on the appropriate acoustic relations,
or basing judgments predominantly on frequency alone. The decision strategy of some listeners also
changed from one type to the other with a change in bar material or upon replication of the same
condition. The results are interpreted in terms of the vulnerability of the intrinsic acoustic relations
to small perturbations in acoustic parameters, as would be associated with listener internal noise.
They demonstrate that basic limits of human sensitivity can have a profound effect on the
identification of rudimentary source attributes from sound, even in conditions where acoustic
variation is largely dictated by physical variation in the source. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1385903#

PACS numbers: 43.66.Ba, 43.66.Fe@DWG#

I. INTRODUCTION

Everyday experience suggests that the ear is quite good
at inferring basic attributes of objects from sound. The
‘‘ping’’ of the wine glass identifies the glass as fine crystal,
the ‘‘clunk’’ of the table struck with your knuckle indicates
that the table is hollow and made of wood. Such simple
examples represent in principle how we use sound to gain
information about our surroundings, but even in regard to
these simple examples we understand very little of the pro-
cess. What are the limits of our ability to determine physical
attributes of the source in these cases, and what information
in the sound is used to make such determinations? These are
the questions that motivate the present experiments.

In earlier papers, we described a method for measuring
precisely how a listener’s judgments regarding the physical
attributes of an object are influenced by specific acoustic
parameters and their relations~Lutfi, 1995; Lutfi and Oh,
1994, 1995, 1997!. The relative influence, in each case, is
estimated from correlations of the listener’s judgments with
small, experimentally introduced perturbations in the values
of acoustic parameters from trial to trial. Importantly, the
perturbations are introduced in such a way so as not to vio-
late the lawful relations governing the motion of the object,
i.e., the sounds, in some sense, remain real. To do this, the
sounds are synthesized digitally using a resonant source for
which the equations for motion are known. In this study, as
in the previous studies, we chose as our resonant source the

struck, clamped bar. This is the preferred choice inasmuch as
the equations for motion are relatively simple, yet they apply
to a large class of common, freely vibrating objects. Many
familiar musical instruments, for example, fall into the cat-
egory of struck, clamped bars~triangle, tuning fork, wood
block, and xylophone!.

Our first experiments employed a standard, two-interval,
forced-choice procedure to investigate the discrimination of
differences in the material composition of bars~Lutfi and Oh,
1997!. The goal was to measure the best possible perfor-
mance under the most favorable listening conditions. Hence,
all physical attributes of the bar were held constant except
for material, and all listeners were given extensive training in
the task before data collection. To provide a standard for
evaluating listener performance, the equations for motion
were analyzed to yield a maximum-likelihood test for the
task, that is, a decision rule that would maximize percent
correct. For each material discrimination, the test amounted
to a specific weighting of the frequency, amplitude, and de-
cay of individual partials in the sound. Listener decision
weights, computed from the response correlations with these
parameters, generally followed the maximum-likelihood
weights, but were in all cases unduly biased toward fre-
quency. In the most severe cases, the frequency bias resulted
in as much as an 80% reduction in performance efficiency.
The results suggest that, even under the best circumstances, a
listener’s ability to discriminate material is far from ideal.

In the present study we investigate yet another basic
discrimination, the discrimination of hollow from solid bars.a!Electronic mail: lutfi@waisman.wisc.edu
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The study is a natural outgrowth of the earlier study on ma-
terial discrimination involving merely different relations
among the same acoustic cues. However, in the present study
we employ a different procedure for introducing perturba-
tions in these cues. In the earlier procedure acoustic variation
was introduced by perturbing bar material, the physical at-
tribute to be discriminated. In the present procedure acoustic
variation is introduced by perturbing a physical attribute of
the bar unrelated to the discrimination. In the discrimination
of solid from hollow bars we perturb bar length. We adopt
this new procedure for two reasons. First, as a practical mat-
ter, we wished to readdress a specific issue regarding the
methodology used in our previous study. In that study, the
bars varied continuously along the physical dimension to be
discriminated. Hence, the nominal discrimination between
silver and iron, for example, was really more akin to choos-
ing between two alloys having different relative concentra-
tions of silver and iron. In the present study we investigate a
task where there is no ambiguity regarding the two classes to
be discriminated. In this case, the bar is either hollow or
solid, and the only ambiguity is regarding the unrelated
physical attribute, bar length.

The second reason for adopting this procedure is theo-
retical and has to do with the larger problem of how listeners
determine source attributes from sound. The acoustic infor-
mation intrinsic to different source attributes is necessarily
confounded in the single pressure wave form arriving at the
ear. How then might a listener determine from sound that a
class of resonant objects is, say, hollow or is made of metal
despite differences in the size or shape of individual exem-
plars or the manner in which they are driven to vibrate?
Gibson ~1966! has suggested that listeners ‘‘pick up’’ the
requisite information identifying such general classes of ob-
jects or events in the form of higher order acoustic relations
that are invariant within a class. While he did not go beyond
a general description of these relations, others have since
offered analytic treatments that identify the intrinsic acoustic
information necessary to distinguish among certain general
classes of resonant objects given few physical constraints
~Wildes and Richards, 1988; Kac, 1966; Lutfi, 2000!. One
such case is the distinction between hollow and solid bars. It
can be shown, for example, that specific relations among
acoustic parameters that are intrinsic to freely vibrating hol-
low bars remain constant despite variation in bar size, shape,
or material composition~Lutfi, 2000!. In this particular case,
at least, such relations seem likely candidates for the type of
information Gibson had in mind. Will listener judgments of
hollowness be based on these relations? The answer might
depend on whether they provide a significant detection ad-
vantage. An analysis of the intrinsic acoustic relations asso-
ciated with various bar attributes suggests that these relations
can be subtle~Lutfi, 2000!. Basic limits in auditory sensitiv-
ity might, therefore, exert a greater influence on the listener’s
selection of cues than the intrinsic acoustic relations that
serve to disambiguate source attributes. We test the possibil-
ity in the present experiments. In particular, we compare the
decision weights of listeners to those of a hypothetical lis-
tener that bases judgments on acoustic relations intrinsic to

hollowness as determined from the equations for motion of
the freely vibrating bar.

II. METHODS

A. Stimuli

The procedure for synthesizing stimuli was identical to
that described in Lutfi and Oh~1997! and is briefly reviewed
here. The airborne sound of a cylindrical bar rigidly clamped
at one end and struck at the other was synthesized over head-
phones using the theoretical equations describing the motion
of the bar. The resultant sound-pressure wave form is a sum
of exponentially damped sinusoids whose individual fre-
quencies (nn ,Hz), amplitudes (Cn ,dyn/cm2), and decay
moduli (tn ,s) are uniquely determined by the specific ma-
terial and geometry of the bar, as well as the manner in
which the bar is struck,

y5(
n

Cne2t/tn sin~2pnn t !. ~1!

Altogether five bar parameters were incorporated in the
stimulus synthesis. Related to bar geometry were bar length
l, outer radiusa, and inner radiusb ~hollowness!, see Fig. 1.
Related to bar material were elasticityQ and mass densityr.
The specific values used for the different conditions of the
experiment are given in Table I. These values were chosen to
represent different resonant sources that might realistically
be encountered in everyday listening. The values ofb ranged
from 0.5 to 1.2 cm and were chosen individually for each
listener and condition to yield average performance levels
between 70% and 90% correct. Past experience has dictated
that performance levels much above or below this range
yield unreliable estimates of listener decision weights. The
equations relating these physical parameters to the acoustic
parameters of Eq.~1! are reviewed by Morse and Ingard
~1968, pp. 175–191, 222!. For a total forceP of an impulse
applied to the free end of the bar,

FIG. 1. Representation of bar geometry used in the study. The outer radius
a was fixed at 2.0 cm in all conditions. The lengthl of the bar was either 10
or 25 cm in different conditions and was randomly perturbed for each pre-
sentation of a sound,«PN( l ,0.5 cm). The hollow inner radiusb was chosen
for each listener to yield discrimination performance levels in the range of
70%–90% correct when compared to the solid bar,b50.
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where b150.597, b251.494, andbn.25n2 1
2 determine

the frequency ratio of successive partials,k5 1
2Aa21b2 is

the radius of gyration of the bar, and the gain termU
5P/@rp(a22b2)#. The value ofP was chosen to fix the
sound intensity for hollow bars at 70 dB SPL. Only the first
three partials (n51 – 3) were synthesized as the higher par-
tials were well beyond the range of audibility. Further details
regarding the stimulus synthesis can be found in Lutfi and
Oh ~1997!. Also, examples of these sounds can be heard at
http://abrl.waisman.wisc.edu/.

As practical matter, a 5 mscosine-squared ramp was
used to truncate signals after 1 s. This kept trials at a reason-
able length, while allowing adequate time for the second and
third partials of the sounds to decay to inaudibility. Note that
in the previous study signals were less than half this duration
~400 ms!. The longer duration is intended to ensure that the
sounds are not too brief to allow for normal identification of
bar attributes. All signals were played over a 16 bit, Crystal
Audio 4237B DAC at a 40 kHz sampling rate. The output of
the DAC was low-pass filtered with rapid rolloff above 16
kHz, asymptoting to a maximum 60 dB of attenuation at 22
kHz. Sounds were delivered to the right ear of listeners over
Sennheiser Model 520 II headphones, and were calibrated
using a loudness matching procedure. All signals were pre-
sented to individual listeners seated in a double-walled, IAC
sound-attenuation chamber.

B. Procedure

For each presentation of a signal, a different perturbation
in acoustic parameters was imposed without violating the
lawful relations governing the values of these parameters.
This was achieved by adding a random increment or decre-
mente on each presentation to bar length, a physical attribute

of the bar unrelated to hollowness.1 All other physical at-
tributes of the bar were held constant within trial blocks. In
each condition, bar length was chosen at random from nor-
mal distributions to synthesize a set of 100 wave forms each
for the hollow and solid bars. As indicated in Table I, the
mean value of bar lengthl was 25 cm for the wood bars,
whereas it was 10 cm for aluminum and iron bars. The
longer length for wood bars was necessary to maintain the
frequencies of the partials within the audible range. The stan-
dard deviation of bar length was fixed for all conditions at
0.5 cm. The exact value chosen is somewhat arbitrary, and is
expected to affect the estimates of listener weights only to
the extent that it causes performance to fall outside the ac-
ceptable range of 70%–90% correct.

Conditions were run in separate blocks of trials with
replications across days. A two-interval, forced-choice pro-
cedure was used with sounds separated by 500 ms. On each
trial one exemplar was chosen at random from the set of
solid and hollow bar sounds for presentation. Each sound
had equal probability of occurring in the first or second in-
terval of the trial. The listener’s task was to indicate by but-
ton press which of the two intervals contained the sound
corresponding to the hollow bar. Correct feedback was given
after each trial. Trials were run in blocks of 50 with short
breaks between blocks taken at the discretion of the listener.
Listeners practiced conditions for several hundred trials prior
to data collection. After practice a total of 400 trials was run
for each listener for each condition with at least one 400-trial
replication of each condition made on a separate day. The
listeners were seven students at the University of
Wisconsin–Madison ranging in age from 20 to 38 years.
Subject protocol required that listeners be allowed to termi-
nate participation in a study at any time at their discretion.
Hence, not all listeners participated in all conditions. Two of
these listeners had participated in the earlier study on the
discrimination of bar material. All listeners had normal hear-
ing by standard audiometric tests, and all were paid at an
hourly rate for their participation. Listeners were instructed
that on each trial they would hear the sound of a hollow and
a solid bar struck at one end and clamped at other, that the
bars were struck with constant force, and that the bars were

TABLE I. Physical and acoustic parameters associated with different clamped bars used in the study. Entries for
acoustic parameters pertain to the first partial. Bar lengthl was perturbed from one presentation to the next, all
other physical properties of the bars were held constant within a block of trials. Values ofb are nominal as they
were selected for each condition and listener to yield performance levels between 70% and 90% correct. Values
of density and elasticity for different materials are taken from Kinsler and Frey~1962!. Elasticity values for
wood are contained in parentheses as they vary widely depending on factors related to the properties of the
wood.

Bar type

Physical parameters Acoustic parameters

Geom,l, a, b
~cm!

Density,r
~g/cm3!

Elasticity,Q
(dyn/cm231011!

Frequency,n
~Hz!

Amp. uCu
~dB SPL!

Decay,t
~s!

Solid iron 10, 2.0, 0.0 7.7 10.5 2067 68.5 1.09
Hollow iron 10, 2.0, 1.0 7.7 10.5 2311 70.0 0.63

Solid wood 25, 2.0, 0.0 0.72 ~60.0! 2586 69.1 0.05
Hollow wood 25, 2.0, 0.8 0.72 ~60.0! 2785 70.0 0.04

Solid aluminum 10, 2.0, 0.0 2.7 7.1 2871 68.5 0.14
Hollow aluminum 10, 2.0, 1.0 2.7 7.1 3210 70.0 0.08

1012 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Robert A. Lutfi: Detection of hollowness



identical in all other respects except for length. They were
instructed that the length would vary from one presentation
to the next, but that in every case their goal was to identify
the sound corresponding to the hollow bar. Before each
block of trials the listeners were told the material of the bar,
and were shown an example of a real bar having the geomet-
ric dimensions corresponding to those used to synthesize the
sounds they heard.

C. Analysis of decision weights

Before we can properly analyze listener decision
weights it is necessary to identify the relevant information
for the detection of hollowness given the particulars of the
task. The problem amounts to finding an analytic solution for
hollowness using Eqs.~2a!–~2c!. The derivation is straight-
forward. Note first that the information in successive partials
is redundant—the frequencynn , amplitudeCn , and decay
tn of the nth partial are merely scaled in each case by the
constant factorbn raised to some power. This means that for
the conditions of the present experiments, where bar lengthl
is perturbed, the problem of detecting hollowness reduces
analytically to that of solving two equations for two un-
knowns. The two equations are any two of the equations
~2a!–~2c! for any givenn. The two unknowns are the inner
radius of the barb ~5 0 solid, .0 hollow! and bar lengthl.
The value ofb must be solved anew on each presentation
given the observed values ofnn , Cn , and tn , but there is
always a unique solution on each presentation. Figure 2 dem-
onstrates this result. Figures 2~a!–~c! show the distribution of
values for each acoustic parameter~first partial! of the iron
bar, both hollow ~dashed curves! and solid ~continuous
curve!, as length varies from one presentation to the next.
Note that a judgment of hollowness based on any one acous-
tic parameter in isolation would be prone to error inasmuch

as the distributions overlap. Figure 2~d! shows the same data,
but now plotted in a way so as to reveal the relations among
parameter values. Here it can be seen that there are unique
combinations ofnn , Cn , and tn that allow the bar to be
identified as hollow or solid without error.~Note that it is the
possibility of error-free performance that distinguishes the
present task from that of our earlier study involving the dis-
crimination of bar material.!

Having identifiednn , Cn , andtn for any partial as con-
taining the relevant information for hollowness, we next de-
rive the maximum-likelihood decision rule. There are actu-
ally three such rules corresponding to the solutions obtained
for each pair of the equations~2a!–~2c!. The derivation pro-
ceeds identically in each case. Note first that when the outer
radiusa is constrained to have a single value, as it is in the
present experiments, the inner radiusb is monotonically re-
lated to the radius of gyrationk ~or U/k! as in the case of
Eq. ~2b!. From Eqs.~2a!–~2c!, moreover, we see thatk ~and
U/k! is proportional to the product of parameter pairs raised
to different powers. This means that each optimal decision
rule can be expressed in terms of a weighted sum of the log
of parameter pairs, where the weights are the corresponding
powers. Consider, for example, optimal decisions based on
nn and tn . From Eq.~2c!, we see thatk is proportional to
tn

21/2nn
23/2. A maximum-likelihood decision rule, therefore,

is of the form,

R51 iff Dif ~2 1
2 logtn2 3

2 lognn!,0 else R52,
~3!

whereR is the response, Dif is the difference between the
second and first~i.e., second-first! interval of the forced-
choice trial, and21

2 and23
2 are the optimal decision weights

for the two acoustic parameters. Optimal decision weights
for the other parameter pairs are analyzed in like fashion; for
the combination ofCn and nn they are, respectively, 1 and

FIG. 2. Distribution of values of
acoustic parameters~first partial! for
the iron bar.~a!–~c! Values of each pa-
rameter for hollow ~dashed curves!
and solid ~continuous curve! bars as
bar length varies from one presenta-
tion to the next. A judgment of hollow-
ness based on any one acoustic param-
eter in isolation would be prone to
error inasmuch as the distributions
overlap.~d! The distribution of param-
eter values from~a!–~c! are plotted
relative to one another so as to reveal
the intrinsic relations among the pa-
rameters that allow the bar to be iden-
tified as hollow or solid without error.

1013J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Robert A. Lutfi: Detection of hollowness



1
2, and for the combination ofCn and tn they are, respec-
tively, 6 and21.

The next step is to determine whether listeners make use
of any one of the three optimal decision rules. This can be
done using standard multiple regression~Winkler and Hays,
1975!. Again, take rule~3! as an example. Since the combi-
nation of log-parameter values is linear, responses strictly
based on Eq.~3! will correlate perfectly with interval differ-
ences between logtn or lognn once the relation betweentn

andnn is taken into account. That is, the partial correlation of
the response with the differences in logtn and lognn will be
21 in each case. In fact, we do not expect listener responses
to strictly follow Eq. ~3! since we have selected conditions
~i.e., perturbations inl and values ofb! to produce errors in
the response. A more realistic regression model is therefore

R51 iff Dif ~w1 logtn5w2 lognn!1j

.0 else R52, ~4!

wherew1 andw2 are the regression weights for interval dif-
ferences in logtn and lognn , and j is listener error. The
values ofw1 andw2 for each listener can then be computed
from the relation of listener’s response and the interval dif-
ferences in logtn and lognn on each trial using standard
multiple regression analysis.2 Now, if listener responses are
based on Eq.~3! and the errorj is unbiased, then the regres-
sion weights in Eq.~4! should bear the same relation as the
optimal decision weights given in Eq.~3!. In particular,w1

and w2 should both be negative and have a ratio of one to
three. All three of the optimal decision rules can be evaluated
in this way, the only difference being differences in the op-
timal decision weights for each rule.

III. RESULTS

A. Analysis of listener decision weights

Figures 3–5 give the computed regression weights for
each listener for the three different bar materials. To facilitate
comparisons the regression weights for each decision rule
have been normalized so that their unsigned values sum to
one. Different listeners are represented by different symbol
types with repeated symbols representing replications, some
taken several months apart. The end points of the three lines
drawn in the top panel of each figure give the decision
weights for the three optimal decision rules corresponding to
each parameter pair. The end points of the three lines drawn
in the bottom panel of each figure give the decision weights
of a hypothetical listener that bases decisions on frequency
nn alone. Listeners appear to fall into two distinct groups,
one choosing to base decisions on the optimal combination
of nn andtn ~top panel!, the other choosing not to apply any
of the optimal decision rules, but rather choosing to base
decisions largely on frequency alone~bottom panel!. Listener
membership in either group varies both within and across
conditions of bar material. Note that the occasional appear-
ance of the same symbol in both panels shows that some
listeners chose to switch from one listening strategy to the
other upon replication of the same condition. With the ex-
ception of these cases, however, test–retest reliability for in-
dividual estimates is good, even for those estimates taken

several months apart. Inclusion of the practice trials, more-
over, did not change the agreement between estimates. When
questioned, listeners in the second group reported without
exception that they were choosing as hollow the sound hav-
ing the higher frequency or pitch. Indeed, Fig. 2~c! shows
that better than chance performance can be achieved by bas-
ing decisions on frequency alone. Also, for a few listeners in
the first group it is unclear as to whether the listening strat-
egy involved an optimal weighting of frequency and decay
or of intensity and decay~note for example the squares in
Fig. 3!. Performance levels in these instances, though within
the acceptable range of the experiment, were apparently too
high for the regression weights to distinguish among the dif-
ferent optimal decision rules.

FIG. 3. Regression weights are plotted giving the relation of the listener’s
response to the pair of acoustic parameters underlying each optimal decision
rule. Data are for the iron bar,a52 cm, l 510 cm. The raw regression
weights for each decision rule have been normalized so that their unsigned
values sum to one. Different symbol types represent the regression weights
for different listeners, and repeated symbols represent replications of condi-
tions. The end points of the three lines drawn in the top panel give the
decision weights for the three optimal decision rules corresponding to each
parameter pair. Reading from left to right the parameter pairs arenn andtn ,
Cn andnn , andtn , andCn . The end points of the three lines drawn in the
bottom panel give the decision weights of a hypothetical listener that bases
decisions on frequencynn alone. Listeners’ data are plotted in one or the
other panel depending on which decision rule most closely agreed with their
regression weights. Note, in the bottom panel, that nonzero regression
weights for the combination oftn andCn are possible because each param-
eter covaries withnn , which is not included in the regression fortn andCn .
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B. Effect of limited resolution on discrimination
performance

For those listeners who appear to adopt an optimal de-
cision rule it is of interest to consider what factors might
have caused their performance to be less than perfect. One
obvious factor is limited sensory resolution—that is, the in-
ability on some trials to discriminate small differences in the
frequency, amplitude, and decay of the individual partials of
these sounds. Note, for example, in Table I, that the differ-
ence in mean intensity between the sounds for hollow and
solid bars in these conditions is 0.9–1.5 dB. The normal
intensity difference limen at these moderate sound levels is
at best 0.7 dB~Jesteadtet al., 1977!. With the added pertur-
bation in intensity the difference in intensity would have
been difficult or impossible to discriminate on some propor-
tion of trials. Table II gives an indication of the relative ex-
tent to which limited resolution affected discriminability of
the individual acoustic parameters in these experiments.
Table II lists, for three listeners, thed8 values for the indi-
vidual parameters expressed relative to those of an ideal ob-
server~an observer with unlimited resolution!. Thed8 values
were obtained simply by rerunning conditions with the hol-
lowness parameterb fixed at zero for all but one of the three
relevant parameters. If limited resolution were to have no
impact on performance in these conditions all values in Table
II should equal 1.0. For the discrimination of frequency the

values are, indeed, equal to or very nearly equal to 1.0. How-
ever, for the discrimination of intensity, and for the discrimi-
nation of decay for the iron bar, the values are significantly
less than 1.0. These data suggest, not surprisingly, that lim-
ited sensory resolution is likely responsible for less than per-
fect performance of listeners who appeared to adopt an op-
timal decision rule. The data do not, however, necessarily
imply that limited sensory resolution would significantly af-
fect the selection of decision weights. This is because the
analytic solution for hollowness depends on therelation
among the values of acoustic parameters~cf. Fig. 3!, not the
value of any single parameter. Consequently, intensity~or
decay! by its relation to frequency can convey information

FIG. 4. Same as Fig. 3, except that data are for the aluminum bar,a
52 cm, l 510 cm. Except where a new listener’s data are added, individual
listeners maintain the same symbol type as in Fig. 3.

FIG. 5. Same as Fig. 3, except that data are for the wood bar,a52 cm, l
525 cm. Except where a new listener’s data are added, individual listeners
maintain the same symbol type as in Fig. 3.

TABLE II. Obtainedd8 values for the discrimination of individual acoustic
parameters. The values are expressed relative to those of an ideal observer
with no limit in sensory resolution.

Material
Listener
symbol

d8/dideal8

Frequency Intensity Decay

Iron Large-circle 0.92 0.36 0.31
Up-triangle 0.95 0.38 0.29
Diamond 1.00 0.38 0.42

Wood Up-triangle 1.00 0.25 0.84
Diamond 0.98 0.30 0.85
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regarding hollowness even on trials in which the difference
in intensity ~or decay! is too small to be detected.

Could limited resolution have affected the listener’s se-
lection of decision weights? To evaluate this question we
generated expectations for listener performance in these ex-
periments using a standard internal noise model~cf. Durlach
et al., 1986!. Figure 6 shows the results of independently
adding a small amount of jitter to each acoustic parameter so
as to simulate the effect of internal noise. For frequency,
intensity, and decay the percentage of jitter is, respectively,
0.2, 17, and 25. These values represent the current best em-
pirical estimates of the difference limens for these param-
eters, for normal-hearing adults~Wier et al., 1977; Jesteadt
et al., 1977; Van Heuven and Van Den Broecke, 1979!.3 The
data shown in Fig. 6 are for the iron bar with hollowness
radius b51.0; similar results, however, were obtained for
the aluminum and wood bars. The parameter values with
~right! and without~left! jitter are designated separately for
the hollow~circles! and solid~crosses! bars. The continuous
curve in each panel is the decision border corresponding to
the optimal combination of the designated acoustic param-
eters. The dashed curve is the decision border for an observer
that bases judgments on frequency alone. The effect of add-
ing internal noise in each case is to increase the number of
crossings of the decision border that would yield an incorrect
judgment. Importantly, however, the increase in crossings is
much greater for the optimal decision rule than it is for the
judgments based on frequency alone. This results in the two
decision models producing more similar performance levels
than would be anticipated based on the parameter values
without internal noise.

Figure 7 shows the expected effect of the internal noise
on the psychometric function. Here the dashed and continu-

ous curves represent, respectively, performance based on the
optimal weighting of frequency and decay, and performance-
based differences in frequency alone. The data of individual
listeners~symbols! are plotted for comparison. Note that for
the iron bar~upper panel! there is only a small performance
advantage for the optimal decision rule over the judgments
based on frequency alone. In the range ofb51.0– 1.3 cm
where most of the listeners’ data fall the advantage is less
than 5%. For the wood bar~lower panel! the optimal deci-
sion rule actually yields poorer performance than for the
judgments based on frequency alone. This can be understood
from the distribution of the values of frequency and decay in
Fig. 6 ~upper panels!, which are for iron, but show a similar
pattern for wood. Here the values skirt the decision border of
the optimal rule so closely that even a small amount of per-
turbation can force performance to be near chance.

The analysis of internal noise suggests a likely explana-
tion for the specific pattern of listeners’ decision weights.
With limited resolution an optimal listening strategy, as
would be associated with an analytic solution for hollowness,
yields at best a small performance advantage in some condi-
tions over judgments based on frequency alone. Also, since
frequency is the most salient single cue, varying over many
more just-noticeable differences than either decay or inten-
sity ~cf. Wier et al., 1977; Jesteadtet al., 1977; Van Heuven
and Van Den Broecke, 1979!, there is good reason to expect
that listeners would often chose to base decisions on fre-
quency alone in lieu of an optimal combination of acoustic
parameters. The fact that performance levels of listeners gen-
erally fall within the bounds predicted by the optimal listen-
ing strategy and one based on frequency alone lends addi-
tional support to this analysis.

FIG. 6. Simulated effect of listener in-
ternal noise for iron bar with hollow-
ness radiusb51.0. Circles and crosses
represent, respectively, the parameter
values for hollow and solid bars. Right
and left panels represent, respectively,
parameter values with and without in-
ternal noise jitter. The decision border
corresponding to the optimal decision
rule is given by the continuous curves.
The decision border for an observer
that bases judgments on frequency
alone is given by the dashed curve.
See the text for specific details.
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IV. DISCUSSION

The results of these experiments reveal clear individual
differences in the decision strategies that listeners use when
judging hollowness from the synthesized sound of a struck,
clamped bar. Listeners tend to fall into two groups in terms
of their cue preference: those giving weight to frequency and
decay consistent with an analytic solution for hollowness,
and those giving predominant weight to frequency. The re-
sults also indicate, for some listeners, a change from one
decision strategy to the other with changes in the material
composition of the bar or with replication of a condition.

The general pattern of results is consistent with that ob-
tained in the companion to this study involving the discrimi-
nation of bar material. There, too, significant individual dif-
ferences were observed combined with a bias for frequency
for many listeners. Apart from the difference in task, that
study differed fundamentally from the present study in that
the material discrimination was to some degree ambiguous.
Unlike the present study, in which the bar was unequivocally
hollow or solid, the companion study required, in effect, a
decision between two bars of the same material in different
relative concentrations. This ambiguity was suspected to
have played a role in the outcome of the earlier experiments.
However, the similarity in the pattern of results to those of

the present study suggests that the earlier results were not
specifically related to this ambiguity.

Several studies in the literature offer similar compari-
sons to the present study, though they used real or recorded
sound sources. Kunkler-Peck and Turvey~2000! challenged
listeners to determine from sound the height and width of a
rectangular steel plate suspended by a loose support and
struck in its center by a hard mallet. While listener judg-
ments consistently underestimated the true values, the ratio
of height to width was recovered with reliable accuracy, de-
spite variations in plate material. Kunkler-Peck and Turvey
offer both theoretical and acoustical analyses to show that
there is sufficient information for the task in the separate
modal frequencies associated with height and width. They
imply a similar account of their listeners’ ability to reliably
identify the shape of plates~circle, triangle, or square! of
different material. The ability to recover height–width ratios
from sound has also been demonstrated for loosely sus-
pended, struck bars made of metal and wood~Lakatoset al.,
1997!. Acoustical analyses by these authors revealed that for
metal bars the frequencies of both torsional and transverse
bending modes correlated highly with height–width ratio and
with listener judgments, suggesting that these modes may
have served as potential cues. For wood bars the role of these
modes was less clear as they were often weak or absent.
Other physical attributes of objects or events that listeners
have been shown to reliably judge from sound include the
length of rods dropped on a hard surface~Carello et al.,
1998!, the hardness of mallets striking metal pans~Freed,
1990!, the breaking or bouncing of glass~Warren and Ver-
brugge, 1984!, the position of hands clapping~Repp, 1987!,
and the gender of walkers~Li et al., 1991!. In each of these
cases, specific features of the acoustic wave form or spectra
have been correlated with the object or event and listener
judgments to identify potential cues underlying the listeners’
ability to perform the task.

Taken together, the past studies show that there is suffi-
cient information in sound to allow identification of complex
source attributes, and moreover, that listeners are capable of
such identifications with limited variation in other source
attributes. One might ask, therefore, what new information is
provided by the present results? The answer lies in the ap-
proach to identifying potential acoustic cues. There are two
important differences between the past and present studies in
this regard. First, it should be noted that a strong correlation
of a listener’s judgments with a particular cue, as has been
demonstrated in past studies, is not a sufficient condition to
implicate that cue. Such a result does not rule out the possi-
bility that the listener may use a very different cue that hap-
pens to be highly correlated with the one analyzed by the
experimenter. Indeed, considering the complexity of the real
acoustic events that listeners were asked to judge in past
studies, it is almost certain that alternative cues were avail-
able in some cases.4 The advantage in the present study of
using synthesized sounds rather than real sound sources is
thatall relevant information for the specific task is contained
in the equations for motion. This allows precise measure-
ment of the independent and relative contribution of each
potential source of information to the listener’s response,

FIG. 7. Psychometric functions for internal noise simulation. Dashed curves
are the functions resulting from optimal weighting of frequency and decay
@as given by Eq.~3!#. The continuous curve is the function resulting from
judgments based on frequency alone. The data of individual listeners are
given different symbols consistent with those of Figs. 3–5.
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without lingering questions regarding the possibility of alter-
native acoustic cues. A second issue pertaining to the mea-
surement of listener cues has to do with the performance
levels of listeners in past studies. In many of these studies
the focus has been on whether or not the listener is capable
of accurately identifying a particular acoustic event, hence,
conditions have often been selected where few or no identi-
fication errors are made. While high performance levels are
to some extent informative regarding the capabilities of lis-
teners in these tasks, they are much less informative regard-
ing the possible cues used by listeners. Consider, for ex-
ample, the outcome of the present study if inner radius
values were selected to yield perfect performance. The cor-
relation of the listener’s response with an optimal decision
rule would necessarily be one, but, because there are three
such rules, it would not be possible to distinguish among
them. Indeed, it might not even be possible conclude that the
listener used any one of these rules. If the values of the inner
radius were chosen such that individual parameter distribu-
tions did not overlap~cf. Fig. 2!, listeners could achieve
perfect performance by basing decisions on a single acoustic
parameter alone. This is why it is essential that listeners
make errors when using regression analyses to evaluate lis-
tener cues, and why we have chosen the conditions of the
present study to yield performance levels between 70% and
90% correct.

Returning to the original motivation for the study, we
can evaluate the conjecture that listener judgments would
correlate highly with the invariant relations among acoustic
parameters that are unique to hollowness. The results appear
to provide only partial support. Although many listeners do,
indeed, appear to base decisions on such relations, a nearly
equal number appear to base decisions on simple differences
in frequency. Moreover, there are differences in the way lis-
teners approach the task that depend on the material of the
bar, and that change with replication of the same condition.
Generally speaking, therefore, the results do not provide
clear support for the use of intrinsic cues for hollowness.

One must question how this outcome might have been
influenced by the sound synthesis used in this study. Real
bars, after all, come in many shapes, sizes, and materials,
they are not perfectly symmetric or homogeneous, and they
are not typically struck at exactly the same point with exactly
the same force. Might such differences prove advantageous
for detecting hollowness, and might the synthesized sounds
be perceived differently for this reason? We do not rule out
the possibility, but we think it unlikely for both analytic and
empirical reasons. First, we have specifically chosen condi-
tions of the experiment to maximize the likelihood that lis-
teners would detect the acoustic information intrinsic to hol-
lowness. These choices were based on extensive
performance simulations of the type described in Sec. III B,
involving a wide range of bar materials and geometries and
known listener sensitivity~see Lutfi, 2000!. A fixed impulse
was used as the driving force because it is generally most
diagnostic regarding bar properties. And, all bar properties,
except for length, were fixed so that no acoustic variation,
other than that resulting from changing length, could serve to
confound the change intrinsic to hollowness. We have also

considered the related question as to whether our synthesized
sounds can be reliably discriminated from real bar sounds.
Preliminary experiments involving direct comparisons by lis-
teners suggest not~Lutfi and Oh, 1997!; however, stronger
evidence comes from experiments showing that listeners are
insensitive to acoustic differences from real bar sounds far
greater than those of our synthesized sounds~Lutfi and Oh,
1994!.

While the possibility of more advantageous conditions
for detection cannot be ruled out, it is instructive to consider
why some listeners did not make better use of the informa-
tion that was available to them in these conditions. Some
insight is obtained by considering the effect of limited sen-
sory resolution on judgments. The effect is potentially com-
plex since it must depend on the listener’s decision weights
as well as the acoustic variation resulting from variation in
bar parameters. We have relied, therefore, on an internal
noise model to evaluate the potential interaction among these
factors. An important outcome of this analysis is that the
analytic solution for hollowness is highly vulnerable to the
small perturbations in the acoustic parameters that would be
associated with listener internal noise. The result is that judg-
ments following the analytic solution yield no large perfor-
mance advantage over judgments based on differences in fre-
quency alone, indeed, in some cases they yield worst
performance. This outcome appears to provide an explana-
tion for both the overall performance levels of our listeners
and their specific pattern of decision weights.

That such small perturbations in the acoustic signal, as
would be associated with internal noise, could have such
profound effects on listener judgments may seem surprising;
certainly in the context of the large variation associated with
changes in bar length and whether the bar is hollow or solid.
Such effects are possible, however, because the intrinsic
acoustic relations that would serve to disambiguate hollow
from solid bars are subtle and so often do not yield a signifi-
cant detection advantage over simple differences in indi-
vidual acoustic parameters~cf. Figs. 6 and 7!. The effect is
comparable to an analysis of variance where the interaction
effects ~the intrinsic relations! are small compared to the
main effects of variables~the simple differences in individual
acoustic parameters!. The results underscore the importance
of limited sensitivity as a factor in source identification, and
raise the question as to whether there are other conditions
where limited sensitivity for acoustic relations may similarly
play a role. Few studies have specifically addressed the ques-
tion. Moreover, while analytic treatments have identified the
intrinsic acoustic information associated with specific source
attributes, they have not generally indicated conditions
where, based on known limits of human sensitivity, this in-
formation might offer a significant categorical advantage
over simple statistical differences in individual acoustic pa-
rameters~Jenison, 1997; Kac, 1966; Wildes and Richards,
1988!. For the present case, at least, some relevant data are
provided by the results of simulations we have used to select
stimulus conditions for our experiments~see Lutfi, 2000!.
These simulations indicate that the results of the present
study are not atypical of what would be expected for the
discrimination of other rudimentary bar attributes such as
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shape, size, or material. In such cases, judgments based on
the intrinsic acoustic relations are rarely expected to offer a
detection advantage over simple differences in individual
acoustic parameters when limited sensitivity is taken into
account. For the discrimination of material and hollowness,
the results of these simulations are corroborated by data from
human listeners~Lutfi and Oh, 1997!.

Clearly, many factors can be expected to influence how
a listener recovers a particular source attribute from sound,
not the least of which are the dynamics of the source, how it
is excited, and how it might vary along other physical dimen-
sions. But while the acoustic effect of these factors can be
profound, it is often the small changes in the relation among
acoustic parameters that serve to disambiguate sources. In
such cases, as in the present study, basic limits in human
sensitivity can affect not only what a listener hears, but also
how they listen.
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Interaural correlation sensitivity
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Sensitivity to differences in interaural correlation was measured for 1.3-ERB-wide bands of noise
using a 2IFC task at six frequencies: 250, 500, 750, 1000, 1250, and 1500 Hz. The sensitivity index,
d8, was measured for discriminations between a number of fixed pairs of correlation values.
Cumulatived8 functions were derived for each frequency and condition. Thed8 for discriminating
any two values of correlation may be recovered from the cumulatived8 function by the difference
between cumulatived8’s for these values. Two conditions were employed: the noisebands were
either presented in isolation~narrow-band condition! or in the context of broad, contiguous flanking
bands of correlated noise~fringed condition!. The cumulatived8 functions showed greater
sensitivity to differences in correlation close to 1 than close to 0 at low frequencies, but this
difference was less pronounced in the fringed condition. Also, a more linear relationship was
observed when cumulatived8 was plotted as a function of the equivalent signal-to-noise ratio~SNR!
in dB for each correlation value, rather than directly against correlation. The equivalent SNR was
the SNR at which the interaural correlation in an NoSp stimulus would equal the interaural
correlation of the noise used in the experiment. The maximum cumulatived8 declined above 750
Hz. This decline was steeper for the fringed than for the narrow-band condition. For the
narrow-band condition, the total cumulatived8 was variable across listeners. All cumulatived8
functions were closely fitted using a simple two-parameter function. The complete data sets,
averaged across listeners, from the fringed and narrow-band conditions were fitted using functions
to describe the changes in these parameters over frequency, in order to produce an interpolated
family of curves that describe sensitivity at frequencies between those tested. These curves predict
the spectra recovered by the binaural system when complex sounds, such as speech, are masked by
noise. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1383296#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Pn@DWG#

I. INTRODUCTION

Several theories of binaural unmasking have emphasized
the role of interaural correlation~Gabriel and Colburn, 1981;

Durlachet al., 1986; Koehnkeet al., 1986; Jainet al., 1991;
Culling and Summerfield, 1995; Bernstein and Trahiotis,
1992, 1996a, b!. These authors have suggested that when an
out-of-phase signal is added to a more intense, in-phase
noise ~NoSp! the interaural correlation of the stimulus is
reduced at the signal frequency, and this reduction is detected
by the listener and heard as a faint tone, or, if the noise is
sufficiently narrow band, as a broadening of the sound im-
age. As pointed out by Jainet al., provided the signal is less
intense than the masker, the reduction in correlation is mono-
tonically related to the strength of the signal; the more in-
tense the signal, the less the interaural correlation. This fact
raises the possibility that listeners may be able to use inter-
aural decorrelation as a reliable index of the signal intensity,
as well as just for signal detection. Discrimination of the
intensities of different components of a complex signal is
often important in sound identification. In particular, speech
recognition requires accurate estimation of the first formant
frequency, which is vital for the identification of many

speech sounds. The estimation process is thought to be de-
pendent upon the relative intensities of the group of
peripherally-resolved harmonics in that frequency region, so
an ability to discriminate different degrees of decorrelation
would go some way towards explaining the binaural intelli-
gibility level difference ~Licklider, 1948; Carhartet al.,
1969a, b; Levitt and Rabiner, 1967a, b; Bronkhorst and
Plomp, 1988!.

Despite the importance of correlation discrimination,
only a few papers have investigated listeners’ ability to dis-
criminate correlations~Pollack and Trittipoe, 1959a, b; Gab-
riel and Colburn, 1981; Grantham, 1982; Koehnkeet al.,
1986; Jainet al., 1991; Akeroyd and Summerfield, 1999!,
and all but one of these investigations reported discrimina-
tion for a reference correlation of 1.0~and occasionally 0.0!.
The single exception is Pollack and Trittipoe’s pair of ar-
ticles, which measured correlation difference limens against
seven reference values.1 In their first article, these authors
studied sensitivity to decorrelation for broadband sounds.
They found that the difference limen was considerably
smaller for correlations close to unity than for those close to
zero. In their second article, they low- and high-pass filtered
their stimuli in order to determine the role of different fre-
quency regions. The latter study concluded that the most
important frequency region was in the vicinity of 850 Hz for

a!Author to whom correspondence should be addressed. Correspondence ad-
dress: School of Psychology, Cardiff University, P.O. Box 901, Cardiff
CF10 3YG, U.K. Electronic mail: cullingj@cardiff.ac.uk
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a reference correlation of 0.0, but was 1700 Hz for a refer-
ence correlation of 0.5.

The present article aims to provide some primary data
on interaural correlation sensitivity as a function of reference
correlation and to encapsulate it into a simple usable form, so
that it may be employed in predictions of the intensity dif-
ference limens of binaurally unmasked signals, binaural in-
telligibility level differences, dichotic-pitch percepts, and so
forth. To this end, we have employedd8 as a more flexible
sensitivity measure than the difference limen and produced
cumulatived8 functions at each frequency. In an approach
similar to that used by Bakeret al. ~1998! to describe the
changing shape of auditory filters as a function of signal
level and frequency, the data have been fitted with an eight-
parameter function that controls the size and shape of the
cumulatived8 curve as a function of frequency.

II. EXPERIMENT

A. Stimuli

For each presentation interval, the 409.6-ms stimulus
was generated immediately prior to its presentation using a
TDT System 2 array processor at a 20-kHz sampling rate.
Filtering was performed in the frequency domain, giving
steep ‘‘brick-wall’’ cutoffs. All stimuli contained a target
band that was 1.3 ERBs wide~Moore and Glasberg, 1983!.
The target band was centered at 250, 500, 750, 1000, 1250,
or 1500 Hz. The corresponding bandwidths were, therefore,

68, 100, 133, 167, 202, and 238 Hz, respectively. The inter-
aural correlation of the target band of noise was precisely
controlled by mixing two orthogonal noises in appropriate
ratios. Orthogonalization was achieved using the Gram–
Schmidt procedure~Wozencraft and Jacobs, 1965!, in which
the correlated vector of two noises is subtracted from one of
them and the waveform rescaled to the original amplitude
~see the Appendix!. Note that this contrasts with previous
experiments in which randomly chosen samples of noise
were combined; in those experiments the resulting correla-
tion values in individual trials were randomly distributed
about a chosen mean.

Two different conditions were investigated~see Fig. 1!.
In the narrow-band condition, the target band was presented
in isolation. In the fringed condition, the target band was
between spectrally contiguous flanking bands of noise~of the
same spectrum level! which were also freshly generated for
each trial. The flanking bands extended the spectrum of the
stimulus and resulted in a flat spectrum between 0 and 3
kHz. The flanking bands had an interaural correlation of 1.0.
The interaural correlations of the target bands depended on
the condition. For each condition, a set of 15 pairs of corre-
lation values were compared~Table I!. In the narrow-band
condition the values were clustered more closely than in the
fringed condition at correlations close to 1.0. The differences
in correlation were chosen~after pilot testing! to keep most
of the d8 values in the 0.5–2 range, which can be measured
accurately without a very large number of trials. The inter-
stimulus interval was determined by the processing time of
the AP2. For the broadband condition, this was 1.2 s, while
for the narrow-band condition it was 600 ms.

The sounds were presented to listeners in an IAC sound-
attenuating chamber via a TDT System 2 rig~DD1 analog-
to-digital converter; FT5-9 reconstruction filters; twin PA4
programmable attenuators; HB5 headphone amplifier! and
Sennheiser HD414 headphones at an overall sound level of
87 dB~A! in the fringed condition. Sound levels were cali-
brated using a B&K artificial ear~type 4152!, without flat-
plate adapter, a B&K 1-in. microphone~type 4131! and B&K
sound level meter~type 2203!.

B. Procedure

Nine listeners took part in the study. Eight listeners, in-
cluding the third author, completed both wideband and
narrow-band conditions. Since five of these eight performed

FIG. 1. Schematic illustration of the stimuli used in the two conditions.

TABLE I. The values of correlation,r, that listeners were required to discriminate in the fringed conditions and
in the narrow-band condition.

Fringed Narrow band

Lower
correlation

Higher correlation
Lower

correlation

Higher correlation

0.3 0.5 0.65 0.8 0.9 1.0 0.5 0.7 0.8 0.9 0.95 1.0

0.0 A A A 0.0 A A A
0.3 A A A 0.5 A A A
0.5 A A A 0.7 A A A
0.65 A A A 0.8 A A A
0.8 A A 0.9 A A
0.9 A 0.95 A
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relatively poorly in the narrow-band condition, the first au-
thor also contributed data in this condition. The listeners
were advised at the start of the experiment to attend to dif-
ferent cues in different conditions and to use the cue result-
ing in best performance. In the case of narrow-band stimuli,
listeners were advised to listen for changes in the breadth of
the sound image within their heads. This advice was given
because the narrow-band condition was similar to a narrow-
band binaural unmasking experiment, in which the width of
image is well known to be the optimal cue~Colburn, 1996, p.
344!. In the fringed condition, they were advised to listen for
a whistling sound~like a tone in a broadband binaural un-
masking experiment! within the background noise which
would be louder in one interval than in the other. In addition
to this advice, listeners received trial-by-trial feedback
throughout the experiment and during up to 20 h of practice
prior to data collection.

Eachd8 value was measured for a given pair of corre-
lation values~r1 andr2! by presenting listeners with a 55-
trial series of 2I-FC comparisons. The results of the first five
trials in each series were discarded. Each two-interval trial
consisted of freshly generated examples of each of the two
correlations under test. Since the fringed conditions required
listeners to focus on a particular frequency region, the listen-
ers were supplied with cueing sounds which directed their
attention. These sounds were narrow-band stimuli at the
same frequency withr51.0 and they were presented once at
the beginning of a series, then after the first five~discarded!
trials and then every ten trials thereafter. During a 40- to
60-min session listeners completed all 15 series of compari-
sons for a given frequency and condition. The first five or six
sessions in the fringed and narrow-band conditions were
treated as practice for those conditions. Two sets ofd8 values
were collected for each listener at each frequency and in each
condition. In the first session for a given frequency and con-
dition, the pairs of correlations used in each run had values
that increased from one run to the next~from upper left to
bottom right in Table I!, while in the second session the
sequence of runs was reversed. Each pair ofd(r1 ,r2)8 values

was then averaged.

C. Results

1. Summarizing the data

Due to the large quantity of data collected, two different
methods of summarizing data were developed. One method
involved fitting values and the other functions to the rawd8
data. Both used the ‘‘simplex’’ multi-parameter fitting proce-
dure ~Presset al., 1988, Chap. 10.4! in order to fit cumula-
tive d8 values or functions directly to the rawd8 measure-
ments. Each fit assumed that listeners made use of a
unidimensional decision axis for detecting correlation differ-
ences. Given this assumption~and equal variance!, measured
values ofd8 should be additive:

d~r1 ,r3!8 5d~r1 ,r2!8 1d~r2 ,r3!8 ~1!

wherer1<r2<r3 .
The reader will note from Table I that, assuming thatd8

is cumulative as expected, there is some redundancy in the

data collected. For instance, we collectedd(0.3,0.5)8 , d(0.5,0.65)8
and d(0.3,0.65)8 . If d8 is cumulative, the last of these should
approximate the sum of the first two. When the simplex pro-
cedure was used to fit the data, the fitted values and functions
were those most consistent with all the available data. The
procedure works by postulating values for a set of param-
eters, such as the parameters of a fitted function or specific
d(r,1)8 values, predicting the data based on these parameters,
and then comparing the predicted with the observed data.
The sum-of-squared errors, SS, between the predicted and
observed data are used to evaluate the settings of the param-
eters. The parameter values are then permuted and the evalu-
ation repeated. This cycle continues until SS has been mini-
mized. It is the method of parameter permutation which
makes the simplex procedure an efficient multi-parameter fit-
ting algorithm ~for further details, see Presset al., 1988,
Chap. 10.4!.

2. Cumulative sensitivity values

The first fitting procedure was used to fit six cumulative
d8 values,d(r,1)8 , to each set of 15 measuredd(r1 ,r2)8 values

collected from a given listener, in a given condition~fringed/
narrow band! and at a given frequency.d(r,1)8 was evaluated
for each nonunity value ofr ~e.g., 0.0, 0.3, 0.5, 0.65, 0.8, and
0.9!. The results of this fitting procedure are illustrated by the
large open circles in Figs. 2 and 3. Ideally, the individually
measured values ofd(r1 ,r2)8 and the values ofd(r,1)8 derived

from the fitting process should all observe Eq.~2!:

d~r1 ,r2!8 5d~r1,1!8 2d~r2,1!8 . ~2!

FIG. 2. Cumulatived8(d(r,1)8 ) as a function of interaural correlation,r, for
listener MT in the 250-Hz, fringed condition. The fittedd(r,1)8 values are
shown with large open circles~upper panel!. The fitted function, created
using Eq. ~4!, is shown with a thick line~lower panel!. The individual
measurements ofd8 taken from listener MT are shown on each panel using
thin lines terminating in filled circles.
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Deviation from this equivalence was assumed to repre-
sent a combination of measurement noise and suboptimal
fitting of d(r,1)8 values. Such deviation was therefore squared
and summed across the 15 measured values ofd(r1 ,r2)8 to

give the error term, SS, to be minimized by the fitting pro-
gram.

The results of this fitting process can be seen in the large
open symbols on the upper panels of Figs. 2 and 3. The thin
lines terminated with filled circles represent the 15d(r1 ,r2)8

values to which the fit was made in each case. These lines
are plotted between the appropriate correlation values on the
abscissa, and their vertical extents correspond to the ob-
servedd(r1 ,r2)8 values. Their vertical position minimizes the

deviation between the filled symbols at each end and the
corresponding open symbols. The total squared deviation
across all these symbols therefore represents SS.

3. Correlation sensitivity as a function of correlation

The second fitting procedure was used to generate a
summary of the form that appears in the thick curves on
Figs. 2 and 3. These fits turned the same sets of 15d(r1 ,r2)8

values into curves describing cumulatived8 as continuous
functions. Continuous cumulatived8 functions were fitted to
the measuredd(r1 ,r2)8 values using the base equation:

d~0,r!8 5e~kr1n!2en, ~3!

wherek andn are fitted parameters. This equation was cho-
sen because it always evaluates to zero atr50, while the two
parameters~in combination! control the rate of change of
curvature and the value atr51. Henceforth, an equivalent
expression will be used for the change in correlation from
r51:

d~r,1!8 5e~k1n!2e~kr1n!. ~4!

The lower panels of Figs. 2 and 3 illustrate the quality of
fit that is achieved using Eq.~4! for the fringed and narrow-
band conditions, respectively. The thick lines are the fitted
cumulative d8 functions. Again, the fit minimized the
squared errors between the observedd(r1 ,r2)8 values and the

differences between thed(r1,1)8 and d(r2,1)8 values from the

fitted curve. The lower panels include the same thin lines
terminated by filled symbols as the upper panels, but ad-
justed in vertical position, so that they reflect the quality fit
achieved by the fitted functions.

As can be seen from Figs. 2 and 3, the quality of the
fitted curve is acceptable. For the fit in Fig. 2, SS51.90,
slightly above the average value across all 17 data sets
~1.51!. In Fig. 3, an example of one of the poorest fits, SS
55.19. The high error is largely attributable to one unusually
large d8 measurement for the discrimination of correlations
0.9 and 1.0. Since the principle source of errors in the fits
appeared to be noise in the measurements, Eq.~4! was
adopted as a suitable fitting function to be used in the larger-
scale fitting process to follow.

The functions in Figs. 2 and 3 are typical results for the
dependence ofd(r,1)8 on 1-r, the reduction in correlation from
unity. These results show the characteristically higher sensi-
tivity to changes inr near unity correlation and the reduction
in sensitivity near zero correlation. Performance in the
fringed and narrow-band conditions are similar at 250 Hz in
these examples. However, there are substantial variations
across frequencies, between these two conditions and across
listeners.

4. Correlation sensitivity at different frequencies

The thick curves in Figs. 4 and 5 show further functions
fitted @using Eq.~4!# to the data at a single frequency for
listeners RM and MS at each frequency tested. The symbols
in Figs. 4 and 5 show the results of the first fitting procedure.
These symbols showd(r,1)8 at each of the correlation values
used in the experiments.

Note that listener RM in Fig. 4 performed poorly in the
narrow-band condition compared to the fringed condition
while for listener MS in Fig. 5 the reverse occurred. Cumu-
lative d8 values betweenr50 andr51 (d(0,1)8 ) are provided
for each listener at each frequency in both conditions in
Table II. Since the first five listeners in the table seemed to
perform worse than the last four in the narrow-band condi-
tion, we chose to characterize their data separately in subse-
quent analyses~the ordering of the listeners in Table II does
not reflect the order in which they participated in the experi-
ment!.

In general, performance decreases above 750 Hz. In ad-
dition, for most cases~and for 20 of 24 comparisons at the
three lowest frequencies!, the fringed stimuli have higher
d(0,1)8 values than the equivalent narrow-band conditions.
This difference is remarkable because the fringes carry no
additional information and could be considered simply as
masking the information in the target band. However, as dis-
cussed below, the task is subjectively easier for most listen-
ers with the fringe present.

FIG. 3. As in Fig. 2, but for listener JC in the 250-Hz, narrow-band condi-
tion.
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5. Correlation sensitivity as a function of correlation
and frequency

Having established that Eq.~4! is well suited to repre-
sent the growth of cumulatived8, it was also used to fit the
data across different frequencies. Here, the parametersn and
k were not fitted separately for each frequency. Instead, the
data from all frequencies were fitted simultaneously using
functions@Eqs.~5! and~6!# that relatedn andk to frequency,2

f:

k5
r k

11esk~ f 2tk! 1ak , ~5!

n5
r n

11esn~ f 2tn! 1an . ~6!

These functions are both logistic curves providing a sig-
moidal transition between two asymptotic values. The pa-
rametersr, s, t, anda are free parameters of the fit:r controls
the absolute range of the parameter,s controls the steepness
of the transition in its value as a function off, t controls the
frequency of the transition, anda controls the asymptotic
value asf→`. The choice of logistic functions was moti-
vated by the reduction in the binaural masking level differ-
ence~BMLD ! and in correlation sensitivity at high frequen-

FIG. 4. Cumulatived8(d(r,1)8 ) as a
function of interaural correlation,r, at
six frequencies for listener RM. The
symbols ared(r,1)8 values fitted to the
raw data at each frequency. The thick
lines ared(r,1)8 functions fitted to the
raw data at each frequency using Eq.
~4!. The thin lines ared(r,1)8 functions
fitted using the across-frequency fit-
ting method based on Eqs.~5! and~6!.
The open circles and intersecting lines
are for the narrow-band condition. The
filled circles and intersecting lines are
for the fringed condition. The top ab-
scissa is marked with the signal-to-
noise ratios that would produce the
corresponding correlation values from
the bottom abscissa if signal and noise
were added in the NoSp binaural con-
figuration.

FIG. 5. As in Fig. 4, but for listener
MS.
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cies ~Durlach and Colburn, 1978, p. 431!. Since the BMLD
for broadband maskers asymptotes to around 3 dB at high
frequencies, it was thought advisable to use a function which
could produce the same sort of behavior. In the event, it was
found that these two logistic functions could, in combination,
produce a very wide range of surfaces, including surfaces
with nonmonotonic changes over frequency~e.g., Fig. 8!.

Figures 4 and 5 show fits tod(r1 ,r2)8 values from indi-

vidual listeners, while Figs. 6–8 show fits to averaged
d(r1 ,r2)8 values. These fits turned 90 data points~15

discriminations36 frequencies! into a surface representing
d(r,1)8 as a continuous function of correlation and frequency.
For the fringed data~Fig. 6!, the pattern of results was simi-
lar across listeners, so thed(r1 ,r2)8 values were averaged

across all listeners before making a fit. For the narrow-band
data, however, four listeners performed markedly better than
the other five. These two groups were averaged and fitted
separately~Figs. 7 and 8!. The thin curves in Figs. 4 and 5
come from fits to the data from the individual listeners con-
cerned. It can be seen that the fit closely approximates the
d(r,1)8 curves derived at individual frequencies~thick curves!.

Table III shows the parameters that were fitted to the
three averaged data sets. Figures 6–8 show surface plots for
the growth ind(r,1)8 as functions of both frequency and the
signal-to-noise ratio required to produce the appropriate cor-
relation when a signal is added to noise in the NoSp con-
figuration. The ‘‘equivalent signal-to-noise ratio’’ was calcu-
lated using Eq.~7!, adapted from Jainet al. @1991, Eq.~1!#.
Figure 6 shows this function for the averaged data from the
fringed condition. Figure 7 show the function for the four
more sensitive listeners in the narrowband condition. Figure
8 shows the same function for the five less sensitive listen-
ers:

SNR510 log10S 12r

11r D . ~7!

III. DISCUSSION

The principal interest of the study was to find out how
well listeners can discriminate different degrees of interaural
correlation across a range of different correlations, rather
than just at correlations close to one. The motivation for the
study was to further the understanding of binaural masking

TABLE II. d(0,1)8 for each listener in each condition and at each center frequency, fitted separately to the raw
data for each listener, condition, and frequency using Eq.~4!.

Listener

Fringed
center frequency~Hz!

Narrow-band
center frequency~Hz!

250 500 750 1000 1250 1500 250 500 750 1000 1250 1500

HF 1.26 2.96 2.13 1.43 0.88 0.35 0.75 1.62 1.46 0.51 1.25 0.65
KL 4.09 5.48 3.97 3.68 3.01 1.02 1.46 1.37 1.07 1.16 0.45 0.70
KV 3.26 4.48 3.30 1.92 0.80 0.54 1.51 1.45 2.94 2.43 2.03 1.62
RM 6.11 5.26 3.55 2.09 1.46 0.68 0.81 3.06 2.49 0.66 0.46 0.64
SH 3.38 3.84 3.87 5.14 0.94 0.24 1.43 2.30 3.38 1.37 1.48 1.71
AM 4.22 4.35 2.90 2.45 2.18 1.17 4.65 5.09 3.13 2.65 2.58 1.39
JC 6.26 6.26 6.71 4.78 3.15 3.17
MS 5.29 1.89 3.42 2.17 0.99 0.57 3.22 3.68 4.92 3.35 3.49 2.46
MT 6.75 7.72 8.07 5.81 4.21 2.99 4.94 4.58 3.68 2.82 3.22 2.93

x̄ 4.30 4.50 3.90 3.09 1.81 0.95 2.78 3.26 3.31 2.19 2.01 1.70
s 1.75 1.75 1.78 1.62 1.24 0.88 2.05 1.76 1.71 1.40 1.17 0.97

FIG. 6. Surface plot of the growth ofd(r,1)8 as a function of equivalent SNR
and frequency for thefringed data. Surface lines are drawn at intervals of
100 Hz in the frequency dimension and 0.05 in the correlation dimension.

FIG. 7. As in Fig. 6, but plotted for the fourmore sensitivelisteners in the
narrow-bandcondition.
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release and its application to speech recognition. The two
main conditions of the experiment were consequently mod-
eled upon the two most common types of BMLD experi-
ment, in which a tonal signal is presented interaurally out-
of-phase against either a diotic broadband noise or a diotic
narrow-band noise.

A. Relationship to previous discrimination and BMLD
experiments

If, as a number of authors have argued, binaural masking
release is mediated by the detection of interaural decorrela-
tion, the present stimuli should provide similar cues to the
corresponding BMLD stimuli, since the tone in a BMLD
stimulus usually acts to decorrelate the noise in its immediate
frequency region. The fringed condition, in which listeners
discriminated different interaural correlations of a target
band of noise embedded within a broadband diotic noise,
corresponds to BMLD conditions with a broadband masker.
The narrow-band condition, in which only the target band
was present, corresponds to BMLD conditions with a
narrow-band masker. Consistent with these ideas, the listen-

ers’ experience of the task was quite different in the two
conditions and closely resembled the experience of listening
to the corresponding BMLD stimuli.

For the broadband stimuli, listeners heard a ‘‘warbling
tone’’ or ‘‘whistling noise’’ standing out from the background
in much the same way as listeners hear the target tone stand-
ing out form the noise in a broadband-BMLD stimulus. The
whistling sound was louder the less correlated the target
band was. For the narrow-band stimuli, listeners heard a
broadening of the sound image for stimuli of lower correla-
tion, just as listeners perceive a broadened sound image
when a tone is added out-of-phase to a diotic narrow-band
noise. The image was broader the less correlated the noise
band was. Jainet al. ~1991! performed a similar experiment,
although with narrower target bands and only with correla-
tions close to one. They compared the just-noticeable-
differences~jnd’s! in correlation~from one! of their 10-Hz-
wide target bands with the differences in correlation at
detection threshold for corresponding BMLD stimuli. They
found these values to be very similar, indicating that detec-
tion of the decorrelation was sufficient to explain listeners’
ability to detect the tones in the NoSp condition of a BMLD
experiment.

Taking threshold asd(r,1)8 51, and rearranging Eq.~4!,
one obtains the following equation for the jnd from unity
correlation wheren andk are the fitting parameters discussed
earlier:

jnd15
2 ln~12e2~k1n!!

k
. ~8!

From this equation, jnd’s at 500 Hz are calculated to be
0.09 for the fringed condition, 0.06 for the four more sensi-
tive listeners in the narrow-band condition, and 0.13 for the
five less sensitive listeners in the narrow-band condition.
These thresholds are substantially higher than those reported
previously~Pollack and Trittipoe, 1959a, b; Gabriel and Col-
burn, 1981; Durlachet al., 1986; Koehnkeet al., 1986; Jain
et al., 1991; Bernstein and Trahiotis, 1992, 1996a, b!. It is
difficult to determine the reasons for the poorer sensitivity
observed here, since there are a large number of differences
between the current experimental design and the methods
used by other authors. The listeners were probably less well
trained and had to contend with stimuli within a session
which varied much more widely in correlation than in ex-
periments that only measured jnd’s close to a correlation of
1.0. Another factor is the use of batteries of 50 stimulus pairs
with a fixed pair of correlation values. Such batteries may be
relatively difficult for listeners to optimize their performance
on since they may become disheartened when contending
with a battery they find difficult, and may find it hard to
maintain concentration on a battery they find very easy. The
design of our experiments attempted to minimize such ef-
fects by testing pairs of correlation values that yielded values
of d8 in the 0.5–2 area for most listeners; nonetheless our
experiments appear to underestimate sensitivity when the re-
sults are compared to measurements using other methods.

The present experiment measured sensitivity to differ-
ences in correlation as a function of reference correlation,
rather than just at a correlation of one. The only published

FIG. 8. As in Fig. 7, but plotted for the fourless sensitivelisteners in the
narrow-bandcondition.

TABLE III. The fitted logistic parameters that control the values ofn andk
across frequency to produce an optimum fit with the 90 raw data points in
each condition~15 measurements at six frequencies!. These parameters de-
termine the surfaces plotted in Figs. 6–8.

d(r,1)8 parameter

Logistic parameter

r s t a

Fringed~mean data!
k 4.68 0.0027 666 0.023
n 3.17 20.0047 560 22.75

Narrow band
~4 more sensitive listeners!

k 6.67 0.0010 1500 0.010
n 2.25 20.0020 708 24.37

Narrow band
~5 less sensitive listeners!

k 5.97 0.0021 1500 0.018
n 1.81 20.0062 423 25.92
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precedents for this approach are the experiments of Pollack
and Trittipoe~1959a, b!, who decorrelated broadband, high-
pass, or low-pass noise. Although they showed that listeners
were sensitive to differences in correlation across a range of
correlation values, their stimuli were not similar to those
used in BMLD experiments. When the entire spectrum of a
noise is decorrelated, listeners tend to hear a broadening of
the sound image~as with narrow-band stimuli!. Nonetheless,
their results were similar to those observed here, in that lis-
teners were found to be very sensitive to differences in cor-
relation close to one and less sensitive at discriminating
lower values of correlation. It is interesting to note that while
listeners varied widely in their ability to discriminate the
correlations of narrow-band stimuli, they all gave very simi-
lar patterns for the fringed stimuli. This difference in listener
variability also seems to correspond with BMLD data; Bern-
steinet al. ~1998! found that some listeners were much better
than others at narrow-band BMLD experiments, while per-
formance in broadband noise was relatively consistent across
listeners.

B. Relationship to the binaural intelligibility level
difference

The binaural intelligibility level difference is very simi-
lar to the BMLD, except that listeners are required to identify
speech sounds and words, rather than to detect tones. How-
ever, a distinguishing feature of this task is that speech
sounds are broadband and, when added in the NoSp configu-
ration to noise, they decorrelate all frequency channels to
some extent. In order for listeners to make good use of their
binaural systems, therefore, it is important that the encoding
of embedded signals is graded. That is to say, that the per-
ceptual salience of a speech component, recovered from
noise by the binaural system, needs to grow progressively as
the speech component becomes more intense. If this were
not the case, the system might detect the presence of the
speech, but be unable to discern its spectral profile.

The data of Pollack and Trittipoe show that listeners are
far more sensitive to changes in correlation near to a corre-
lation of unity than to changes at lower levels of
correlation—a highly nonlinear relationship. The narrow-
band conditions of the present experiment gave data that
were consistent with this finding. However, in the fringed
condition, we investigated listeners’ ability to make such dis-
criminations in a situation more similar to the understanding
of speech in noise, where each subband will display a differ-
ent interaural correlation. When listeners were required to
discriminate different levels of correlation in one subband of
a broadband sound, they not only heard the decorrelation in a
different way~as a separate sound! but they were more sen-
sitive to changes in correlation at low reference values, than
when, as in the narrow-band condition, the whole stimulus
was decorrelated. A novel finding is that, while the cumula-
tive d8 function in the narrow-band condition is curved at
low frequencies, indicating greater sensitivity close to a cor-
relation of one, the function straightens out to give a near-
linear relationship at 1 kHz between interaural correlation
and cumulatived8 ~Figs. 4 and 5!. Further, when correlation
is reexpressed as the equivalent SNR in dB, the relationship

betweend(r,1)8 and SNR is quite linear for equivalent signal-
to-noise ratios between about218 and26 dB even at low
frequencies and in both the fringed and narrow-band condi-
tions ~Figs. 6 and 7!. Thus, a fixed increment ind8 corre-
sponds to a fixed increment in dB~equivalent SNR! over a
range of masked-signal intensities. In other words, where the
levels of embedded signals are discriminated by virtue of the
different degrees of decorrelation they generate, Weber’s law
appears to hold, at least approximately.

The results of the fringed condition therefore support the
idea that listeners may be able to use the spectral profile of
interaural correlation as an index of the intensity of other-
wise masked components of speech. Figure 9 illustrates the
implications of these data for the internal representation of
speech, as provided by the binaural system. The figure shows
a recovered spectrum for the synthesized vowel /Å/ ~as in
‘‘bored’’ ! embedded in speech-shaped masking noise in the
NoSp binaural configuration. The vowel was synthesized
with the Klatt ~1980! cascade vowel synthesizer at a funda-
mental frequency of 100 Hz and with first and second for-
mants at 385 and 657 Hz, respectively. This vowel was se-
lected for its low second formant; the second formants of
many vowels would be outside the range of frequencies for
which the binaural system is most effective. Interaural coher-
ence~the maximum interaural cross correlation calculated in
the range62 ms! was measured in corresponding frequency
channels of a stereo pair of gammatone filterbanks~Patterson
et al., 1987, 1988!, and these values were converted to
d(r,1)8 , using Eqs.~4!–~6!. The parameters employed~Table
III ! were from fitting the pooled results of the fringed con-
dition.

Figure 9 shows a roughly linear growth of peaks ind(r,1)8
corresponding to spectral features with increasing SNR.
Spectral peaks attributable to both harmonics and formant
peaks are visible at a succession of SNRs. The most promi-

FIG. 9. Perceptually scaled spectra predicted to be recovered by the binaural
system for the synthesized vowel /Å/ as in ‘‘bored’’ ~British English! at
overall SNRs from26 to 221 dB in 3-dB steps. The vowel was synthesized
by a Klatt ~1980! cascade formant synthesizer~F15385 Hz, F25657 Hz!
and added to speech-shaped noise in the NoSp configuration. Frequency
selectivity was modeled using the Pattersonet al. ~1987, 1988! gammatone
filterbank. Corresponding frequency channels from the left- and right-hand
channels were cross correlated in the range62 ms. The maximum product-
moment correlation was converted intod(r,1)8 using Eqs.~4!–~6! and the
parameters derived from the fringed stimuli in Table III. The dashed line
shows the maximum cumulative sensitivityd(0,1)8 as a function of frequency
derived from Eqs.~4!–~6!.
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nent peak, especially at the lower SNRs, is for the fourth
harmonic, just aboveF1.

C. Relationship to dichotic pitches and other binaural
phenomena

The parameters for fringed stimuli in Table III can be
used in combination with Eqs.~4!–~6! in order to generate
predictions of the binaurally recovered spectrum for any bin-
aural stimulus. For instance, these parameters and equations
were used by Culling~2000! in order to generate the
perceptually-scaled binaurally-recovered spectra for various
Fourcin-pitch stimuli in his ‘‘revised’’ mE-C model~Culling,
2000, Figs. 6 and 7!. This method of prediction can be ap-
plied to any dichotic pitch stimulus in order to determine
whether the correct pitch can be predicted from the pattern of
interaural coherence across frequency.

IV. CONCLUSION

The results of the present experiment indicate that lis-
teners can discriminate different levels of interaural correla-
tion, especially in the context of a broadband~fringed!
stimulus. It is possible that the information provided by spec-
tral variation in correlation may account for listeners’ im-
proved understanding of the speech when listening to the
NoSp binaural configuration compared to the NoSo configu-
ration.
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APPENDIX: THE GRAM–SCHMIDT PROCEDURE

The Gram–Schmidt procedure allows one to start with
one set of functions and to generate a second set of functions
that are pairwise orthogonal~uncorrelated with each other!
and normalized to have equal energy. This new set of func-
tions is useful in several ways: all the original functions can
be written as linear combinations of the new functions; all of
the new functions have the same energy; all the new func-
tions are uncorrelated.

The following procedure is simplified here to the case
with only two waveforms in the set, because that is all we
need. The procedure can be generalized to any number of
waveforms. Also, we present the case of discrete-time
~sampled! waveforms. In Wozencraft and Jacobs~1965!, the
case of continuous-time waveforms is presented.

Assume twoN-sample nonzero waveformsa andb, that
are not perfectly correlated with each other, such as two in-
dependent samples of noise. Represent them as$ai% and$bi%
for i 51,...,N. There are four steps, outlined next, that result
in two orthogonal waveforms$ai% and$bi8%, where$bi8% has
identical rms power to, and zero correlation with,$ai%. Fol-
lowing this orthogonalization procedure,a and b8 can be
mixed according to Eq.~A1!, to give a precise correlation,r,
betweena and the mixturem:

mi5rai1A12r2bi8 for i 51,...,N. ~A1!

The Gram–Schmidt orthogonalization procedure has
four steps as follows:

~1! Calculate the rms power ofa andb:

arms5A( i 51
N ai

2

N
, ~A2!

brms5A( i 51
N bi

2

N
. ~A3!

~2! Calculate the correlation,rab , betweena andb:

rab5
( i 51

N aibi

armsbrms
. ~A4!

~3! Subtract the correlated component ofa from a
scaled version ofb. This subtraction yieldsc, which has zero
correlation witha:

ci5
arms

brms
bi2rabai for i 51,...,N. ~A5!

~4! Scalec to get b8 which has zero correlation with,
and equal power to,a:

bi85
ci

A12rab
2

. ~A6!

The entire process of generatingb8 may be summarized
as

bi85
arms

brmsA12rab
2

bi2
rab

A12rab
2

ai for i 51,...,N.

~A7!

1Caution should be observed in reading Pollack and Trittipoe’s paper, since
the authors did not calculate their correlation values correctly~Jeffress and
Robinson, 1962!. A corrected version of some of their data may be found in
Durlachet al. ~1986, Table II!.

2When fits were made for all frequencies simultaneously, the search space
was found to contain many local minima, often producing similar surfaces
by using quite different parameter sets. It was, therefore, found necessary to
restart the ‘‘simplex’’ search algorithm repeatedly with randomly perturbed
starting parameters in order to guarantee an optimal fit.
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Second-order temporal modulation transfer functions
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Detection thresholds were measured for a sinusoidal modulation applied to the modulation depth of
a sinusoidally amplitude-modulated~SAM! white noise carrier as a function of the frequency of the
modulation applied to the modulation depth~referred to asf m8 !. The SAM noise acted therefore as
a ‘‘carrier’’ stimulus of frequencyf m , and sinusoidal modulation of the SAM-noise modulation
depth generated two additional components in the modulation spectrum:f m2 f m8 and f m1 f m8 . The
tracking variable was the modulation depth of the sinusoidal variation applied to the ‘‘carrier’’
modulation depth. The resulting ‘‘second-order’’ temporal modulation transfer functions~TMTFs!
measured on four listeners for ‘‘carrier’’ modulation frequenciesf m of 16, 64, and 256 Hz display
a low-pass segment followed by a plateau. This indicates that sensitivity to fluctuations in the
strength of amplitude modulation is best for fluctuation ratesf m8 below about 2–4 Hz when using
broadband noise carriers. Measurements of masked modulation detection thresholds for the lower
and upper modulation sideband suggest that this capacity is possibly related to the detection of a
beat in the sound’s temporal envelope. The results appear qualitatively consistent with the
predictions of an envelope detector model consisting of a low-pass filtering stage followed by a
decision stage. Unlike listeners’ performance, a modulation filterbank model using Q values>2
should predict that second-order modulation detection thresholds should decrease at high values of
f m8 due to the spectral resolution of the modulation sidebands~in the modulation domain!. This
suggests that, if such modulation filters do exist, their selectivity is poor. In the latter case, the Q
value of modulation filters would have to be less than 2. This estimate of modulation filter
selectivity is consistent with the results of a previous study using a modulation-masking paradigm
@S. D. Ewert and T. Dau, J. Acoust. Soc. Am.108, 1181–1196~2000!#. © 2001 Acoustical Society
of America. @DOI: 10.1121/1.1383295#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk@SPB#

I. INTRODUCTION

The characteristics of the temporal envelope of acoustic
stimuli may play a crucial role in sound identification. Sen-
sitivity to the temporal envelope is traditionally assessed by
measuring a temporal modulation transfer function~TMTF!,
which displays the ability of listeners to detect sinusoidal
amplitude modulation~SAM! as a function of the frequency
of that modulation~Viemeister, 1977, 1979!. Empirically,
TMTFs are obtained by measuring the modulation depth,m,
necessary to just detect the modulation of a SAM carrier as a
function of the modulation frequency,f m . Usually, TMTFs
are measured with broadband noise carriers so as to preclude
the use of spectral cues, since the modulation of broadband
noise does not affect its~flat! long-term power spectrum.
Such TMTFs are generally low pass in shape: Sensitivity to
SAM is relatively independent of modulation frequency up
to 50–60 Hz, and decreases progressively at higher modula-
tion frequencies~e.g., Rodenburg, 1977; Viemeister, 1977,
1979; Bacon and Viemeister, 1985!.

A traditional model used to account for the characteris-
tics of these TMTFs is the ‘‘linear envelope detector model.’’
This model assumes that the temporal envelope of the stimuli
is smoothed by a single~first-order! low-pass filter operating
at a central~postcochlear! level ~Viemeister, 1979; Forrest

and Green, 1987; Strickland and Viemeister, 1996; Lorenzi
et al., 1999!. Amplitude fluctuations faster than the cutoff
frequency of this low-pass filter~estimated to be about 60–
150 Hz! are attenuated, and this may explain why SAM de-
tection thresholds increase at high modulation frequencies.
The results of adaptation and masking experiments per-
formed with amplitude-modulated sounds~e.g., Kay and
Matthews, 1972; Green, 1976; Green and Kay, 1974; Tansley
and Suffield, 1983; Houtgast, 1989; Bacon and Grantham,
1989; Yostet al., 1989; Dauet al., 1997a, b, 1999! have,
however, suggested an alternative model, the so-called
‘‘modulation filterbank,’’ in which modulation filters, each
tuned to a given modulation frequency, decompose the tem-
poral envelope of sounds at a central level. In this approach,
modulation at a given frequency is assumed to be detected
by monitoring the output of a modulation filter tuned close to
that frequency~e.g., Lorenziet al., 1995!. In recent imple-
mentations of the modulation filterbank~Dauet al., 1997a, b,
1999; Ewert and Dau, 2000!, the bandwidth of modulation
filters is assumed to increase with increasing center modula-
tion frequency. The Q value of such filters was initially as-
sumed to be equal to 2 for center modulation frequencies
above 10 Hz~Dau et al., 1997a, b, 1999!. However, in a
more recent implementation of the modulation filterbank, the
Q value of such filters is assumed to be equal to 1 for center
modulation frequencies up to 64 Hz~Ewert and Dau, 2000!.a!Electronic mail: christian.lorenzi@psycho.univ-paris5.fr

1030 J. Acoust. Soc. Am. 110 (2), Aug. 2001 0001-4966/2001/110(2)/1030/9/$18.00 © 2001 Acoustical Society of America



For a broadband noise carrier, the power of the intrinsic ran-
dom fluctuations in the noise carrier appearing at the output
of a modulation filter will therefore increase with increasing
filter bandwidth~that is, with increasing filter center modu-
lation frequency!. The masking effect produced by these in-
trinsic random fluctuations will increase at high modulation
frequencies, and this may explain why SAM detection
thresholds degrade at high modulation frequencies~Dau
et al., 1997a, b, 1999!. To date, the controversy regarding the
nature of the temporal processor~a modulation filterbank or
a linear envelope detector! still persists.

TMTFs measured with pure-tone carriers are quite dif-
ferent in shape~e.g., Zwicker, 1952; Viemeister, 1979; Fas-
sel, 1994; Dau, 1996; Kohlrauschet al., 2000!. For a 5-kHz
pure-tone carrier, SAM detection thresholds are constant be-
tween about 10–100 Hz. They increase in the range 100–
400 Hz at a rate of 3–4 dB/oct. Finally, detection thresholds
decrease abruptly above about 400 Hz~Dau, 1996; Kohl-
rauschet al., 2000!. The modulation frequency at which this
rolloff occurs increases with the carrier frequency~Fassel
and Pu¨schel, 1993; Fassel, 1994; Dau, 1996; Kohlrausch
et al., 2000!. The high-frequency region of these TMTFs can
be understood easily on the basis of the auditory filter bank
model ~Fletcher, 1940; Patterson, 1976!: ~1! At high modu-
lation frequencies, the sidebands of the modulated signal are
spectrally resolved. Instead of basing decisions on the ampli-
tude fluctuations, subjects listen to additional tones.~2!
Tone-on-tone experiments~Dau, 1996; Kohlrauschet al.,
2000! also show that, at high modulation frequencies, SAM
detection thresholds are determined by the masked threshold
of the spectrally resolved lower sideband.~3! Finally, the
progressive broadening of auditory filter bandwidths at high
~audio! frequencies explains why the modulation frequency
at which the rolloff occurs increases with the carrier
frequency.

Thus, the characteristics of TMTFs measured with pure-
tone carriers indirectly support the existence of a limited
spectral decomposition of complex sounds within a bank of
channels~the auditory filterbank!. With this idea in mind, we
suggest to test the existence of filters in the modulation do-
main by measuring ‘‘second-order’’ amplitude modulation
detection thresholds, that is detection thresholds of a sinu-
soidal modulation applied to the modulation depth of a SAM
white noise carrier~instead of unmodulated white noise or
pure-tone carriers!. The tracking variable would be the
modulation depth of the sinusoidal variation applied to the
modulation depth of the SAM noise. The effects of applying
sinusoidal modulation to the depth of a SAM noise are illus-
trated in Fig. 1. In the top panel, the left signal corresponds
to the waveform of a white noise sinusoidally amplitude
modulated at a modulation frequencyf m of 16 Hz, with a
constant modulation depthm of 50%. The right signal also
corresponds to the waveform of a white noise sinusoidally
amplitude modulated atf m516 Hz; however, sinusoidal
modulation has been applied to its modulation depthm at a
frequencyf m8 of 8 Hz, with a modulation depthm8 of 50%.
The cyclic variation in modulation depth produces a beat in
its temporal envelope at a slow rate equal tof m8 . The bottom
panel of Fig. 1 shows the modulation spectra of the noise

with first-order ~solid line! and second-order~dotted line!
SAM ~the modulation spectra are calculated for only one
realization of the noise carrier!. As expected, sinusoidal
modulation applied to the modulation depth of a SAM noise
carrier generates sidebands atf m2 f m8 and f m1 f m8 in the
modulation spectrum of the ‘‘second-order’’ SAM noise.

By analogy with the results obtained with TMTFs mea-
sured with pure-tone carriers, the modulation filterbank
model should therefore predict the following.~1! Second-
order SAM detection thresholds should decrease at high
second-order modulation frequenciesf m8 ~because modula-
tion sidebands should be spectrally resolved at high second-
order modulation frequencies if modulation filters arenar-
rowly tuned!. ~2! Knowing that low SAM components are
better detected than high ones~as a consequence of better
modulation tuning to low modulation center frequencies!,
second-order SAM detection thresholds should be deter-
mined by the masked threshold of the resolved lower modu-
lation sideband@masking being considered in the modulation
domain, since previous studies~e.g., Bacon and Grantham,

FIG. 1. Top panel, left signal: Waveform of a white noise with first-order
SAM ~f m516 Hz, m50.5!. Top panel, right signal: Waveform of a white
noise with second-order SAM~f m516 Hz, f m8 58 Hz, m5m850.5!. Bot-
tom panel: Modulation spectra of the noises with first-order~continuous
line! and second-order~dotted line! SAM.
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1989; Houtgast, 1989! have shown that the detectability of
SAM is generally degraded when a masking SAM is added#.
~3! The second-order modulation frequency at which the
rolloff should occur in the second-order TMTF should in-
crease with increasing ‘‘carrier’’ modulation frequency,f m

~because of the progressive broadening of modulation filters
at high center modulation frequencies!. By contrast, the lin-
ear envelope detector model—a sluggish mechanism that
smoothes fast fluctuations—should predict that detectability
of second-order SAM should degrade at high second-order
modulation frequencies. A very similar method was used by
Rees and Kay~1985! to test the hypothesis of selective chan-
nels in the frequency-modulation domain.

The present study reports second-order TMTFs mea-
sured at various ‘‘carrier’’ modulation frequencies in normal-
hearing listeners. First-order TMTFs and masked modulation
detection thresholds were also collected to evaluate the ex-
tent to which second-order modulation sensitivity relates to
first-order modulation sensitivity, modulation masking, and
envelope beat detection. The empirical results are finally dis-
cussed in light of the modulation filterbank and linear enve-
lope detector models.

II. METHOD

A. Listeners

Four listeners with normal hearing~mean age520 years;
s.d.51 year!, CS, TV, SA, and SR, participated in the experi-
ments.

B. Stimuli and procedures

All psychophysical experiments were controlled by a
PC-compatible computer. All stimuli were generated using a
16-bit D/A converter at a sampling frequency of 44.1 kHz,
and were delivered binaurally~i.e., diotically! via Sennheiser
HD 565 earphones. Statistically independent realizations of
the white noise were used in all experiments~i.e., within and
between trials!. Listeners were tested individually in a
soundproof booth. In each task, the standard and target
stimuli were presented at 75 dB SPL. Both the standard and
target stimuli had a 2-s duration including 25-ms rise/fall
times shaped using a raised-cosine function. The interstimu-
lus interval was 1 s.

1. First-order TMTFs

The listener’s task was to detect the presence of a SAM
applied to a white noise carrier. On each trial, a standard and
a target stimulus were successively presented in random or-
der to the listener. The standard,S(t), consisted of a white
noisen(t). The target,T(t), consisted of a white noise car-
rier sinusoidally amplitude modulated at a given modulation
frequency. The expression describing the target was

T~ t !5c@11m sin~2p f mt1fm!#n~ t !, ~1!

where m is the modulation depth (0<m<1), f m is the
modulation frequency~f m was 4, 8, 16, 32, 64, 128, or 256
Hz!, andfm is the starting phase of the modulation, random-
ized on each interval. The termc is a multiplicative compen-
sation term ~Viemeister, 1979! set such that the overall

power was the same in all intervals. The expression forc is
given as follows:

c5@11m2/2#20.5. ~2!

The SAM detection thresholds were obtained using an adap-
tive two-interval, two-alternative forced-choice~2I, 2AFC!
procedure with a two-down, one-up stepping rule that esti-
mates the modulation depth,m, necessary for 70.7% correct
detection. The listener’s task was to identify the interval con-
taining the modulation. Visual feedback about the correct
interval was given after each trial. The step size ofm varia-
tion corresponded initially to a factor of 1.585@4 dB in deci-
bels (20 logm)#; it was reduced to 1.26~2 dB! after the first
two reversals. The mean of the last 10 reversals in a block of
16 reversals was taken as the threshold estimate for that
block ~in %!. For each listener and each modulation fre-
quency, thresholds presented here are based upon three esti-
mates. The worst threshold that can be measured corresponds
to a modulation depth of 1~100% modulated noise!. The
closer to 0 the value ofm, the better the detection threshold.

2. Second-order TMTFs

The listener’s task was to detect the presence of a sinu-
soidal modulation applied to the modulation depth of a SAM
white noise carrier. On each trial, a standard and a target
stimulus were successively presented in random order to the
listener. The standard,S(t), consisted of a white noisen(t)
sinusoidally amplitude modulated at a given modulation fre-
quency f m , with a fixed modulation depthm of 50% (m
50.5). The expression describing the standard was

S~ t !5@11m sin~2p f mt1fm!#n~ t ! ~3!

where fm represents the starting phase of the modulation,
randomized on each interval. The target,T(t), consisted of a
white noise sinusoidally amplitude modulated at a given
modulation frequencyf m . Modulation depth was sinusoi-
dally amplitude modulated at a given modulation frequency
f m8 . The expression describing the target was

T~ t !5†11@0.51m8 sin~2p f m8 t1fm8 !#

3 sin~2p f mt1fm8 !‡n~ t !, ~4!

where m8 is the modulation depth of modulation-depth
variation (0<m8<0.5), f m8 is the frequency of modulation
depth variation, andfm8 represents the starting phase of
modulations, randomized on each interval. The overall
power was the same in all intervals.f m ~the ‘‘carrier’’ modu-
lation frequency! was 16, 64, or 256 Hz.f m8 ~the ‘‘second-
order’’ modulation frequency! was 1, 2, 3, 4, 5, 6, 7, 8, or 11
Hz when f m was 16 Hz; 3, 4, 6, 8, 11, 16, 23, 32, or 45 Hz
when f m was 64 Hz; and 3, 8, 23, 32, 45, 64, 90, 128, or 181
Hz when f m was 256 Hz.

Second-order SAM detection thresholds were obtained
using an adaptive 2I, 2AFC procedure with a two-down,
one-up stepping rule that estimates the second-order modu-
lation depth,m8, necessary for 70.7% correct detection. The
listener’s task was to identify the interval containing the
modulation of modulation. Visual feedback about the correct
interval was given after each trial. The step size ofm8 varia-
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tion corresponded initially to a factor of 1.585@4 dB in deci-
bels (20 logm8)#; this factor was reduced to 1.26~2 dB! after
the first two reversals. The mean of the last 10 reversals in a
block of 16 reversals was taken as the threshold estimate for
that block~in %!. For each listener and experimental condi-
tion, thresholds presented here are based upon three esti-
mates. The worst threshold that can be measured corresponds
to a modulation depthm8 of 0.5. The closer to 0 the value of
m8, the better the detection threshold.

3. Masked modulation detection thresholds

The third task was based on a classical ‘‘modulation
masking’’ paradigm. On each trial, a standard and a target
stimulus were successively presented in random order to the
listener. The standard consisted of a white noisen(t) sinu-
soidally amplitude modulated at the masker frequency. The
expression describing the standard~i.e., the masker alone!
was

S~ t !5c@11mmaskcos~2p f maskt !#n~ t !, ~5!

wheremmask is the modulation depth of the masker, fixed at
0.5, f mask is the masker modulation frequency, andc is a
multiplicative compensation term defined below.f mask was
fixed at 64 Hz. The target consisted of white noise carrier
n(t) amplitude modulated by the sum of two sinusoidal
modulators, the signal and the masker modulators. The ex-
pression describing the target~i.e., the signal-plus-masker
waveform! was

T~ t !5c@11mmaskcos~2p f maskt !

1msigcos~2p f sigt !#n~ t !, ~6!

wheremsig is the modulation depth of the signal andf sig is
the signal modulation frequency. The masker and signal were
in phase. The frequencyf sig was 32, 56, 61, 67, 72, or 96 Hz
~the absolute spectral distance between signal and masker

modulations was therefore of 3, 8, or 32 Hz, the signal
modulation frequency being either below or above the
masker modulation frequency!. The termc is a compensation
factor ~Bacon and Grantham, 1989! set such that the overall
power was the same in all intervals. The expression forc is
given as follows:

c5@11~mmask
2 1msig

2 12mmaskmsig!/2#20.5. ~7!

Masked modulation detection thresholds were obtained
using an adaptive 2I, 2AFC procedure with a two-down,
one-up stepping rule that estimates the signal modulation
depth,msig, necessary for 70.7% correct detection. The lis-
tener’s task was to choose the interval containing the signal
modulation. Visual feedback as to the correct interval was
given after each trial. The step size ofmsig variation corre-
sponded initially to a factor of 1.585~4 dB!; this factor was
reduced to 1.26~2 dB! after the first two reversals. The mean
of the last 10 reversals in a block of 16 reversals was taken
as the threshold estimate for that block~in %!. For each
listener and experimental condition, thresholds presented
here are based upon three estimates. The worst threshold that
can be measured corresponds to a modulation depth of 0.5.
The closer to 0 the value ofmsig, the better the detection
threshold.

III. RESULTS

A. First- and second-order TMTFs

Individual and mean data for the four listeners are
shown in Figs. 2 and 3, respectively. In each figure and each
panel, the second-order TMTFs measured forf m516 Hz
~solid lines with unfilled circles!, f m564 Hz ~solid lines with
gray squares!, and f m5256 Hz ~solid lines with black tri-
angles! are plotted along with the first-order TMTF~dotted
lines with stars!. In the case of second-order TMTFs, the

FIG. 2. Individual data for the four lis-
teners. In each panel, the second-order
TMTFs measured for f m516 Hz
~solid lines with unfilled circles!, f m

564 Hz ~solid lines with gray
squares!, and f m5256 Hz ~solid lines
with black triangles! are plotted along
with the first-order TMTF~dotted lines
with stars!. In the case of second-order
TMTFs, the ordinate indicates second-
order modulation depth at threshold
m8, and the abscissa representsf m8 ; in
the case of first-order TMTFs, the or-
dinate indicates first-order modulation
depth at thresholdm, and the abscissa
representsf m . In both cases, modula-
tion depth at threshold is expressed in
linear units, and plotted on a logarith-
mic scale.
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ordinate indicates second-order modulation depth at thresh-
old m8, and the abscissa representsf m8 ; in the case of first-
order TMTFs, the ordinate indicates first-order modulation
depth at thresholdm, and the abscissa representsf m . In Figs.
2 and 3, the left ordinate shows detection thresholds ex-
pressed in linear units (100•m) and plotted on a logarithmic
scale; in Fig. 3~mean data!, the right ordinate shows detec-
tion thresholds expressed on a decibel scale (20 logm), fre-
quently used in previous studies. In agreement with previous
studies~e.g., Viemeister, 1979; Bacon and Viemeister, 1985!,
first-order TMTFs display a typical low-pass characteristic
~Fig. 3!. Sensitivity is reduced by about 3 dB~in 20 logm! at
f m564 Hz; from this frequency, sensitivity decreases at a
rate of about 3 dB/oct. For each ‘‘carrier’’ modulation fre-
quency f m , second-order TMTFs display a low-pass seg-
ment: For the lowest second-order modulation frequencies
f m8 , sensitivity to second-order modulation remains constant
up to 2 Hz whenf m516 Hz, and up to 4 Hz whenf m

564 Hz; from these frequencies, sensitivity decreases with
increasingf m8 . Whenf m5256 Hz, sensitivity decreases from
3 Hz ~the lowest value off m8 tested for this ‘‘carrier’’ modu-
lation frequency!. The rate of decrease estimated on the low-
pass segment of the second-order TMTFs decreases when the
‘‘carrier’’ modulation frequencyf m increases: It is about 6
dB ~in 20 logm8! per octave whenf m516 Hz, 4 dB/oct when
f m564 Hz, and 3 dB/oct whenf m5256 Hz. Overall, the
low-pass segment seems to be followed by a plateau: Above
a given value off m8 ~of about f m/3 or f m/4!, sensitivity re-
mains relatively constant. However, individual second-order
TMTFs ~e.g., listeners CS and SR! show a noticeable notch
~i.e., a loss of sensitivity! when f m8 is slightly below f m/2
~this is especially noticeable whenf m516 Hz!. Figures 2 and
3 also show that sensitivity measured for second-order
modulation frequencies between 3–6 Hz increases whenf m

increases from 16 to 64 Hz. However, overall sensitivity to
second-order modulation degrades considerably forf m

5256 Hz. First-order TMTFs show that modulation detec-
tion at 256 Hz is reduced by 9 dB compared to modulation
detection at 16 Hz, and by 5 dB compared to modulation
detection at 64 Hz. Nevertheless, the ‘‘carrier’’ modulation
remains highly audible forf m5256 Hz, the detection thresh-

old being about 10%. This suggests that the audibility of the
‘‘carrier’’ modulation is not responsible for the overall drop
in sensitivity to second-order modulation whenf m

5256 Hz.
To assess the statistical significance of the differences in

second-order modulation detection thresholds, a repeated
measure analysis of variance~ANOVA ! was conducted with
factors f m and f m8 . The analysis showed significant main
effects of f m @F(2,6)5262.8, p,0.000 01# and f m8
@F(8,24)523.3,p,0.000 01#, and significant interaction be-
tween f m and f m8 @F(16,48)59.6, p,0.000 01#. Post-hoc
tests ~LSD! showed that, whenf m516 Hz, second-order
modulation detection thresholds measured atf m8 52 Hz were
not significantly different from those measured atf m8
51 Hz (p50.84), but they were significantly lower than
those measured atf m8 55 Hz (p,0.05); the analysis also
showed that thresholds measured forf m8 55, 6, 7, 8, and 11
Hz were not significantly different from each other (p
.0.60). Similar patterns of results were obtained forf m

564 and 256 Hz, indicating that sensitivity degraded from
f m8 54 Hz when f m564 Hz, and fromf m8 53 Hz when f m

5256 Hz. Post-hoc tests also showed that second-order
modulation detection thresholds measured forf m8 54 Hz
were significantly lower whenf m564 Hz than whenf m

516 Hz (p,0.05); however, detection thresholds measured
for f m8 53 or 6 Hz were not significantly different whenf m

516 or 64 Hz. Finally, the analysis showed that detection
thresholds measured forf m8 53 or 8 Hz were significantly
higher whenf m5256 Hz than whenf m516 or 64 Hz (p
,0.05).

B. Masked modulation detection thresholds

A modulation masking experiment was performed to in-
vestigate the extent to which each modulation sideband~of
frequency f m2 f m8 and f m1 f m8 ! contributes to the second-
order modulation detection threshold. This experimental
paradigm corresponds to a transposition of that used by
Kohlrauschet al. ~2000! to the temporal-envelope domain.
The masked modulation detection thresholds of the lower
and the upper modulation sideband were measured sepa-
rately in the presence of the ‘‘carrier’’ modulation acting as
masker. Here, masker modulation frequency was fixed at 64
Hz. Measurement was performed as a function of the abso-
lute spectral distanceD f ~in the modulation spectrum! be-
tween the sideband and the carrier~D f 5u f mask2 f sigu; D f
was 3, 8, or 32 Hz!. Figure 4 shows the individual masked
modulation detection thresholds plotted along with second-
order modulation detection thresholds measured for a ‘‘car-
rier’’ modulation frequencyf m of 64 Hz. In the case of
second-order TMTFs, the left and right ordinates indicate
second-order modulation depth at thresholdm8, and the ab-
scissa representsf m8 ; in the case of masked modulation
thresholds, the left and right ordinates indicate signal modu-
lation depth at thresholdmsig, and the abscissa represents the
absolute spectral distance between signal and masker modu-
lation frequencies,D f . The left ordinate shows detection
thresholds expressed in linear units~100•msig or 100•m8!
and plotted on a logarithmic scale, while the right ordinate

FIG. 3. Mean data for the four listeners. See Fig. 2 for legend details. The
left ordinate shows modulation depth at threshold expressed in linear units
(100•m), and plotted on a logarithmic scale. The right ordinate shows
modulation depth at threshold expressed on a decibel scale (20 logm).
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shows detection thresholds expressed on a decibel scale
(20 logmsig or 20 logm8!. Triangles and inverted triangles
represent masked detection thresholds for the upper and
lower modulation sideband, respectively.

For a fully amplitude-modulated tone, the two sidebands
are 6 dB attenuated relative to the carrier level. Therefore, in
the case of second-order modulation thresholds, the depth of
the modulation sidebands relative to the ‘‘modulation’’ car-
rier depth can be derived by dividingm8 by a factor of 2~or
by subtracting 6 dB from 20 logm8!. In Fig. 4, modulation
depth at threshold (m8) was therefore transformed into
modulation depth per sideband relative to the ‘‘modulation’’
carrier depth, which implies a26-dB vertical shift of the
second-order modulation detection data relative to the values
shown in Figs. 2 and 3.

For all listeners, masked modulation thresholds increase
as the sideband modulation frequency is moved above or
below the ‘‘carrier’’ modulation frequencyf m . This contrasts
with previously reported modulation masking patterns,
showing that modulation masking generally decreases as the
modulation frequency is moved above or below the masker
modulation frequency~e.g., Bacon and Grantham, 1989;
Houtgast, 1989; Lorenziet al., 1997!. However, the spectral
distancesD f used in the present study are much smaller than
what was used in these classical modulation masking studies.
This inverse pattern of masking suggests that listeners are
able to detect ‘‘beats’’ in the temporal envelope, which con-
sists of a cyclic variation in the modulation depth at a slow
rate f m8 . Similar effects have been reported by Strickland and
Viemeister~1996!, Sheft and Yost~1997!, and Mooreet al.
~1999!.

In order to reach the same modulation depth in a second-
order modulation and a single modulation-sideband stimulus,
the modulation depth per sideband for the latter has to be 6

dB higher than for the second-order modulation stimulus.
The observed threshold difference of nearly 6 dB between
these two conditions at small spectral distances can therefore
be taken as strong evidence that envelope beat was the de-
tection cue.

IV. GENERAL DISCUSSION

In summary, the data show the following.

~1! For each ‘‘carrier’’ modulation frequency, second-order
modulation detection thresholds measured with a broad-
band noise carrier are lowest for~second-order! modula-
tion frequencies below about 2–4 Hz; above 2–4 Hz,
they generally increase with second-order modulation
frequency up to a given second-order modulation fre-
quency; above this frequency, second-order modulation
thresholds remain roughly constant.

~2! Second-order modulation detection thresholds measured
for low second-order modulation frequencies decrease
when the ‘‘carrier’’ modulation increases from 16 to 64
Hz. However, they increase when the ‘‘carrier’’ modula-
tion frequency increases to 256 Hz.

~3! Second-order modulation detection thresholds mirror the
masked modulation detection thresholds of the lower and
the upper modulation sidebands.

In the present experiments, the relative phase of second-
order and ‘‘carrier’’ modulations was fixed@cf. Eq. ~4!# be-
cause changes in relative phase affect modulation detectabil-
ity ~i! when modulations are harmonically related~e.g.,
Strickland and Viemeister, 1996; Lorenziet al., 1999!, and
( i i ) when modulation depths are high~i.e., when modula-

FIG. 4. Individual masked modulation
detection thresholds~dotted lines with
unfilled triangles! plotted along with
second-order modulation detection
thresholds measured forf m564 Hz
~solid lines with gray squares!. In the
case of second-order modulation
thresholds, modulation depth at
threshold (m8) was transformed into
modulation depth per sideband relative
to the ‘‘modulation’’ carrier depth by
subtracting 6 dB from 20 logm8. Tri-
angles and inverted triangles represent
masked detection thresholds for the
upper and lower modulation sideband,
respectively.
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tions are highly detectable; Moore and Sek, 2000!. This may
explain why noticeable notches or rebounds were observed
in the second-order TMTFs whenf m8 was close tof m/2. ~This
was especially noticeable whenf m516 Hz.! Such local
changes in detection threshold may therefore be due to the
choice of a specific phase relationship between carrier and
sidebands modulations. Further investigation of phase effects
may help to clarify this issue.

At first sight, the results appear qualitatively~i! consis-
tent with theoretical predictions of a linear envelope detector
model consisting of a low-pass filtering stage and a decision
stage, and (i i ) inconsistent with predictions of a modulation
filterbank model using narrowly tuned filters. Nevertheless,
the current results seem consistent with predictions of a
modulation filterbank model usingbroadly tuned filters. The
latter point was studied by implementing a simplified version
of the modulation filterbank model described by Dauet al.
~1999! and Ewert and Dau~2000! consisting of three succes-
sive processing stages:~1! a half-wave rectifier,~2! a low-
pass filter~first-order Butterworth! with a 3-dB cutoff fre-
quency of 500 Hz, and~3! an array of overlapping linear
bandpass filters~Dau et al., 1996, 1997a, b! whose center
frequencies range between 2 and 512 Hz. Center frequencies
are spaced on a logarithmic scale from 2 to 512 Hz, and
filters’ density is set to 5 filters/oct. Filter bandwidths in-
crease logarithmically over the whole range of center fre-
quencies with constant Q values of 1, 2, or 4. Thechange
produced by second-order modulation in the output of the
modulation filter tuned to the lower sideband modulation fre-
quency was calculated by subtracting the excitation evoked
by the target to that evoked by the standard in this filter~i.e.,
the filter tuned tof m2 f m8 !. Figure 5 shows the change in the
output of this modulation filter as a function off m8 . Simula-
tions were performed forf m516 Hz ~left panel!, 64 Hz
~middle panel!, and 256 Hz~right panel!. Each panel shows
the results of simulations for constant Q values of 1~circles!,
2 ~squares!, and 4~triangles!. Modulation depths of the ‘‘car-
rier’’ and second-order modulation~i.e., m and m8, respec-
tively! were both fixed at 50%. Figure 5 clearly shows that a
modulation filter with a Q value of 1 would hardly signal the
presence of second-order modulation whatever the value of
f m8 ~output change,1 dB!; on the other hand, modulation

filters with Q>2 would easily signal the presence of second-
order modulation~output changeP@1–15 dB#!, but the pat-
tern of change at the output of such filters predicts that de-
tectability should increase with second-order modulation
frequency. The present results clearly argue against a model
based on finely tuned modulation bandpass filters@e.g., for
Q>2; Dau et al. ~1997a, b, 1999!#. This suggests that, if
such modulation filters do exist, their selectivity is poor. In
the latter case, the Q value of modulation filters would have
to be less than 2. This is more in line with the implementa-
tion of the modulation filterbank model proposed by Ewert
and Dau~2000!, in which the Q value of such filters is as-
sumed to be equal to 1 for center modulation frequencies up
to 64 Hz.

The present results also show that sensitivity to second-
order modulation degrades considerably when the ‘‘carrier’’
modulation frequency increases from 64 to 256 Hz. First-
order TMTFs indicate that the ‘‘carrier’’ modulation remains
highly audible whenf m5256 Hz, detection threshold being
about 10%. This suggests that the audibility of the ‘‘carrier’’
modulation is not responsible for this overall loss in sensi-
tivity to second-order modulation. Dau~1996! has shown
that the deleterious effects of the intrinsic fluctuations of the
noise carrier are greater at high modulation frequencies.
Such statistical fluctuations might have affected the modula-
tion sidebands generated by the second-order modulation,
these deleterious effects being certainly strongest for the up-
per modulation sideband (f m1 f m8 ). However, the way
modulation sidebands might have been disrupted remains
currently unexplained.

The experiment on modulation masking reveals that
second-order modulation detection thresholds mirror the
masked modulation detection thresholds of the lower and the
upper modulation sidebands. Therefore, in contrast to the
‘‘classical’’ modulation masking patterns~e.g., Bacon and
Grantham, 1989; Houtgast, 1989; Lorenziet al., 1997!, the
ability to detect modulation sidebands improves when side-
bands and carrier modulations get closer. As for spectral
masking in the audio-frequency domain, this result suggests
~without demonstrating it! that the task is performed by lis-
tening to low envelope beat cues produced by the interaction

FIG. 5. Change produced by second-order modulation in the output of the modulation filter tuned to the lower sideband modulation frequency as a function
of f m8 . Simulations were performed forf m516 Hz ~left panel!, 64 Hz ~middle panel!, and 256 Hz~right panel!. Each panel shows the results of simulations
for constant Q values of 1~circles!, 2 ~squares!, and 4~triangles!. In each case,m5m850.5.
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between carrier and sideband modulation components. This
is consistent with the subjective experience of subjects when
listening to second-order modulation: A slow, cyclic varia-
tion in amplitude atf m8 is heard. At first sight, it appears
difficult to account for this effect in terms of modulation
filters, since there is no spectral energy at the envelope beat
frequency in the modulation spectrum of the stimuli~see Fig.
1!. However, applying a compressive nonlinearity before en-
velope extraction yields such a component in the modulation
spectrum of stimuli with second-order SAM. This compres-
sive nonlinearity may correspond to the fast acting compres-
sion performed by active mechanisms within the cochlea
~e.g., Ruggeroet al., 1997; Moore and Oxenham, 1998! or to
the transduction from basilar membrane vibration to neural
activity ~e.g., Yates, 1990; Regan and Regan, 1993!. The idea
that nonlinearities within the auditory system introduce dis-
tortion in the internal representation of the temporal enve-
lope of sounds is also supported by previous electrophysi-
ological and psychoacoustical studies using two-component
modulators ~Shofner et al., 1996; Sheft and Yost, 1997;
Moore et al., 1999!. For instance, the decrease in sensitivity
to second-order modulation above 2–4 Hz is consistent with
the results of Sheft and Yost~1997!, who showed that the
‘‘interference’’ effect~i.e., the deleterious effect! of a beating
two-component modulator on the detection of a probe modu-
lator at the beat rate was greater for a 4-Hz beat rate than for
a 10-Hz rate. The origin of this effect remains unclear, and
further work is now needed to assess whether or not a modu-
lation filterbank model including such nonlinearities may ac-
count for it. If detection of second-order modulation is actu-
ally based on the detection of spectral energy at the envelope
beat frequency, second-order TMTFs may then be viewed as
quantitative descriptions of the attenuation characteristics of
low distortion components in the amplitude-modulation do-
main.

While sensitivity to first-order modulation is related to
some aspects oftempoperception~for f m,'30 Hz!, sensi-
tivity to second-order modulation appears to be related to
some aspects ofrhythm perception, in that the sinusoidal
increase and decrease in the modulation depth of SAM pro-
duce complex temporal patterns in which series of cycles of
modulated noise alternate with segments of unmodulated
noise at a low ratef m8 . Indeed, listeners reported performing
the second-order modulation detection task by determining
the interval evoking a rhythm percept instead of a regular
tempo percept. Second-order TMTFs may therefore provide
an interesting framework to study how perception transforms
gradually from tempo to rhythm. In the same spirit, second-
order TMTFs may also be of relevance to speech perception,
in that our ability to detect patterns of periodicity~such as
patterns of voicing! appears to be a major cue to consonant
identity ~e.g., Faulkner and Rosen, 1999!.
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Exploring the temporal mechanism involved in the pitch
of unresolved harmonics
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This paper continues a line of research initiated by Kaernbach and Demany@J. Acoust. Soc. Am.
104, 2298–2306~1998!#, who employed filtered click sequences to explore the temporal mechanism
involved in the pitch of unresolved harmonics. In a first experiment, the just noticeable difference
~jnd! for the fundamental frequency (F0) of high-pass filtered and low-pass masked click trains was
measured, withF0 ~100 to 250 Hz! and the cut frequency~0.5 to 6 kHz! being varied orthogonally.
The data confirm the result of Houtsma and Smurzynski@J. Acoust. Soc. Am.87, 304–310~1990!#
that a pitch mechanism working on the temporal structure of the signal is responsible for analyzing
frequencies higher than ten times the fundamental. Using high-pass filtered click trains, however,
the jnd for the temporal analysis is at 1.2% as compared to 2%–3% found in studies using band-pass
filtered stimuli. Two further experiments provide evidence that the pitch of this stimulus can convey
musical information. A fourth experiment replicates the finding of Kaernbach and Demany on first-
and second-order regularities with a cut frequency of 2 kHz and extends the paradigm to binaural
aperiodic click sequences. The result suggests that listeners can detect first-order temporal
regularities in monaural click streams as well as in binaurally fused click streams. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1381535#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Mk@RVS#

I. INTRODUCTION

A temporal mechanism involved in the perception of
pitch has been suspected since the days of Ohm and Seebeck.
In 1940, Schouten had suggested the existence of a mecha-
nism which derives the pitch of unresolved harmonics
through an analysis of the periodicity of the waveform
~Schouten, 1940, 1970!. In discrimination tasks with band-
pass filtered pulse trains, Hoekstra~1979! measured a pitch
jnd of below 0.1% for stimuli which contained harmonics
below the 10th, while obtaining a jnd of 2% for harmonic
orders above 20. In between, he found a transition. He ar-
gued that these levels reflect two different mechanisms of
pitch analysis, one working for stimuli with spectrally re-
solvable components, and one working entirely on the tem-
poral structure of the stimulus. His results were replicated by
Houtsma and Smurzynski~1990! who showed that pitch dis-
crimination for complex tones comprising high harmonics
added in sine phase functions on two levels of performance.
While the jnd is around 0.5% for complex tones containing
harmonics below the 7th, it rises above 2.5% when the low-
est harmonic in the signal is the 13th or higher. Furthermore,
Houtsma and Smurzynski demonstrated that the two levels
of performance differ with regard to their sensitivity to the
phase relations of the harmonics. When the harmonics are
added in Schro¨der phase, one obtains a stimulus with the
same spectral information, but with a temporally less differ-
entiated structure. In this condition, the jnd remains the same
for stimuli with lower harmonics, but it increases to 4%–5%
when only higher harmonics are included. These results were

backed by Shackleton and Carlyon~1994! and by Carlyon
and Shackleton~1994!. They defined the resolvability of a
harmonic complex in terms of the number of harmonics in-
teracting within the same auditory filter as given by its 10-
dB-down bandwidth, and they found that pitch matching for
bandpass filtered harmonic complexes is not sensitive to
phase relations of the harmonics when fewer than two har-
monics interact~these are then said to be resolvable!, while
being sensitive to changes in phase relations when the num-
ber of interacting harmonics exceeds 3.25~i.e., they are not
resolvable!. This would support the idea of two different
pitch mechanisms working on resolvable and unresolvable
harmonics, respectively. The latter mechanism would have to
draw upon temporal regularities in the signal, while the
former could also exploit spectral cues.

Psychophysical research on the ‘‘temporal’’ mechanism
for the pitch of unresolved harmonics has mainly focused on
the proof of its existence and on its dependence on the phase
relations of the harmonics. Modeling of the temporal mecha-
nism generally assumes some kind of autocorrelation algo-
rithm to be at work. Kaernbach and Demany~1998! have
demonstrated that first- and second-order temporal regulari-
ties are of quite different perceptual importance. This cannot
easily be explained with any mechanism akin to an autocor-
relation. However, due to the high cut frequency applied in
their study~6 kHz!, this conclusion may be limited to high-
frequency regions. Furthermore, this high cut frequency en-
tailed a degradation of the stimuli that let Kaernbach and
Demany speak of ‘‘rattle’’ pitch rather than ‘‘musical’’ pitch.
This constitutes an important drawback of their study as mu-
sicality is often considered a primary feature of pitch. It was
the purpose of the present study to replicate and extend their

a!Author to whom correspondence should be addressed. Electronic mail:
christian@kaernbach.de
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results at a lower cut frequency, and to test these sequences
for their musicality.

Investigations into the temporal aspect of pitch percep-
tion have made use of a range of different stimuli. Apart
from sinusoid complexes~e.g., Houtsma and Smurzynski,
1990!, many experiments in psychoacoustics~e.g., Burns and
Viemeister, 1981; Cariani and Delgutte, 1996a, b! and in
physiology~see, e.g., Langneret al., 1997! have applied si-
nusoidally amplitude-modulated~SAM! signals. Yostet al.
~1998! investigated the temporal mechanisms involved in the
analysis of iterated rippled noise~IRN, see also Yost, 1996!.
Kaernbach and Demany~1998! conducted their experiments
with sequences of high-pass filtered clicks that were mixed
with low-pass filtered noise. Periodic sequences of filtered
clicks are equivalent to harmonic complexes added in cosine
phase. This yields a temporally well-defined stimulus with a
high peak factor and a low duty cycle. While the envelope of
a SAM signal is higher than half of the maximum during
50% of a cycle, the temporal precision of a click train is only
limited by the bandpass filtering done by the cochlea. De-
pending on the fundamental frequency of the train, one can
obtain stimuli where, after cochlear filtering, the signal is
higher than half of the maximum in less than 10% of a cycle.
Furthermore, the interpretation of this stimulus as a series of
filtered clicks admits aperiodic extensions of the paradigm
where the stimulus conveys certain types of temporal regu-
larities and excludes others. The experiments in the present
article make use of these outlined advantages in different
ways.

The first experiment reported in the present article is a
variation of experiment III by Houtsma and Smurzynski
~1990!, using sequences of high-pass filtered clicks presented
together with low-pass filtered noise. The jnd’s reported by
Houtsma and Smurzynski for complex tones with unresolv-
able harmonics and by Hoekstra~1979! for pulse trains are
much larger than those they found for resolvable stimuli.
Both studies used stimuli which cover only a small part of
the cochlea. High-pass filtered clicks can offer more tempo-
ral information, i.e., on a larger part of the cochlea. Further-
more, there is no need to embed the sequences in pink noise
which will disturb the signal portion of the stimulus. It
should be sufficient to present low-pass filtered noise mask-
ing the region of possible distortion products. The aim of our
experiment was to determine whether this optimized stimu-
lus would have a lower jnd when containing only unresolv-
able harmonics, while still exhibiting the two-plateau jnd
function. We would then be able to identify stimuli contain-
ing a maximum of temporal information but no resolvable
harmonics, and use such stimuli to test further qualities of
the elicited temporal pitch.

The next two experiments tested the musicality of these
optimized temporal click sequences. Kaernbach and Demany
reported informally that their stimuli did not convey musical
information. However, this was not tested for systematically.
One reason for the lack of musical quality might be that the
cut frequency applied by Kaernbach and Demany~6 kHz!
was much higher than necessary to exclude resolvable infor-
mation. On the basis of the data found in the first experiment,
we test the ability to discriminate and classify musical inter-

vals constructed with periodic click sequences which are op-
timized with regard to their temporal properties.

Finally, a fourth experiment devised aperiodic click se-
quences that were similar to those applied by Kaernbach and
Demany~1998!. While their results could be argued to have
validity only for frequency regions above 6 kHz, and that
different mechanisms might be at work for frequencies
which admit phase locking~i.e., below 4 kHz; see Rose
et al., 1967!, the present study employs a cut frequency of 2
kHz that is well below this border. Once the applicability of
their findings for these lower frequency regions was asserted,
further conditions of the experiment using monaural and bin-
aurally distributed irregular click sequences were devised to
learn about the influences of such variations on the pitch
percept.

II. EXPERIMENT 1: TWO LEVELS OF PITCH
ANALYSIS

The jnd levels for temporal pitch analysis of 2% found
by Hoekstra~1979! and of 2.5% reported by Houtsma and
Smurzynski~1990! show that the temporal mechanism for
unresolved harmonics is much less accurate than the mecha-
nism for resolved harmonics. It should be noted that this
performance was found for the isolated temporal mechanism,
whereas the better performance for lower harmonics could be
due to the cooperation of spectral and temporal mechanisms.
It would nevertheless be highly interesting to find temporally
defined stimuli that admit smaller jnd’s.

In order to employ a temporally very accurate signal,
periodic sequences of high-pass filtered clicks were devised
which had characteristics similar to the sine-tone stimuli em-
ployed by Houtsma and Smurzynski or to the filtered click
sequences used by Hoekstra. In contrast to those, however,
they were not limited to a restricted frequency region either
by a band-pass filter~Hoekstra! or by taking only a limited
number of harmonics~Houtsma and Smurzynski! but con-
tained all temporal information available up to the Nyquist
frequency. It was anticipated that this would improve tempo-
ral pitch analysis. Furthermore, a different masker was used
for the power spectrum below the signal. While Houtsma and
Smurzynski had employed pink noise which has a certain
intensity at the spectral location of the relevant signal com-
ponents, in the present study white noise was used which
was low-pass filtered such that its spectrum did not interfere
with the signal, whereby a better signal-to-noise-ratio was
obtained.

A. Stimuli and procedure

Periodic click sequences like those used in this experi-
ment have a fundamental frequency equal to the number of
clicks per second, and they contain all harmonics of the fun-
damental frequency with equal amplitude. In order to vary
the lowest harmonic of the sequence, a high-pass filter was
applied. The filter transition followed a logistic function con-
taining several harmonics to avoid enhanced discriminability
due to the appearance or disappearance of single harmonics
at the cut frequency. The width was set to1

3 octave centered
on the filter frequency, within which the amplitude increased
from 10% to 90%. In order to ensure that the auditory power
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spectrum would not contain resolved lower-order compo-
nents arising from cochlear nonlinearity~Plomp, 1976!, the
signal was mixed with white noise. The noise was low-pass
filtered at the same filter frequency as the sequence, using the
inverted filter function such that the entire signal had a flat
spectrum.

In the experiments, stimuli with fundamental frequen-
cies of 100, 150, and 250 Hz were used. For each of these,
the jnd was measured in 11 conditions, i.e., at eight different
filter frequencies for filtered sequences mixed with noise as
described above, at two filter frequencies for sequences with-
out added noise, and for a pure tone of the fundamental
frequency. The filter frequencies in the noise conditions were
500 Hz and 1, 1.5, 2, 2.5, 3, 4.5, and 6 kHz. In the two
no-noise conditions, the sequences were filtered at 1 and 4.5
kHz, yielding signals with harmonics above the 10th and
45th, respectively, for a base frequency of 100 Hz, above the
6th and 30th for 150 Hz, and above the 4th and the 18th, for
the base frequency of 250 Hz.

The experimental paradigm was an unforced weighted
up–down adaptive procedure as described by Kaernbach
~2001!. On each trial, the subject was presented with a pair
of stimuli A, B, which were presented twice sequentially in
random order, i.e., either ABAB or BABA. The repetition
aimed at eliminating the influence of previous trials. The task
of the subject was to indicate via keyboard whether the last
stimulus of the trial was the higher or the lower one, or
whether he/she was not sure. Subjects were allowed to have
a trial be repeated to them once. The subject had infinite time
to answer and was given visual feedback on the correctness
of his/her response, whereupon the next trial began.

Of the stimuli presented in a trial, one was constructed at
a frequencyf randomized with equal probability within65%
of the base frequencyf 0 , while the other had a frequency of
(11p) f , wherep was varied adaptively. For convenience, a
logarithmic scale was used for the adaptive procedure. A
given difference level ofd dB on this scale translates intop
according top510d/10. The initial difference leveld0 for the
runs was set tod05212 dB ~approx. 6.3% of the base fre-
quency!. The initial step size wasDd52 dB. On a correct
answer, the difference level was decreased by one step. If the
answer was ‘‘unsure,’’ the difference level was increased by
one step. After a wrong answer, it was increased by three
steps. This leads to the point of 75% correct answers~Kaern-
bach, 2001!. The maximum difference level admitted was
26 dB. The step size was halved after the third and after the
fifth reversals. A run continued until the 16th reversal was
reached, and the 75% threshold was then determined as the
mean of all differences after the fourth reversal.

The experiment was run in a sound-proof both. The
stimuli were digitally generated at 44.1 kHz and presented
via electrostatic headphones at 60 dB SPL. The stimuli were
presented diotically, with a length of 700 ms and a gap of
240 ms between each two. Where it was added, the noise
started 240 ms before the first sequence and ended 240 ms
after the fourth, including a linear on- and offset ramp of 150
ms. The pure tone stimuli had a ramp of 50 ms.

The experiment was divided into blocks comprising 11
runs, one run of each condition. The conditions were pre-

sented alternately ordered per block, either in the order
‘‘mask,’’ ‘‘no mask,’’ ‘‘sine,’’ or vice versa. The order of the
two ‘‘no mask’’ conditions as well as of the eight ‘‘mask’’
conditions was randomized. Ten subjects between 19 and 26
years of age took part, all of whom were students either
majoring in music or having at least amateur musical expe-
rience of some years standing. For all but one, the jnd was
measured six times in each condition; for one subject, the
experiment was run three times. One subject was the second
author; the other subjects were paid for their participation.

B. Results and discussion

Figure 1 shows the resulting mean jnd of the noise con-
ditions in percent of the base frequency as a function of the
filter frequency. Notably, the curves of the three base fre-
quencies start at a similar jnd of below 0.3%, namely 0.19%
for 250 Hz, 0.25% for 200 Hz, and 0.27% for 100 Hz, with
standard deviations of means between 0.02 and 0.03. The
three functions then climb with different slopes and level off
at a similar jnd of just around 1.25%. The 100-Hz function
does so at the filter frequency of 1.5 kHz with a jnd of 1.3%,
the 150-Hz function at a filter frequency of 2 kHz with a jnd
of 1.1%, and the 250-Hz curve levels off at a filter frequency
of 3 kHz with a jnd of 1.15%. Similarly, the standard devia-
tions of means rise to values around 0.1 to 0.2, with the
exception of 0.3 for 100 Hz at a cut frequency of 6 kHz.
When plotting the jnd as a function of the lowest harmonic
rather than the absolute filter frequency, the jnd rises concur-
rently for all three base frequencies around the lowest har-
monic of 10~see Fig. 2!. This verifies the dependence of the
transition on the lowest harmonic contained in the signal.

The results for stimuli with resolvable harmonics are
compatible with those reported by Houtsman and Smurzyn-
ski, who had found a jnd of 0.4 Hz for the base frequency of
200 Hz, which equals 0.2%. Also, their jnd function sloped
between the lowest harmonic of 7 up to 13. A major differ-
ence between the results is the level at which the curves

FIG. 1. Average jnd for the pitch of periodic click sequences in percent of
the base frequency as a function of the filter frequency for three different
fundamental frequencies. The two-plateau type of the jnd functions is
clearly visible for all three functions, yet the exact position of the transition
depends on the fundamental frequency.
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saturate, as can be seen in Fig. 2. The jnd for the click se-
quences is considerably lower, which can be read as a direct
indicator for the high temporal quality of the signal.

Figure 2 also depicts the jnd obtained for the ‘‘no mask’’
conditions and for the sine tones. Without masking noise, the
jnd did not exceed 0.5%~with standard deviations of means
ranging from 0.02 to 0.04!, and there is no indication of a
significant drop in performance between the two filter fre-
quencies tested other than can be attributed to the decrease in
signal. This emphasizes the importance of masking the lower
part of the spectrum and reinforces the notion that the non-
linear ascent of the curves in the noise condition is not at-
tributable to the degradation of the signal, but to a qualitative
change in processing. Without masking, the spectrally re-
solvable distortion products prevent this transition from oc-
curring.

The jnd for the pure tone conditions are almost uni-
formly higher than those for the click sequences without
noise, and they are also higher than the jnd for the lowest
filter frequencies in the noise condition. The lowest pure tone
jnd measured was 0.43% for 250 Hz, the others lay at 0.67%
for 150 Hz and 0.89% for 100 Hz~with a standard deviation
of means of 0.04, 0.09, and 0.07, respectively!. This result
comes as no surprise, since pure tones do not contain as
much information as complex tones and, consequently, as
click sequences conveying information within the dominant
region of pitch perception~Ritsma, 1967!.

An important detail to remark about the plateau in Fig. 2
is that it does not have a zero slope, but does slowly increase
in a manner not unlike an exponential curve. Cullen and
Long ~1986! had similarly found a rate jnd increment from
4.5% up to 15% for a lowest harmonic ofN513 to N
5100 ~equivalent to a cutoff frequency of 10 kHz for a base
frequency of 100 Hz!. Since in experiment 1 the click se-
quences were not bandpass filtered, all harmonics up to the

Nyquist frequency were contained in the signal. Conse-
quently, the number of harmonics gradually decreased as the
filter frequency went up. However, the jnd cannot merely be
a function of the number of harmonics, as Fig. 1 shows the
jnd to depend on the fundamental frequency in exactly the
opposite way, with 100 Hz showing the highest jnd, even
though the stimulus contains the most harmonics when com-
pared to the other two at a fixed filter frequency. Another
hypothesis is that it could depend on the size of the cochlear
region that is stimulated by the signal. In that case, all three
curves should feature the same jnd for a fixed filter fre-
quency, independent of the fundamental frequency. This does
seem to be the case for 100 and 150 Hz at filter frequencies
from 2 up to 3 kHz, but a separate explanation would have to
be provided for the divergent progression of the jnds above 3
kHz.

Evidence that the two levels of performance do arise
from two different mechanisms is revealed by examining the
correlations of individual performances within and across the
levels of the noise conditions. When correlating individual
performances for any two noise conditions which both in-
clude harmonics below the 10th, we find an average value of
0.8, with a standard deviation of 0.12. Likewise, we find an
average correlation of 0.69, with a standard deviation of
0.18, when pairwise correlating individual performances for
conditions which include harmonics only above the 10th.
This means that the ‘‘rankings’’ of the subjects are quite con-
sistent within each of the two levels. In contrast, correlating
performances across the transition yields an average correla-
tion of 0.35, with a standard deviation of 0.2, i.e, the rank-
ings are not stable between the two levels. This is a strong
indication that the mechanisms involved in pitch analysis of
stimuli with and of those without spectrally resolvable com-
ponents differ.

III. EXPERIMENTS 2a AND b: THE MUSICALITY OF
TEMPORAL PITCH

Musicality is an important feature of pitch perception.
Several auditory stimuli convey a perception of ‘‘high’’ and
‘‘low’’ which does, however, not compare to pitch. It is often
suggested that the identification of musical intervals may
serve as a criterion for pitch perception. We wanted to test
how far the stimuli used in the first experiment can convey
musical information. It is obvious that by eliminating the
resolvable harmonic information, one reduces the quality of
pitch of the stimuli which are applied. This does not degrade
the importance of temporal cues, as with natural stimuli in
general both spectral and temporal analysis are possible and
will probably both contribute to the perception of a high-
quality and musical pitch. It would nevertheless be interest-
ing to see whether to some degree musical quality remains
within a purely temporal signal, or whether the resulting
stimuli convey but a ‘‘rattle pitch’’~Plomp, 1976, Chap. 7!.
Perhaps musicality does not constitute an all-or-none phe-
nomenon but a quality with all kinds of gradations that de-
pend on the amount of information left in the stimulus. A
critical test for this view would be that those subjects that

FIG. 2. Average jnd for the pitch of periodic click sequences in percent of
the base frequency as a function of the lowest harmonic of the stimulus. As
a function of harmonic number, the three jnd functions coincide. For com-
parison: jnd for complex tones of 11 harmonics of 200 Hz in sine phase as
reported by Houtsma and Smurzynski~‘‘H&S’’ !. Also shown are the aver-
age jnd for single pure tones at the base frequencies~‘‘pure’’; from top to
bottom: 100, 150, and 250 Hz! and the jnd for regular click sequences
without masking noise~‘‘no mask’’; the three left-hand entries arise from
the cut frequency of 1 kHz, the right-hand entries from 4.5 kHz!.
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show superior pitch processing for unresolvable harmonics
in terms of their jnd will also have superior musical interval
recognition.

A. Experiment 2a: Stimuli and procedure

In this experiment, discrimination tasks were run for
three pairs of intervals: For a major third~frequency ratio of
5
4! versus a fourth~frequency ratio of43!, fourth against fifth
~frequency ratio of3

2!, and a tritone~frequency ratio of45
32!

versus fifth. The target interval was the smaller one of both
in all three cases. The discrimination of a fourth against a
fifth was assumed to be the easiest. The ratio of the two
frequency ratios is89, that is, the difference between the two
intervals is one full tone. The other two discrimination tasks
are nominally of the same difficulty, since in both cases the
ratio of the frequency ratios is15

16, i.e., the difference between
the intervals is a semitone in both cases. Yet, the last com-
parison~tritone versus fifth! should be more difficult, for two
reasons. First, following Weber’s law, it should be easier to
judge a certain interval difference for smaller intervals than
for larger ones. Second, while the comparison of a major
third to a fourth comprises intervals that are quite familiar in
normal musical contexts, the tritone represents an interval
that will be not equally familiar to the subjects.

Each pair of intervals was tested for in three stimulus
conditions: first, for periodic click sequences with low-pass
filtered noise, second, for click sequences without a noise
masker, and finally, for complex tones comprising the funda-
mental frequency itself as well as the next five harmonics
~i.e., 1f,...,6f! added in sine phase. Figure 3~b! shows an ex-
ample trial for click sequences with noise.

On each trial, two intervals were sequentially presented
in random order, the lower tone preceding the higher one in
each interval. Each tone was 700 ms long~the complex tones
including a linear on-and offset ramp of 50 ms!, with gaps of
150 ms between each two tones belonging to the same inter-
val and a gap of 300 ms between the two intervals. In the
noise condition, the noise started 100 ms before the first tone
and ended 100 ms after the last, including a linear on- and
offset ramp of 50 ms. Trials were grouped into blocks of 50
which were presented in random order in sets containing one
block of each condition.

The frequency of the higher tone of each interval was
randomized with equal probability within the range from 150
to 200 Hz; the lower tones were then computed accordingly.
In order to guarantee that the signal was only temporally
resolvable, the lowest harmonic was set to 15 in accordance
with the results described in Sec. II. Given the maximum of
200 Hz for the base frequency, this condition equals a filter
frequency of 3 kHz. Condition was made that the higher and
the lower tones of two intervals tested for in one trial had to
differ by 5% to ensure that subjects could not deduce the
correct interval by comparison of either the higher or lower
notes of the intervals.

Six subjects participated in the experiment, all of whom
had also taken part in the experiment described in Sec. II.
One subject accomplished five sets of blocks, all other sub-
jects accomplished six sets. For each subject, the first set was
discarded.

B. Experiment 2a: Results and discussion

Figure 3~b! shows the average discrimination rates for
the three conditions and the three discrimination tasks. As
predicted, performance is best for the fourth/fifth discrimina-
tion, and is lowest for the tritone/fifth discrimination. This
holds for all three conditions. The two conditions without a
noise masker~low partials versus high partials! practically
yield the same results, i.e., 99% for the fourth/fifth discrimi-
nation ~with a standard deviation of means of 0.3!, 98% for
discrimination of a third versus a fourth~with a standard
deviation of means of 0.7 for low partials and 0.4 for high
partials!, and 96% for the tritone/fifth discrimination~with a
standard deviation of 1.0!. Although performance degrades
for the noise conditions, performance clearly remains above
chance level. Discrimination is 80% for fourth/fifth~with a
standard deviation of means of 2.3!, 87% for third/fourth
~standard deviation of means: 1.8!, and 75% for tritone/fifth
~standard deviation of means: 1.7!. Introspection indicates
actual musical interval identification: Some subjects report
singing the intervals in order to discriminate between them.

As subjects were matched, it was possible to correlate
levels of performance between the jnd of temporal pitch and
the interval discrimination. Figure 4 shows the interval dis-
crimination performance for the tritone/fifth discrimination
as a function of the corresponding jnd from experiment 1.
There is a clear correlation of20.75 to the effect that inter-
val discrimination is worse the higher the jnd. This reinforces
the view that for our stimuli the musicality of pitch is a
gradual function of the reliability of recognition.

FIG. 3. ~a! Schematic example of an interval discrimination trial. It consists
of four click sequences embedded in noise. The first two sequences have a
frequency ratio of 156 clicks to 117 clicks, equaling

4
3 or a fourth, and the

following two form a major third.~b! Average performance on musical
interval discrimination for complexes comprising low harmonics~‘‘low’’ !,
high-pass filtered click sequences without noise masker~‘‘no mask’’! and
with noise masker~‘‘mask’’ !. For each stimulus, discrimination was tested
for a major third against a fourth, a fourth against a fifth, and a fourth
against a tritone. Performance is shown in percent of total trials.
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C. Experiment 2b: Stimuli and procedure

Even though introspection indicates that in experiment
2a judgments were based on the musical identification of the
intervals, the decisions could theoretically have merely been
based on a comparison of the interval sizes. To eliminate this
possibility, in the second musicality experiment, subjects had
to classify intervals directly. On each trial, they were pre-
sented with two stimuli, which had an evenly randomized
frequency ratio between 1.0 and 2.0. They had to classify the
interval realized by the two stimuli by choosing the most
adequate musical interval on a labeled computer keyboard.
The task involved having to classify ambiguous intervals, as
the actual frequency ratio of the stimuli could lie anywhere
between two consecutive musical intervals. Consequently,
the subjects received no feedback on the accuracy of their
classification. The stimuli could be replayed at leisure via
two keys on a computer keyboard, and subjects were encour-
aged to take as much time as they thought necessary to arrive
at the best possible classification.

Three conditions were devised: In a ‘‘musical’’ control
condition, the stimuli were unfiltered periodic click se-
quences in the octave from 80 to 160 Hz. These sequences
include all harmonics of the base frequency, resolvable as
well as unresolvable. The ‘‘temporal’’ condition used se-
quences constructed within the same octave, but containing
only unresolvable harmonics. As in the previous experiment,
this meant eliminating all spectral components below the
15th harmonic. Both stimuli of a trial were high-pass filtered
at the adequate filter frequency for the higher of the two base
frequencies, i.e., between 1.2 and 2.4 kHz, and had low-pass
filtered white noise added. The ‘‘infra-pitch’’ condition was
explicitly designed not to be musical. It used infra-pitch click

sequences in the range from 8 to 16 Hz~Pressnitzeret al.,
1999!, i.e., containing between eight and 16 evenly spaced
clicks per second.

Due to the continuous range of the stimulus frequency
ratios, a ‘‘perfect’’ classification was not possible. The best
classification would map onto each musical interval the
range of frequency ratios closest to this respective interval. It
was anticipated that, for the first two conditions, subjects
would get close to this level of performance, while basically
having to guess in the third condition.

For each trial, a frequency ratio between 1.0 and 2.0 was
randomly chosen. The lower frequency was then randomly
set within the octave of possible frequencies~80 to 160 Hz,
or 8 to 16 Hz! with the restriction that the higher frequency
would also lie within the octave. This entailed that a trial
with a frequency ratio of 2.0 would always be made up of the
lower and the upper boundary of the respective octave.

For the first two conditions, each stimulus had a length
of 1 s. In the filtered condition, the actual sequence was just
900 m long with a noise on- and offset of 50 ms each. In
third condition, the length of the stimuli was randomized to
have a length between 1 and 1.4 s in order to make sure that
the classification would not rely on counting the number of
clicks in the stimuli. All stimuli had linear on- and offset
amplitude ramps of 150 m.

Three subjects with professional musical background
took part in the experiment. Two of them completed 15
blocks in each condition, one completed 5 blocks. Each
block comprised 50 trials. The first block of each condition
and subject was discarded.

D. Experiment 2b: Results

As expected, classification was reported to be easy for
the musical condition, more difficult, yet readily perform-
able, for the temporal condition, and impossible for the infra-
pitch condition. This qualitative impression was matched by
the data. Figures 5~a!–~c! plots the classification as a func-

FIG. 4. Performance for musical interval discrimination of individual sub-
jects~experiment 2! plotted against the jnd of pitch analysis~experiment 1!.
The labels ‘‘low,’’ ‘‘no mask,’’ and ‘‘mask’’ refer to the same conditions as
in Fig. 3. The individual performance on interval discrimination shows to be
correlated with the jnd, especially in the ‘‘mask’’ condition.

FIG. 5. Classifications as a function of the actual stimuli frequency ratio.~a!
Musical condition. The classifications cluster tightly around the main diag-
onal.~b! Temporal condition. There is some scatter, but the clustering is still
recognizable.~c! Infra-pitch condition. The classifications retain little struc-
ture.
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tion of the actual frequency ratio. Classification for the mu-
sical condition is nearly ideal, the correlation between actual
frequency ratio and answer being 0.99. The classifications
for the temporal condition group around the main diagonal in
a similar manner. Even though there is visibly more scatter,
the correlation is still 0.89. This is obviously in contrast to
the result of the infra-pitch condition, in which classifications
are widely spread. Here, the correlation is as low as 0.4.

A more accurate picture can be drawn by looking at the
transitions of judgment between consecutive semitones. This
is shown in Fig. 6, which plots the cumulative judgment
transitions from 5th to 6th, from 6th to 7th, and from 7th to
8th, for all three conditions, as obtained using a pool-
adjacent-violators algorithm. While the musical condition as
well as the temporal condition both show a clear shift in
judgment, the infra-pitch condition remains below 50% until
the end of the abscissa. In the musical condition, the transi-
tions were found to lie almost perfectly in the middle be-
tween semitones. For the temporal condition, there was an
overall bias of the mean towards the higher semitone, i.e.,
the subject would tend to prefer the lower one. For the infra-
pitch condition, transitions as such cannot be observed.

In conclusion, the three conditions reflect a gradual deg-
radation of the ability of the subjects to classify the intervals
in the order musical condition, temporal condition, and infra-
pitch condition. However, the performance for the temporal
condition is noticeably closer to that for the musical condi-
tion than to the performance for the infra-pitch condition.
Consequently, if musicality were rigidly to be thought of as a
quality either present or not in a pitch percept, instead of as
a quality which can deteriorate gradually, the boundary
would have to be set between the musical and the temporal
conditions on the one side, and the infra-pitch condition on
the other.

IV. EXPERIMENT 3: FINDING TEMPORAL
REGULARITIES IN APERIODIC CLICK SEQUENCES

One of the major advantages of using sequences of fil-
tered clicks instead of complexes of harmonically related

components is the possibility to construct sequences that are
not periodic but show some more complex kind of temporal
regularity. Using such aperiodic sequences, Kaernbach and
Demany~1998! demonstrated that the temporal mechanism
involved in the pitch of unresolved harmonics can deal sig-
nificantly better with first-order regularities~i.e., relating to
the distances between a click and its direct successor! than
with second-order regularities~relating to the distance be-
tween nonsuccessive clicks!. A problem of their study was
the rather high cut frequency of 6 kHz. Apart from yielding
conceptually poor stimuli which reportedly contained but a
‘‘rattle pitch,’’ this frequency is beyond what generally is
believed to be the limit to phase locking in auditory nerves
~e.g., see Roseet al., 1967!. It is not certain how far this
should be an important limit to a temporal mechanism that is
supposed to operate on envelopes rather than on the fine
structure of the signal. However, in order to obtain results
that can be considered to be relevant to all kinds of temporal
processing, it would be favorable to choose the filter fre-
quency below 4 kHz.

Therefore, it was the aim of this experiment to replicate
the results of Kaernbach and Demany at a cut frequency of 2
kHz. Furthermore, the approach of Kaernbach and Demany
was taken a step further by splitting click sequences onto
both ears, whereby a dichotic stimulus was obtained which
had binaurally integrated interclick interval~ICI! statistics
different from the ICI statistics for its two single, monaural
parts. It was then possible to examine whether subjects
would deal with these stimuli mainly according to the mon-
aural characteristics or whether the statistics of the binaurally
integrated stream would prevail.

A. Stimuli and procedure

In the first two conditions@‘‘complete’’ sequences, see
Fig. 7~a!#, which mainly aimed at verifying the results ob-
tained by Kaernbach and Demany, subjects had to discrimi-
nate diotickxx- and abx-sequences from random (x-) se-
quences. Since it was also the purpose of these control
conditions to see whether the results would be confirmed for
a filter frequency considerably below 4 kHz, the spacing of
the sequences had to be chosen differently:k was set to 7.5
ms, anda1b was set to 15 ms. Accordingly,x was random-
ized within @0, 15# ms. This equals an average of approxi-
mately 133 clicks per second, or a fundamental frequency of
133 Hz for the sequence, thereby admitting a filter frequency
of 2 kHz. Filtering and masking with filtered white noise
were done in the same manner as has been described in Sec.
II A. The same noise was used in all three conditions. For the
random sequences, a restriction devised by Kaernbach and
Demany was adopted which ensured that the maximum of
consecutive intervals either all within the higher or all within
in the lower half of the interval distribution would be com-
parable to the target sequence. For akxx-sequence this num-
ber cannot exceed 2, and forabx the limit is 3 ~see Kaern-
bach and Demany, 1998!.

In the following two conditions@‘‘semi’’ sequences, see
Fig. 7~b!# the stimuli were generated according to the same
rules as before, with the difference that every second click
was left out. The semi-sequences show complementary char-

FIG. 6. The cumulative psychometric function for the judgment that the
frequency ratio is higher than six, seven, and eight semitones, respectively,
plotted for all three conditions. While there is a visible transition for the
control condition as well as the temporal condition, the curve fails to reach
50% in the infra-pitch condition.
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acteristics to the complete sequences: While theabx semi
sequences have a distinct first-order ICI peak ata1b ms, the
first-order ICI statistics of thekxx semi sequences is compa-
rable to that of the random sequences. As a consequence,
exactly the opposite discrimination performance was ex-
pected in these conditions.

Finally, in a fifth and sixth condition@‘‘dichotic’’ se-
quences, see Fig. 7~c!#, the stimuli were each split into two
complementary semi sequences, which were presented di-
chotically, one to the left ear and one to the right. In other
words, the clicks are presented to the ears alternately. Look-
ing at each monaural stream by itself, the stimuli cannot be
distinguished from the semi-sequences@Fig. 7~b!#, whereas
the integrated stream of both ears reveals just an original,

‘‘complete’’ sequence@Fig. 7~a!#. So if the discrimination
was accomplished by means of the binaurally integrated
stream, the outcome should resemble the results from the
‘‘complete’’ conditions. If, on the other hand, the separate
monaural streams were the basis for the discrimination, the
results should be similar to those of the ‘‘semi’’ conditions.

Each trial consisted of a target sequence and an adequate
~i.e., complete, semi or dichotic! random sequence, which
were presented sequentially in random order for a duration of
750 ms each, with a gap of 250 ms in between. The low-pass
filtered noise began 250 ms before the first sequence and
ended 250 ms after the second, including a linear on- and
offset of 100 ms. The subject was allowed to have the trial
repeated once. He/she was to indicate via keyboard whether
the target sequence had been the first or the second sequence.
There was no time limit imposed. Upon answer, visual feed-
back was given. If the answer was incorrect, the subject was
allowed to have the trial played once more. Then the next
trial began.

Trials were grouped into blocks of 80, of which the first
40 were declared to be test trials and were excluded from
evaluation. The blocks for the different conditions were pre-
sented in random order. A set of six blocks, one block for
each condition, had to be completed before a new set began.
The subjects were given information about which condition
the current block belonged to, the conditions being neutrally
named ‘‘A,’’ ‘‘B’’ to ‘‘F’’ condition. Five subjects took part
in the experiment, all being students between 20 to 24 years
of age. None had previous experience with psychoacoustic
tasks. All subjects accomplished 18 sets of blocks of which
the first 3 were excluded from evaluation.

B. Results and discussion

The results for the discrimination in the six different
conditions are shown in Fig. 8. Performance for the complete
conditions is comparable to what Kaernbach and Demany
had found: Thekxxsequences were discriminated nearly per-
fectly, while theabx sequences were discriminated with an
average chance of 64%.

FIG. 7. ~a! Schematic representation ofkxx, abx, and random~x! click
sequences as devised by Kaernbach and Demany~1998!. The abscissa de-
notes course of time, vertical lines represent clicks. In akxx sequence, the
first ~‘‘ k’’ ! of each three intervals between two clicks is set to a constant time
k57.5 ms, while the following two~‘‘ x’’ ! are randomized within@0, 15# ms.
An abxsequence is constructed such that the first~‘‘ a’’ ! of each three inter-
vals is taken randomly from a uniform distribution@0, 15# ms, and the
second interval~‘‘ b’’ ! such thata1b add up to a second-order interval of
constant time of 15 ms with a click in between inserted at a random position.
The third interval~‘‘ x’’ ! is randomly chosen from@0, 15# ms. A random
sequence contains intervals that are randomized within@0, 15# ms. ~b! Dia-
gram of the modified ‘‘semi’’-click sequences. In these sequences, every
second click is left out. These are represented by the dotted lines. As can be
seen, it is now withabxsequences that first-order intervals occur. If percep-
tion is based on first-order intervals,abxshould now be easier to detect than
kxx. ~c! Dichotic kxx, abx, and random click sequences. The clicks are pre-
sented alternately to the left and to the right ear. Listening to one of the
monaural streams would admit the detection of first-order intervals inabx,
while listening to the binaurally fused stream would help to detect the first-
order intervals inkxx.

FIG. 8. Average performance for discrimination ofkxx and abx against
random sequences. The sequences were either presented diotically~‘‘com-
plete’’!, diotically with every second click left out~‘‘semi’’ !, or alternated
between both ears~‘‘dichotic’’ !. Results are plotted as percentage correct of
total of trials. While kxx can be discriminated perfectly in the complete
condition andabx cannot, an inverse performance pattern at a somewhat
lower overall performance level is to be observed for the semi condition. In
the dichotic condition,abx can be discriminated as in the semi condition,
while kxx can be discriminated at a level somewhat below the complete
condition, but significantly above the semi condition.
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For the semi sequences, an inverted performance pattern
is observed, as had been anticipated. The overall lower per-
formance as compared to the complete condition is most
likely due to the lower number of ICIs in these stimuli, i.e.,
it merely reflects a quantitative difference of the temporal
information contained in the two types of sequences, not a
qualitative difference.

Finally, for the dichotic sequences, the result is twofold:
On the one hand, discrimination ofabxcan be done with the
same performance as for theabx semi sequences. This nec-
essarily implies that the task can be solved by means of the
monaurally separated streams. It appears that only one of
these streams was evaluated at each trial, as the performance
is very close to that of a single semi sequence. On the other
hand, the performance for the dichotickxx sequences re-
mains significantly above that for the semikxxsequences and
below that for the completekxx sequences. This entails that
the subjects were able to draw upon cues from the binaural
stream, but could not to fuse the streams completely and
obtain the performance level of the first condition. It would
seem that the mechanism underlying discrimination is not
exclusively committed to either binaural or monaural pro-
cessing. However, the degradation of performance for the
dichotic kxx sequences as compared to the completekxx se-
quences suggests that monaural processing is more robust
than binaural processing. Assuming binaural processing to be
more robust, one would have expected such a degradation to
occur for the dichoticabxsequences. Similarly, a prevalence
of monaural processing has recently been reported by Car-
lyon et al. ~2001!, who found no binaural processing in
streams with monaural regularities. Presumably, binaural
processing will only work on streams with very weak or no
monaural cues, as in the present experiment with the dichotic
kxxsequences. It remains to be seen in future studies how far
this prevalence might be influenced by attentional mecha-
nisms~e.g., by directing the subject’s attention towards mon-
aural or binaural listening!.

To control for the possibility of physical interaural
cross-talk being the cause of the high performance on di-
chotickxxsequences, these sequences were recorded with an
artificial head. Cross-talk was found to occur at 24 dB below
presentation level. The monaural halves of the recorded di-
chotic kxx sequences could not be discriminated above
chance from random sequences. If there had been additional
information provided by cross-talk of clicks, this perfor-
mance should have been comparable to that for dichotickxx
sequences.

V. CONCLUSIONS

High-pass filtered and low-pass masked click sequences
are an excellent tool to investigate the temporal mechanisms
involved in auditory pitch perception. Their high temporal
definition produces behavioral performances that are supe-
rior to those achieved with other stimuli~see experiment 1!.
At the same time, the difference between the performance for
low and high harmonics remains sufficiently distinct to tell
clearly where the domain of purely temporal pitch process-
ing begins. The latter should not be considered as a separate
phenomenon but as a mechanism that contributes to pitch

perception over the entire region of the spectrum and can be
sounded in isolation only for unresolved harmonics. It is ob-
vious that the performance is lower for signals that sound
this isolated temporal mechanism than for signals where it
can be seconded by spectral cues. The classification of inter-
vals constructed with unresolvable stimuli functions at a
level comparable to that reached for fully musical stimuli
~see experiment 2b!. Subjects with a low temporal pitch jnd
discriminate musical intervals constructed with spectrally
unresolvable stimuli better than subjects with a higher tem-
poral jnd~experiment 2a!. This supports the notion of a uni-
fied pitch percept that draws from several mechanisms, one
of them being the temporal mechanism under study.

A subject matter of interest is the nonzero slope of the
right-hand part of the two-plateau jnd functions, i.e., the jnd
for the unresolved harmonics~Fig. 2!. It would be highly
elucidating if one could find a variation of the experiment
which would yield really flat plateau functions. Experiment 1
leaves open the question whether this could be achieved at
least for a certain range of fundamental frequencies and of
filter frequencies by covarying the upper limit of bandpass
filtered clicks with the lower limit. It would be most inter-
esting to find that with a constant ratio of upper and lower
cut frequency~i.e., with the signal directed to a basilar mem-
brane segment of constant length! one would find a constant
jnd independent of the lower cut frequency, i.e., of the spec-
tral region. This would support the idea that the temporal
mechanism does operate on the envelope of the excitation of
the basilar membrane for specific frequency ranges, as the
envelope for unresolvable complex tones does not depend on
the harmonic number of the carrier frequency.

Beside their high temporal definition, filtered click se-
quences tackle the temporal mechanism involved in pitch
perception in a very direct and straightforward way, as they
‘‘speak the language of the auditory nerve.’’ Therefore, ex-
periments can be designed that test specific hypotheses about
this mechanism very directly. Experiment 3 is an example of
the flexibility that is inherent to this kind of stimulation. The
results for the ‘‘complete’’ sequences replicate those of ex-
periment 3 of Kaernabach and Demany with a lower cut
frequency. There seems to be no essential difference of tem-
poral processing of first- and second-order regularities for
spectral regions above and below 4 kHz. This supports the
idea of an envelope analysis process that does not depend on
the phase locking to the fine structure of the carrier. This
mechanism operates more easily on first-order than on
second-order temporal regularities, a fact that should be con-
sidered seriously by theoretical modelers of this temporal
mechanism. The binaural condition of experiment 3 reveals
that both monaural and binaural processing of temporal pitch
is possible. This parallels similar results from spectral pitch
according to which it seems possible to integrate the spectra
of both ears before applying a spectral pattern algorithm
~Houtsma and Goldstein, 1972!. This could be an indication
for the existence of early interaction between temporal and
spectral pitch mechanisms.
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Forward- and simultaneous-masked thresholds in bandlimited
maskers in subjects with normal hearing and cochlear
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Forward- and simultaneous-masked thresholds were measured at 0.5 and 2.0 kHz in bandpass
maskers as a function of masker bandwidth and in a broadband masker with the goal of estimating
psychophysical suppression. Suppression was operationally defined in two ways:~1! as a change in
forward-masked threshold as a function of masker bandwidth, and~2! as a change in effective
masker level with increased masker bandwidth, taking into account the nonlinear growth of forward
masking. Subjects were younger adults with normal hearing and older adults with cochlear hearing
loss. Thresholds decreased as a function of masker bandwidth in forward masking, which was
attributed to effects of suppression; thresholds remained constant or increased slightly with
increasing masker bandwidth in simultaneous masking. For subjects with normal hearing, slightly
larger estimates of suppression were obtained at 2.0 kHz rather than at 0.5 kHz. For
hearing-impaired subjects, suppression was reduced in regions of hearing loss. The magnitude of
suppression was strongly correlated with the absolute threshold at the signal frequency, but did not
vary with thresholds at frequencies remote from the signal. The results suggest that measuring
forward-masked thresholds in bandlimited and broadband maskers may be an efficient
psychophysical method for estimating suppression. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1381023#

PACS numbers: 43.66.Dc, 43.66.Ba, 43.66.Sr@SPB#

I. INTRODUCTION

Suppression, whereby strong activity at one frequency
suppresses weaker activity at adjacent frequencies, has been
demonstrated in psychophysical experiments for many years
~e.g., Houtgast, 1974; Shannon, 1976; Terry and Moore,
1977; Weber and Green, 1978!, but the relative contributions
of suppression and spread of excitation in masking remain
unclear~e.g., Delgutte, 1990; Moore and Vickers, 1997; Ox-
enham and Plack, 1998!. Psychophysical measures of sup-
pression in subjects with cochlear hearing loss have been
obtained in relatively few studies. Direct estimates of sup-
pression~using forward-masking procedures similar to those
described by Shannon, 1976! suggested normal suppression
when the suppressing tone was in a region of normal hearing,
but reduced suppression when the suppressing tone was in a
region of hearing loss~e.g.,Wightmanet al., 1977; Penner,
1980; Mills and Schmiedt, 1983; Thibodeau, 1991; Hicks
and Bacon, 1999!. Results of Mills~1982! demonstrated that
dramatic changes in suppression areas surrounding low-
frequency or high-frequency skirts of psychophysical tuning
curves could result from noise exposures that did not elevate
thresholds, suggesting that psychophysical measures of sup-
pression may be particularly sensitive estimates of cochlear
function.

The experiment reported here is the first of a series
whose long-term goal was to relate suppression to speech
recognition in noise for subjects with normal hearing and

cochlear hearing loss. Given that suppression may reduce the
effective masker level and improve the signal-to-noise ratio,
as well as enhance spectral contrasts of certain speech fea-
tures, suppression may provide an important benefit to un-
derstanding speech, especially in degraded listening condi-
tions. Moreover, if individuals with cochlear hearing loss
have reduced or absent suppression, they may not fully ben-
efit from the improved signal-to-noise ratio or enhanced
spectral contrasts provided by suppression, which contributes
to their relatively poor speech recognition in noise.

Prior to initiating studies relating suppression and
speech recognition, it was necessary to select and evaluate a
psychophysical suppression metric that would be suitable to
studies of speech recognition. A primary consideration was
that the same maskers and suppressors be incorporated in
both suppression and speech-recognition measures. As such,
noise maskers and suppressors were preferred over tonal
maskers and suppressors, for the following reasons. Band-
widths of noise maskers and suppressors can be selected to
cover a relatively broad spectral region~similar to the broad-
band speech signal!; in contrast, tonal maskers and suppres-
sors are necessarily limited to very narrow regions, requiring
measurements at several signal frequencies to sample spec-
tral regions corresponding to speech stimuli. Noise maskers
and suppressors also yield larger estimates of suppression
than tonal maskers, perhaps due to the larger number of com-
ponents serving as suppressors~Lee and Bacon, 1998!. The
larger effect size makes it easier to detect significant differ-
ences between experimental conditions or subject groups. Fi-
nally, tonal-suppression tasks may be particularly difficulta!Electronic mail: dubnojr@musc.edu
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and time consuming for subjects who are untrained in psy-
chophysical procedures, are hearing impaired, or are older.
For these reasons, a suppression metric was selected wherein
forward-masked thresholds were measured in bandpass
maskers as a function of masker bandwidth. Results using
this ‘‘bandlimiting’’ procedure have been evaluated in nu-
merous studies of subjects with normal hearing~e.g., Hout-
gast, 1974; Weber, 1978; Moore and Glasberg, 1983, 1985!.

The bandlimiting method was originally modeled on the
neurophysiological findings that the firing rate of single neu-
rons in the auditory nerve~Ruggero, 1973; Gilbert and Pick-
les, 1980! and cochlear nucleus~Greenwood and Goldberg,
1970! first increased in response to a noise of increasing
bandwidth~but constant spectrum level! and then decreased
as the noise bandwidth increased beyond the critical band.
The decrease in response was attributed to the effects of
noise components moving into neighboring suppression
regions and suppressing the excitatory response. This
general pattern was observed psychophysically by Houtgast
~1974! and Weber~1978! using nonsimultaneous-masking
paradigms~pulsation threshold and forward masking, respec-
tively!. In these psychophysical bandlimiting experiments,
masked thresholds increased until the masker bandwidth
reached the critical bandwidth, and then they decreased. De-
creases in thresholds were not observed in simultaneous
masking~also see Fletcher, 1940!, which was attributed to
both the signal and the masker being suppressed without
resulting in an improved signal-to-noise ratio. The bandlim-
iting paradigm was applied to two subjects with hearing loss
by Leshowitz and Lindstrom~1977!, who observed no de-
crease in threshold in the region of threshold elevation with
increasing bandwidth. This result was interpreted as demon-
strating reduced suppression associated with subjects’ co-
chlear pathology, consistent with physiological evidence of
reduced two-tone rate suppression following noise exposure
or other trauma~e.g., Schmiedtet al., 1980; Salvi et al.,
1982; Schmiedtet al., 1990!. Thus the main goal of the first
experiment in the series was to confirm and extend the early
results of Leshowitz and Lindstrom~1977! to larger groups
of subjects with normal hearing and cochlear hearing loss, to
estimate suppression at a low and high signal frequency, and
to assess associations between suppression and absolute
thresholds.

Although the psychophysical results followed the gen-
eral pattern of the neurophysiological findings and were con-
sistent with assumptions of the effects of hearing impairment
on suppression, alternative explanations have been proposed
that were independent of suppression. One alternative expla-
nation ~Moore and Glasberg, 1986! argues that when a for-
ward masker and a signal have similar spectral characteris-
tics, the listener may have difficulty determining when the
masker ended and the signal began. As the masker’s band-
width was increased, the quality of the masker became in-
creasingly different from the signal, which reduced the lis-
tener’s confusion and decreased the threshold. Forward-
masked thresholds may not decrease for listeners with
hearing loss because~1! these individuals were not able to
make use of the quality-difference ‘‘cue,’’ and/or~2! the ad-
ditional noise components were positioned in regions where

thresholds were elevated. The potential confounding effects
of confusion have been studied extensively~e.g., Moore and
Glasberg, 1982, 1985; Neff, 1985, 1986!. Moore and Glas-
berg ~1983! concluded that if appropriate stimuli and proce-
dures were used, the influence of ‘‘cuing’’ or confusion may
be minimized~see Sec. II!.

In this experiment, simultaneous- and forward-masked
thresholds were measured at 0.5 and 2.0 kHz in bandpass
maskers as a function of masker bandwidth. Subjects were
younger adults with normal hearing and older adults with
cochlear hearing loss. Suppression was estimated in two
ways. Under the assumption that suppression was respon-
sible for the reduction in threshold at the signal frequency as
masker bandwidth increased, the magnitude of suppression
was operationally defined as the change in forward-masked
threshold as a function of masker bandwidth~or, more sim-
ply, as the difference in thresholds measured in a narrow-
band masker and in a broadband masker!. Alternatively,
given that the effect of suppression was to reduce the effec-
tive level of the masker, suppression was also quantified as a
change in effective masker level with increasing masker
bandwidth. Changes in masker level associated with suppres-
sion effects must take into account the nonlinear growth of
forward masking~i.e., growth-of-masking slopes less than 1
dB/dB!. As such, masked thresholds at the two signal fre-
quencies were also measured as a function of broadband
masker level, in order to estimate slopes of the growth-of-
masking functions. Although suppression could affect
growth-of-masking slopes when measured with a broadband
masker, this masker was selected to avoid problems associ-
ated with the use of narrowband maskers~see Moore and
Glasberg, 1983!.

II. METHODS

A. Subjects

There were two subject groups:~1! eight younger adults
with normal hearing~mean age: 21.3 years; range: 19–26!;
and ~2! eight older adults with mild-to-moderate, bilaterally
symmetrical hearing loss of cochlear origin~mean age: 68.3
years; range: 62–79!. Seven of the eight normal-hearing sub-
jects and five of the eight hearing-impaired subjects were
available for measurements of growth of masking. Absolute
thresholds for normal-hearing subjects were better than 15
dB HL ~ANSI, 1989! at octave frequencies from 0.25 to 8.0
kHz and immittance measures were within normal limits.
Hearing-impaired subjects were selected from among pa-
tients with adult-onset cochlear hearing loss~specific etiol-
ogy unknown!, absolute thresholds within specific ranges,
and normal immittance measures. Thresholds of hearing-
impaired subjects were restricted to ensure that~1! as the
masker bandwidth increased, noise bands would not be in-
troduced into areas of severe hearing loss or into areas where
thresholds were changing abruptly with frequency, and~2!
subjects’ thresholds in the bandpass maskers were higher
than their absolute thresholds. One ear of each subject was
selected for testing. Subjects did not have experience with
the psychophysical tasks used in this study. As such, subjects
received approximately 2 h of practice with simultaneous
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masking and 2 h of practice with forward masking prior to
the start of data collection. Data collection was completed in
four, 2-h sessions; an additional session was required for
growth-of-masking measurements. Subjects were paid an
hourly rate for their participation.

B. Apparatus and stimuli

Tonal signals were digitally generated~TDT DD1! pure
tones, sampled at 50.0 kHz and low-pass filtered at 8.5 kHz.
Signals were either 350 ms or 20 ms in duration, including
5-ms raised-cosine rise/fall ramps. Bandpass maskers were
created by online digital filtering of a broadband noise~filter
slopes.100 dB/oct!. The bandpass maskers were centered
at one of the two signal frequencies~0.5 or 2.0 kHz!. For
each signal, there were five or six bandpass maskers with
varying bandwidths; bandwidths ranged from 0.2 to 1.0 kHz
~for the 0.5-kHz signal! and from 0.4 to 2.0 kHz~for the
2.0-kHz signal!. Bandwidths were increased from narrowest
to widest by adding noise bands above and below the signal.
A broadband masker was also included~low-pass cutoff set
to 8.0 kHz!. Cutoff frequencies were placed such that the
bandwidths were symmetrical in linear frequency. Masker
duration was 350 ms, including 5-ms raised-cosine rise/fall
ramps. In simultaneous masking, the signal followed masker
onset by 5 ms.1 In forward masking, the duration between
the masker and the signal was 0 ms~at the 0-voltage points!.

The amplitudes of the signals and maskers were con-
trolled individually using programmable and manual attenu-
ators~TDT PA4!. For the main experiment, bandpass-masker
level was fixed at a spectrum level of 45 dB and signal level
was varied adaptively. For growth-of-masking measures, the
spectrum level of the broadband masker ranged from 25 to
50 dB. The signal was added to the masker~TDT SM3! and
delivered through one of a pair of TDH-49 earphones
mounted in supra-aural cushions. Spectral characteristics of
all signals were verified using an acoustic coupler and a sig-
nal analyzer~Stanford Research model SR 760!.

C. Procedures

For each subject, the following thresholds were mea-
sured:~1! absolute thresholds for 350-ms pure tones at se-
lected one-third-octave frequencies ranging from 0.25 to 6.3
kHz; ~2! absolute thresholds for 20-ms tones at one-third-
octave frequencies ranging from 0.25 to 6.3 kHz;~3!
simultaneous- and forward-masked thresholds for 20-ms
tones at 0.5 and 2.0 kHz in bandpass maskers as a function
of masker bandwidth, and in a broadband masker, with
masker spectrum level fixed at 45 dB; and, for a subset of
subjects,~4! simultaneous- and forward-masked thresholds
for 20-ms tones at 0.5 and 2.0 kHz in a broadband masker as
a function of masker level, with spectrum levels ranging
from 25 to 50 dB. Quiet thresholds were measured first for
all subjects; growth of masking was measured last. The order
of signal frequency~0.5 kHz, 2.0 kHz! and masking condi-
tion ~simultaneous, forward! was counterbalanced and,
within these conditions, masker bandwidth~or masker level!
was randomized.

Thresholds were measured using a single-interval~yes–
no! maximum-likelihood psychophysical procedure, similar
to that described by Green~1993! and discussed in detail in
Leek et al. ~2000!. Each threshold was determined from 24
trials, 4 of which were catch trials. A monochrome monitor
displayed the listen and vote periods. Subjects responded by
clicking one of two mouse buttons corresponding to the re-
sponses ‘‘yes, I heard the tone’’ and ‘‘no, I did not hear the
tone.’’ In this single-interval procedure, no feedback could be
provided. Subjects were tested individually in a sound-
treated room.

As discussed earlier, it has been suggested that forward-
masked thresholds may be affected by confusion if stimulus
conditions made it difficult to distinguish the signal from the
masker and if the ability to distinguish the signal from the
masker changed with masker bandwidth. As such, in this
experiment, stimuli and procedures were selected to mini-
mize these effects~Moore and Glasberg, 1985, 1986!, includ-
ing: ~1! a relatively short signal duration of 20 ms, but long
enough so that the signal had a tonal quality which was
different from the ‘‘noisy’’ quality of the masker;~2! band-
pass masker bandwidths which were not narrower than 20%
of the signal frequency, thus avoiding very narrow band-
widths which may lack a ‘‘noisy’’ quality and have undesir-
able envelope fluctuations; and~3! practice periods which
emphasized the quality differences between the masker and
the signal and incorporated delays longer than 0 ms between
the masker and signal. Although long-term learning effects
were not measured parametrically in this experiment, thresh-
olds were carefully monitored; none of the subjects dis-
played any systematic change in their forward-masked
thresholds during the course of data collection. Despite these
controls, it is impossible to rule out completely a possible
influence of confusion effects with some of the forward-
masked thresholds.2

III. RESULTS AND DISCUSSION

A. Quiet thresholds

Mean thresholds~in dB SPL! measured in quiet for
normal-hearing and hearing-impaired subjects are shown in
the upper panel of Fig. 1 for the 350-ms signals and in the
lower panel of Fig. 1 for the 20-ms signals. Hearing-
impaired subjects had a mild-to-moderate hearing loss with
greater loss in the higher frequencies. Although not a goal of
the experiment, it was of interest to assess duration-related
differences in thresholds~350 vs. 20 ms! for the two subject
groups. Across frequency, thresholds for the longer tone av-
eraged 12.9 dB lower than those for the shorter tone for
normal-hearing subjects~corresponding to23.1 dB/doubling
of duration, nearly equal to the expected23 dB/doubling!;
the comparable value was only 5.4 dB~21.3 dB/doubling of
duration! for hearing-impaired subjects. Differences in
thresholds between the longer and shorter signals decreased
as signal frequency increased, especially for the hearing-
impaired subjects, suggesting that the time constants of tem-
poral integration were decreasing at higher frequencies
~Plomp and Bowman, 1959! and with hearing loss~e.g., Hall
and Fernandes, 1983; Florentineet al., 1988!.
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B. Simultaneous-masked thresholds

Figure 2 shows mean thresholds~in dB SPL! at 0.5 and
2.0 kHz measured in simultaneous masking~triangles! and
forward masking~circles! as a function of masker bandwidth
for normal-hearing subjects~filled! and hearing-impaired
subjects~open!. Thresholds in simultaneous masking will be
discussed in this section; forward-masked thresholds will be
discussed in the next section. Simultaneous-masked thresh-

olds remained essentially constant as masker bandwidth in-
creased for the 0.5-kHz signal, but increased with masker
bandwidth for the 2.0-kHz signal. For the 2.0-kHz signal,
masked thresholds for normal-hearing subjects increased
from 81.1 dB SPL in the 0.4-kHz masker bandwidth to 84.7
dB SPL in the 2.0-kHz masker bandwidth, or about 1.4 dB/
oct. Assuming a critical bandwidth at 2.0 kHz of 320 Hz
~Scharf, 1970!, thresholds should have remained constant for
these ‘‘super-critical’’ bandwidths~Fletcher, 1940!. Never-
theless, the trend of slightly increasing thresholds was simi-
lar to the simultaneous-masked thresholds at 2.0 kHz re-
ported by Weber~1978; Fig. 4, p. 143!.

Recall that in the current experiment, for simultaneous
masking, the 20-ms signal was temporally located near the
beginning of the 350-ms masker~signal onset followed
masker onset by 5 ms!. As such, the slope of the functions
relating simultaneous-masked thresholds to masker band-
width may have been influenced by the effect known as over-
shoot. Overshoot refers to the observation that detection of a
short signal may be poorer when the signal is located near
the onset of a noise masker than when located near the
middle or end of the masker~e.g., Zwicker, 1965a!. Over-
shoot is most commonly attributed to short-term adaptation
of auditory-nerve fibers tuned near and around the signal
frequency, with perhaps a greater contribution from the
higher frequency region~Bacon and Smith, 1991!, although
the precise mechanism is not yet known. For bandlimited
maskers, overshoot was limited to maskers wider than a criti-
cal band~Zwicker, 1965b!, and increased with masker band-
width ~Wright, 1997!. That is, thresholds for signals near the
temporal center of the masker remained constant with in-
creasing masker bandwidth, whereas thresholds for signals
near the onset of the masker~as in the current experiment!
increased with masker bandwidth~Bacon and Smith, 1991!.
Moreover, overshoot was generally observed for frequencies
.1.0 kHz; in the current experiment, thresholds increased
with masker bandwidth for the 2.0-kHz signal but remained
essentially constant for the 0.5-kHz signal.

For hearing-impaired subjects, simultaneous-masked
thresholds at 2.0 kHz increased from 78.4 dB SPL in the
0.4-kHz masker bandwidth to 84.3 dB SPL in the 2.0-kHz
masker bandwidth, or about 2.6 dB/oct. Similar increases in
masked thresholds with bandwidth were observed for the
0.5-kHz signal. This slope approached the 3 dB/oct increase
in threshold predicted for bandwidths within the critical
band. Thus the greater increase in thresholds observed for
hearing-impaired subjects may be related to wider critical
bandwidths secondary to their cochlear hearing loss.

The greater increase in thresholds with bandwidth for
hearing-impaired than for normal-hearing subjects was
brought about by differences in thresholds between the
groups in the two narrowest maskers, where thresholds of
hearing-impaired subjects werebetter than those of normal-
hearing subjects~see Fig. 2, triangles!. This paradoxical re-
sult may also be attributed to overshoot. Overshoot has been
shown to be reduced in subjects with temporary~McFadden
and Champlin, 1990! or permanent hearing loss~Bacon and
Takahashi, 1992!. For subjects in those studies, overshoot
was smaller because thresholds for signals near the masker

FIG. 1. Mean thresholds~in dB SPL! measured in quiet for normal-hearing
subjects~filled triangles! and hearing-impaired subjects~open circles! for
350-ms signals~upper panel! and 20-ms signals~lower panel!. Error bars
indicate61 standard error of the mean~SE!.

FIG. 2. Mean thresholds~61 SE! for 20-ms signals measured in simulta-
neous masking~triangles! and forward masking~circles! as a function of
masker bandwidth for normal-hearing subjects~NH, filled symbols! and
hearing-impaired subjects~HI, open symbols!. Thresholds for the 0.5-kHz
signal are in the upper panel and thresholds for the 2.0-kHz signal are in the
lower panel.

1052 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Dubno and Ahlstrom: Masked thresholds in bandlimited maskers



onset werebetter than those of normal-hearing subjects
whereas thresholds for signals occurring later in the masker
were equivalent to normal. Thus in the current experiment,
better thresholds for hearing-impaired subjects in the two
narrowest maskers were consistent with a reduction of over-
shoot for these subjects.3 Poorer masked thresholds for
hearing-impaired subjects than normal-hearing subjects in
the broadband masker were not consistent with an overshoot
explanation, given that overshoot increases with masker
bandwidth~Wright, 1997!.

C. Forward-masked thresholds

1. Suppression as a change in signal threshold with
masker bandwidth

Figure 2 also shows forward-masked thresholds at 0.5
and 2.0 kHz measured as a function of masker bandwidth for
normal-hearing subjects~filled circles! and hearing-impaired
subjects ~open circles!. In contrast to the simultaneous-
masked thresholds, forward-masked thresholds decreased as
a function of masker bandwidth. From the narrowest to the
widest masker~not including broadband!, mean forward-
masked thresholds of normal-hearing subjects decreased by
22.0 dB for the 0.5-kHz signal (slope529.4 dB/oct) and by
25.7 dB for the 2.0-kHz signal (slope5210.7 dB/oct!. For a
1.0-kHz signal and comparable maskers, similar effects of
bandwidth were observed by Leshowitz and Lindstrom
~1977! using forward masking, and by Houtgast~1974! using
the pulsation-threshold technique~see also review of sup-
pression magnitudes in Oxenham and Plack, 1998!. For a
2.0-kHz signal and comparable maskers, changes in thresh-
old as a function of masker bandwidth were larger than ob-
served by Weber~1978!, who reported that thresholds de-
creased at the rate of 4–5 dB/oct. Lee and Bacon~1998!
estimated suppression as the difference in forward-masked
thresholds for a 20-ms signal between an equivalent-
rectangular-bandwidth~ERB! masker and a broadband
masker. They observed about 12 dB of suppression at 0.5
kHz and about 18 dB of suppression at 2.0 kHz, with a
20-ms delay introduced between the masker and the signal to
reduce confusion effects; ERB maskers were much narrower
in bandwidth than the maskers used in the current experi-
ment.

The pattern of threshold change as noise components
were added around the signal frequency was notable. For
example, thresholds at 0.5 kHz decreased until reaching a
plateau beyond which no further decreases were observed
~see upper panel of Fig. 2, filled circles!. These results are
consistent with physiological findings demonstrating that
components added to the high-frequency side of a fiber’s
characteristic frequency will serve as suppressors only if they
are within about one octave of the frequency to be sup-
pressed~Arthur et al., 1971!. For the 0.5-kHz signal, the up-
per cutoff frequency of the masker with the widest band-
width was just at the one-octave range; as such, an additional
decrease in threshold for this masker was not expected. At
2.0 kHz, however, the upper cutoff frequency of the widest
masker was 3.0 kHz, which was within one octave of the

center frequency; forward-masked thresholds would be ex-
pected to decrease to approach those in the broadband
masker.

For hearing-impaired subjects, threshold changes with
masker bandwidth were smaller, especially at 2.0 kHz. For
the 0.5-kHz signal, mean forward-masked thresholds de-
creased by 13.0 dB as a function of masker bandwidth
(slope525.4 dB/oct). For the 2.0-kHz signal, thresholds de-
creased by only 4.0 dB~slope521.7 dB/oct). Thus for
these subjects with cochlear hearing loss, suppression was
reduced at both low and high frequencies relative to that
observed for younger subjects with normal hearing, and was
reduced to a greater extent in the region of greater hearing
loss.

Although results of the current experiment suggested
that suppression may be greater in the high frequencies, di-
rect comparisons were not straightforward because of differ-
ences in relative masker bandwidths for the two signals. For
both signals, masker bandwidths varied from narrowest to
widest by 2.32 octaves. However, at 0.5 kHz, the narrowest
bandwidth was 40% of the signal frequency, whereas at 2.0
kHz, the narrowest bandwidth was 20% of the signal fre-
quency ~but still greater than the critical bandwidth!; the
widest masker bandwidths~not considering broadband! were
also necessarily different. For a more direct comparison of
suppression for the two signal frequencies, differences be-
tween thresholds in a narrowband masker and the broadband
masker were computed. Here, the narrowband maskers were
those whose bandwidths were each 40% of the signal fre-
quency~0.2 kHz for the 0.5-kHz signal and 0.8 kHz for the
2.0-kHz signal!; the broadband masker was the same for the
two signals. For normal-hearing subjects, mean differences
in thresholds measured in narrowband and broadband
maskers were 24.2 dB at 0.5 kHz and 28.5 dB at 2.0 kHz,
which were consistent with frequency differences in suppres-
sion measured with similar procedures by Lee and Bacon
~1998! and with those measured with pure tones by Hicks
and Bacon~1999!. ~These results are shown in the upper
panel of Fig. 4, which will be discussed later.! Larger
amounts of suppression at the higher signal frequency were
also consistent with greater nonlinear processing in the basal
than apical regions of the cochlea~e.g., Rhode and Cooper,
1993; Cooper and Rhode, 1995!, and greater nonlinearity for
higher frequency than lower frequency auditory nerve fibers
~e.g., Schmiedtet al., 1980; Cai and Geisler, 1996!. For
hearing-impaired subjects, mean differences in thresholds
between the narrowband maskers of equal relative bandwidth
and the broadband masker were 13.8 dB at 0.5 kHz and 5.7
dB at 2.0 kHz, which was consistent with the finding of a
greater reduction in suppression in the region of greater hear-
ing loss.

It is important to emphasize that forward-masked thresh-
olds were not limited by these subjects’ absolute thresholds
at the signal frequency. For the hearing-impaired subjects,
mean absolute threshold for the 20-ms signal was 37.2 dB
SPL at 0.5 kHz, which is substantially lower than the lowest
forward-masked threshold for hearing-impaired subjects.
Forward-masked thresholds for hearing-impaired subjects
were, on average, at least 24 dB higher than their absolute
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thresholds. For the subject with the highest absolute thresh-
old, the best forward-masked threshold exceeded the abso-
lute threshold by 12 dB. At 2.0 kHz, mean absolute threshold
was 52.4 dB SPL for the hearing-impaired subjects; on aver-
age, forward-masked thresholds were at least 16–20 dB
higher than their absolute thresholds. For the subject with the
highest absolute threshold, the best forward-masked thresh-
old exceeded the absolute threshold by 11 dB.

The finding that hearing-impaired subjects’ masked
thresholds improved much less for the 2.0-kHz signal than
for the 0.5-kHz signal~suggesting much less suppression at
2.0 kHz than at 0.5 kHz! may be related to their higher
absolute thresholds at 2.0 kHz than at 0.5 kHz, or to their
generally higher thresholds in the higher frequencies. For the
0.5-kHz signal, the upper cutoff frequency of the widest
bandpass masker was 1.0 kHz, which was within the region
of only mild hearing loss for many hearing-impaired sub-
jects. However, for the 2.0-kHz signal, the masker’s upper
cutoff frequency of the widest bandpass masker was 3.0 kHz,
which was in the range where subjects’ hearing loss was
greater. The question of suppression’s relationship to abso-
lute thresholds will be addressed further in a later section.

2. Suppression as a change in effective masker level
with bandwidth

Figure 3 shows mean forward-masked thresholds for
20-ms signals at 0.5 kHz~upper panel! and 2.0 kHz~lower
panel! as a function of the spectrum level of the broadband
masker. The solid and broken lines are regression lines fitted
to mean thresholds for normal-hearing and hearing-impaired

subjects, respectively, derived using the least-squares proce-
dure. Masked thresholds of individual subjects were not in-
cluded in the mean if they were within 5 dB of the absolute
threshold; this rule excluded thresholds in the 25-dB and
30-dB maskers for two hearing-impaired subjects at 2.0 kHz.
For comparison, growth-of-masking functions for simulta-
neous masking are also shown, for which the slopes were
0.98 and 0.99 for normal-hearing subjects for 0.5 and 2.0
kHz, respectively, and were higher for hearing-impaired sub-
jects ~1.27, 1.17!.

For forward masking, the slopes of the growth-of-
masking functions for the 0.5-kHz signal were 0.64 and 0.62
for the normal-hearing and hearing-impaired subjects, re-
spectively. Comparable values for the 2.0-kHz signal were
0.48 and 0.74. These were somewhat steeper than reported
by Lee and Bacon~1998! for ERB maskers and a longer
signal delay, but similar to those found by Hicks and Bacon
~1999! for tonal maskers. Suppression at 0.5 and 2.0 kHz
estimated as a change in effective masker level is shown in
the lower panel of Fig. 4. For each signal frequency, suppres-
sion was computed by taking the difference between the
threshold in the narrowband masker of equal relative band-
width and the broadband masker and dividing by the slope of
the growth-of-masking function. Shown in the upper panel of
Fig. 4 is suppression estimated as the difference in threshold
at the signal frequency measured in narrowband and broad-
band maskers~described earlier!. Suppression defined as a
change in effective masker level was larger, but the pattern
of results for the two signal frequencies and two subject
groups remained about the same regardless of how suppres-
sion was defined. At the higher signal frequency, estimating

FIG. 3. Mean simultaneous-masked thresholds~triangles! and forward-
masked thresholds~circles! for 20-ms signals as a function of the spectrum
level of the broadband masker for normal-hearing subjects~NH, filled sym-
bols! and hearing-impaired subjects~HI, open symbols!. Mean thresholds in
quiet are shown by the diamonds. Thresholds for the 0.5-kHz signal are in
the upper panel and thresholds for the 2.0-kHz signal are in the lower panel.
Regression lines were fitted to mean thresholds for normal-hearing subjects
~solid lines! and hearing-impaired subjects~broken lines! derived using the
least-squares procedure.

FIG. 4. Mean suppression~61 SE! at 0.5 and 2.0 kHz for normal-hearing
subjects~filled bars! and hearing-impaired subjects~striped bars!. Suppres-
sion was defined as the difference in forward-masked thresholds measured
in the narrowest and widest bandpass maskers~upper panel! and as the
difference in effective masker level in the narrowest and widest bandpass
maskers~lower panel!. See text for description.
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suppression as a reduction in effective masker level tended to
magnify the penalty of hearing loss on suppression. This
resulted from the less steep growth-of-masking function for
normal-hearing than for hearing-impaired subjects at 2.0
kHz.

3. Associations between suppression and absolute
thresholds

Figure 5 plots suppression for normal-hearing and
hearing-impaired subjects against each subject’s absolute
threshold for the 20-ms signal at the signal frequency. Sup-
pression was defined as the difference in threshold at the
signal frequency measured in narrowband and broadband
maskers. Consider first the results for the 0.5-kHz signal~up-
per panel!. Suppression generally decreased in the same
manner for all subjects as the absolute threshold at the signal
frequency increased. Overall, for every dB increase in
threshold at the signal frequency, suppression decreased by
about 0.6–0.7 dB. Suppression was strongly correlated with
the 0.5-kHz threshold for hearing-impaired subjects~r
520.74, p,0.05!. Nevertheless, there was some intersub-
ject variance in the suppression measurement, notably in the
range of mild hearing loss~;25–30 dB! where suppression
ranged from 2.5 to 25.5 dB. The correlation of suppression
and threshold for normal-hearing subjects was only
20.61 (p.0.05); the weaker correlation was likely due to
the truncated range of thresholds for the normal-hearing sub-
jects. Where thresholds for the two groups overlapped, sup-
pression for the two groups also overlapped.

For hearing-impaired subjects only, suppression at 0.5
kHz was also significantly correlated with thresholds at fre-
quencies adjacent to 0.5 kHz, although these thresholds
strongly co-varied. As such, partial correlations were com-
puted to determine the association between suppression at
0.5 kHz and thresholds at adjacent frequencies while control-
ling for the correlations among thresholds at 0.25, 0.5, and
1.0 kHz. The results revealed that while 56% of the variance
in suppression at 0.5 kHz was accounted for by the absolute
threshold at 0.5 kHz, only 8.5% was accounted for by the
threshold at 0.25 kHz, and only 1.5% by the threshold at 1.0
kHz. No statistically significant correlations were observed
between suppression at 0.5 kHz and thresholds at frequencies
other than 0.5 kHz. Thus effects of elevated thresholds on
suppression appeared to be limited to the signal frequency.

Consider next the results for the 2.0-kHz signal~lower
panel! where thresholds were substantially more elevated for
the hearing-impaired subjects. Suppression generally de-
creased for all subjects as the threshold at the signal fre-
quency increased. Suppression for subjects with normal hear-
ing varied substantially over a very small range of thresholds
~r 520.33, p.0.05!. This was likely a byproduct of the
particular narrowband-masked threshold used in the suppres-
sion computation~i.e., 0.8-kHz masker!, which was selected
so that relative masker bandwidths for the two signal fre-
quencies were equal. The intersubject variance for thresholds
in that masker was notably larger than for other maskers,
perhaps because masked thresholds improved somewhat dif-
ferently with bandwidth among subjects; this resulted in in-
creased variance in the suppression measure. No statistically
significant correlations were observed between suppression
at 2.0 kHz and thresholds at any signal frequency, which
could be attributed to the truncated range of thresholds for
the normal-hearing subjects.

For hearing-impaired subjects, suppression decreased
with increasing threshold in a manner similar to that ob-
served at 0.5 kHz. That is, for every dB increase in threshold
at 2.0 kHz, suppression decreased by about 0.6 dB. The cor-
relation between suppression at 2.0 kHz and the 2.0-kHz
threshold for the hearing-impaired subjects was20.84 (p
,0.01); that is, 71% of the variance in suppression at 2.0
kHz was accounted for by the absolute threshold at 2.0 kHz.
No other statistically significant correlations were observed
between suppression at 2.0 kHz and thresholds at frequencies
other than 2.0 kHz. Therefore, as noted for 0.5 kHz, effects
of elevated thresholds on suppression appeared to be limited
to the signal frequency. Moreover, these results suggested
that the magnitude of suppression may not have been influ-
enced by the introduction of noise components in regions
where thresholds were elevated. There are several possible
explanations for this result. First, the spectrum level of the
masker was relatively high~45 dB! and was sufficient to
elevate the absolute thresholds of hearing-impaired subjects
~although the sensation level was reduced, of course!. Sec-
ond, the influence of thresholds other than at the signal fre-
quency may be obscured by the fact that masker bandwidths
were increased by adding noise bands aboveand below the
signal frequency. Thus while noise was introduced in higher
frequency regions where hearing loss was greatest, which

FIG. 5. Suppression for normal-hearing subjects~filled triangles! and
hearing-impaired subjects~open circles! plotted against each subject’s abso-
lute threshold for the 20-ms tone at the signal frequency. Solid lines
~normal-hearing subjects! and broken lines~hearing-impaired subjects! are
linear regression functions fitted to individual data derived using the least-
squares procedure. Suppression and thresholds at 0.5 kHz are in the upper
panel and those at 2.0 kHz are in the lower panel. Suppression was defined
as the difference in forward-masked thresholds measured in the narrowest
and widest bandpass maskers.
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could result in a reduction in suppression, noise was also
added in lower frequency regions where hearing was better.
To address this question, in the next experiment of the series
~Dubno and Ahlstrom, 2001a!, bandwidths of bandpass
maskers were increased by introducing noise components
above and/or below the signal frequency.

Although fairly strong associations of suppression and
signal–frequency threshold were observed in the current ex-
periment, there remained considerable variance in suppres-
sion that could not be explained. One factor that was not
controlled was subject age, as individuals with hearing loss
were substantially older than those with normal hearing.
Normal two-tone rate suppression has been observed in
quiet-aged gerbils with significant age-related hearing loss,
whereas suppression was absent in older gerbils exposed to
noise~Schmiedtet al., 1990!. This suggests that, in the ab-
sence of acoustic injury, normal suppression should be ob-
served in older subjects. However, auditory-filter bandwidth
changes in older human subjects have been interpreted as
reflecting age-related changes in suppression~Sommers and
Gehr, 1998!. These unresolved questions related to age and
suppression are addressed more directly in the next experi-
ment ~Dubno and Ahlstrom, 2001a! by including a group of
older subjects with normal hearing.

IV. SUMMARY AND CONCLUSIONS

Forward- and simultaneous-masked thresholds at 0.5
and 2.0 kHz were measured in bandpass maskers as a func-
tion of masker bandwidth for subjects with normal hearing
and cochlear hearing loss. Suppression was defined as a re-
duction in forward-masked threshold as masker bandwidth
was increased, and as a change in effective masker level as
masker bandwidth was increased, taking into account nonlin-
ear growth of forward masking estimated from growth-of-
masking functions. Results may be summarized as follows.

~1! For subjects with normal hearing, slightly larger esti-
mates of suppression were obtained at 2.0 kHz than at
0.5 kHz, regardless of whether suppression was defined
as a change in threshold or a change in effective masker
level. This is consistent with greater nonlinear process-
ing at higher than at lower frequencies.

~2! For subjects with cochlear hearing loss, suppression was
reduced substantially relative to that observed for sub-
jects with normal hearing, and was reduced to a greater
extent at 2.0 kHz, where hearing loss was greater, than at
0.5 kHz.

~3! Suppression was strongly correlated with the absolute
threshold at the signal frequency, but was not related to
thresholds at frequencies remote from the signal fre-
quency.

~4! Simultaneous-masked thresholds stayed relatively con-
stant~0.5 kHz! or increased slightly~2.0 kHz! as a func-
tion of masker bandwidth for normal-hearing subjects,
and increased more for hearing-impaired subjects. These
results may show evidence of the effects of overshoot,
given that the signal was located near the onset of the
masker, or may be related to hearing-impaired subjects’
wider critical bandwidths.

~5! With appropriate selection of signals and maskers and
stimulus conditions, forward-masked thresholds mea-
sured in bandlimited and broadband maskers may be an
efficient psychophysical method for estimating suppres-
sion in subjects with normal hearing and cochlear hear-
ing loss.
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The objectives of this study were to measure suppression with bandlimited noise extended below
and above the signal, at lower and higher signal frequencies, between younger and older subjects,
and between subjects with normal hearing and cochlear hearing loss. Psychophysical suppression
was assessed by measuring forward-masked thresholds at 0.8 and 2.0 kHz in bandlimited maskers
as a function of masker bandwidth. Bandpass-masker bandwidth was increased by introducing noise
components below and above the signal frequency while keeping the noise centered on the signal
frequency, and also by adding noise below the signal only, and above the signal only. Subjects were
younger and older adults with normal hearing and older adults with cochlear hearing loss. For all
subjects, suppression was larger when noise was added below the signal than when noise was added
above the signal, consistent with some physiological evidence of stronger suppression below a
fiber’s characteristic frequency than above. For subjects with normal hearing, suppression was
greater at higher than at lower frequencies. For older subjects with hearing loss, suppression was
reduced to a greater extent above the signal than below and where thresholds were elevated.
Suppression for older subjects with normal hearing was poorer than would be predicted from their
absolute thresholds, suggesting that age may have contributed to reduced suppression or that
suppression was sensitive to changes in cochlear function that did not result in significant threshold
elevation. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1381024#

PACS numbers: 43.66.Dc, 43.66.Ba, 43.66.Sr@SPB#

I. INTRODUCTION

There has been renewed interest in psychophysical mea-
sures of suppression as a result of questions regarding the
role of suppression and spread of excitation in masking~Del-
gutte, 1990a; Beveridge and Carlyon, 1996; Moore and Vick-
ers, 1997; Oxenham and Plack, 1998!. Suppression has also
received attention as a result of developments in cochlear
mechanics, specifically, that active mechanical processes oc-
cur in the cochlea~see Yates, 1995, for a review!. It has been
proposed that an active cochlear mechanism is responsible
for the sharp tips and narrow tuning observed in neural and
psychophysical tuning curves. Furthermore, even small dis-
ruptions of the active process may produce relatively large
changes in sensitivity and tuning~and, presumably, suppres-
sion!. Consistent with this assumption, psychophysical mea-
sures of suppression in subjects with cochlear hearing loss
have generally revealed reduced suppression in regions of
impaired hearing~e.g., Wightmanet al., 1977; Mills and
Schmiedt, 1983; Moore and Glasberg, 1986; Thibodeau,
1991!, even in subjects with relatively mild threshold eleva-
tion ~Hicks and Bacon, 1999!.

In the first of a series of experiments whose long-term
goal was to relate suppression to speech recognition in noise
~Dubno and Ahlstrom, 2001a!, psychophysical suppression
for younger subjects with normal hearing and older subjects
with cochlear hearing loss was estimated from forward-

masked thresholds measured in bandlimited maskers as a
function of masker bandwidth.1 Slightly larger estimates of
suppression were obtained at 2.0 kHz rather than at 0.5 kHz.
For older subjects with cochlear hearing loss, suppression
was reduced relative to normal in regions of elevated thresh-
olds; suppression was correlated with absolute thresholds
only at the signal frequency. In that study, however, the in-
fluence of thresholds other than at the signal frequency may
have been obscured by the fact that masker bandwidths were
increased from narrowest to widest by introducing noise
bands aboveandbelow the signal frequency. Thus noise was
introduced in higher-frequency regions where hearing loss
was greatest and in lower-frequency regions where hearing
was better.

In many neurophysiological bandlimiting experiments,
bandwidths of bandpass noise were increased by introducing
noise components above and below the edges of the noise
while keeping the noise centered on the signal frequency.
Other experiments introduced noise or tonal suppressors
above or below the characteristic frequency~CF! to assess
the complex manner in which suppression varies with the
frequency of the suppressor. Using this technique, the results
of Schalk and Sachs~1980! suggested that suppression may
be greater with suppressors added above rather than below
the CF. Other physiological evidence supports stronger sup-
pression below the CF than above~Fahey and Allen, 1985;
Delgutte, 1990b!, although these results may have been in-
fluenced by using a relatively low-frequency noise~Delgutte,
1990b!. The outcome clearly depended on how suppressiona!Electronic mail: dubnojr@musc.edu
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was defined and measured. For example,suppression thresh-
oldsof auditory-nerve fibers were lower when the suppressor
frequency was above the CF than below the CF~Sachs and
Kiang, 1968!. However, thegrowth of suppressionwith sup-
pressor level was greater when the suppressor was below the
CF than above the CF~Kiang and Moxon, 1974; Delgutte,
1990b!, suggesting that suppression may be greater below
the signal frequency than above for levels of speech and
noise typically encountered in the environment. Given the
long-term goal of relating suppression to speech recognition
in noise, one purpose of the current experiment was to ad-
dress the question of how psychophysical suppression varies
with the frequency of the suppressor. In the current experi-
ment, bandpass-masker bandwidths were varied with respect
to the signal frequency in three ways. Bandwidth was in-
creased by introducing noise components below and above
the signal frequency while keeping the noise centered on the
signal frequency, and also by adding noise bands below the
signal frequency only, and above the signal frequency only.
Adding noise components in this way also makes it possible
to isolate the effects on suppression of hearing loss in lower-
and higher-frequency regions.

An additional benefit of varying the masker bandwidth
in three different ways was that threshold differences ob-
served among these maskers may help rule out the influence
of listener confusion, wherein subjects have difficulty differ-
entiating the signal from the masker under certain conditions.
The potential confounding effect of confusion on forward-
masked thresholds in bandlimited maskers has been studied
extensively ~e.g., Moore and Glasberg, 1985; Neff, 1985,
1986!. Although the effect of confusion can be substantial,
Moore and Glasberg~1983! suggested that its influence may
be minimized with appropriate stimuli and procedures~see
Sec. II!.

In the earlier study~Dubno and Ahlstrom, 2001a!, sub-
jects with hearing loss were older than subjects with normal
hearing. Therefore, it was not possible to determine if differ-
ences in suppression observed between younger subjects
with normal hearing and older subjects with cochlear hearing
loss were due solely to threshold-related differences or if
subjects’ age also contributed to the results. Changes in
auditory-filter bandwidth in older subjects with normal hear-
ing have been attributed to changes in suppression with age
~Sommers and Gehr, 1998!. However, physiological evi-
dence suggests that there is little correlation between magni-
tude of age-related hearing loss and two-tone rate suppres-
sion. For example, in gerbils raised in a quiet environment,
normal two-tone suppression was observed in animals with
significant age-related threshold elevation~Schmiedtet al.,
1990!. However, two-tone rate suppression was absent in the
region of the threshold elevation in older gerbils exposed to
noise. Based on these results, in the absence of noise expo-
sure, suppression would be expected to be independent of
subjects’ age. To address more directly the relationship be-
tween age and suppression, subjects in the current experi-
ment included younger and older adults with normal hearing
and older adults with cochlear hearing loss.

II. METHODS

A. Subjects

There were three subject groups:~1! ten younger adults
with normal hearing~mean age: 28.2 years; range: 19–39!;
~2! five older adults with normal hearing~mean age: 69.2
years; range: 65–74!; and ~3! ten older adults with mild-to-
moderate, bilaterally symmetrical cochlear hearing loss
~mean age: 63.7 years; range: 56–74!. Absolute thresholds of
younger and older subjects with normal hearing were,20
dB HL ~ANSI, 1989! at octave frequencies from 0.25 to 4.0
kHz and immittance measures were within normal limits.
Hearing-impaired subjects had adult-onset cochlear hearing
loss ~specific etiology unknown!, absolute thresholds within
specific ranges, and normal immittance measures. Criteria
for selection of hearing-impaired subjects was the same as in
Dubno and Ahlstrom~2001a!. One ear of each subject was
selected for testing. Subjects received approximately 2 h of
practice with forward masking prior to the start of data col-
lection. Data collection was completed in three, 2-h sessions.
Subjects were paid for their participation.

B. Apparatus and stimuli

Signals for quiet thresholds were 350-ms tones~with
5-ms raised-cosine rise/fall ramps! at selected one-third-
octave frequencies ranging from 0.25 to 6.3 kHz. Signals for
forward masking were 20-ms tones~with 5-ms raised-cosine
rise/fall ramps! at 0.8 and 2.0 kHz. Tonal signals were digi-
tally generated pure tones~TDT DD1!, sampled at 50.0 kHz
and low-pass filtered at 8.5 kHz. Bandpass maskers were
created by digitally filtering a broadband noise~filter slopes
.100 dB/oct!. For each signal, there were five to seven
bandpass maskers with varying bandwidths. Bandwidths
ranged from 0.2 to 1.5 kHz~for the 0.8-kHz signal! and from
0.4 to 2.0 kHz~for the 2.0-kHz signal!. The narrowest band-
pass maskers were centered at the signal frequency. Band-
widths were increased from narrowest to widest in three
ways. Bandwidths of ‘‘Center Frequency Fixed’’ maskers
were increased by adding noise bands above and below the
signal frequency~same as Dubno and Ahlstrom, 2001a!.
Bandwidths of ‘‘Low-Frequency Edge Fixed’’ maskers were
increased by adding noise bands above the signal frequency
~that is, fixing the low-frequency edge and varying the high-
frequency cutoff!. Bandwidths of ‘‘High-Frequency Edge
Fixed’’ maskers were increased by adding noise bands below
the signal frequency~that is, fixing the high-frequency edge
and varying the low-frequency cutoff!. A broadband masker
was also included~low-pass cutoff set to 8.0 kHz!. Masker
duration was 350 ms, including 5-ms raised-cosine rise/fall
ramps. The duration between the masker and the signal was
0 ms ~at the 0-voltage points!.

The amplitudes of the signals and maskers were con-
trolled individually using programmable and manual attenu-
ators~TDT PA4!. The masker level was fixed at a spectrum
level of 45 dB and the signal level was varied adaptively.
The signal was mixed with the masker~TDT SM3! and de-
livered through one of a pair of TDH-49 earphones mounted
in supra-aural cushions. Spectral characteristics of all signals
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were verified using an acoustic coupler and a signal analyzer
~Stanford Research model SR 760!.

C. Procedures

Procedures were similar to those in Dubno and Ahlstrom
~2001a! and are briefly reviewed here. Thresholds were mea-
sured using a single-interval~yes–no! maximum-likelihood
psychophysical procedure with 24 trials, 4 of which were
catch trials~Green, 1993; Leeket al., 2000!. Thresholds in
quiet were measured for 350-ms tones at selected one-third-
octave frequencies and for 20-ms tones at 0.8 and 2.0 kHz.
Forward-masked thresholds were measured for the 20-ms
tones at 0.8 and 2.0 kHz in bandpass maskers as a function
of masker bandwidth and in a broadband masker. Quiet
thresholds were measured first for all subjects. The order of
band-widening method~Center Frequency Fixed, Low-
Frequency Edge Fixed, High-Frequency Edge Fixed! was se-
lected randomly for each subject; all thresholds for one band-
widening method were measured before going on to another
method. Within each band-widening method, the order of
signal frequency~0.8 kHz, 2.0 kHz! and then masker band-
width was randomized. Two threshold measurements were
obtained in each condition; if these differed by more than 5
dB, a third measurement was obtained. Each data point was
the average of the two closest threshold measurements.

Stimuli and procedures for forward masking were se-
lected to minimize the effects of confusion between the
masker and the signal~Moore and Glasberg, 1985, 1986!,
including: ~1! a 20-ms signal, which was long enough to
have a tonal quality to differentiate it from the masker’s
‘‘noisy’’ quality; ~2! bandpass masker bandwidths which
were >20% of the signal frequency~very narrow masker
bandwidths have envelope fluctuations which are similar to
those of the signal!; and ~3! practice sessions wherein sub-
jects were trained to differentiate the quality differences be-
tween the masker and the signal, using masker-signal delays
.0 ms. None of the subjects displayed systematic changes in
their forward-masked thresholds during the course of data
collection. As noted earlier, different results for the various
band-widening conditions provide evidence against the influ-
ence of confusion, although it is difficult to rule its effects
out entirely.2

III. RESULTS AND DISCUSSION

A. Quiet thresholds

Mean thresholds~in dB SPL! for the three groups of
subjects are shown in Fig. 1 for 350-ms signals~top! and for
20-ms signals~bottom!. Thresholds for the older subjects
with normal hearing were slightly higher than those of
younger subjects, although all subjects in these two groups
met the criterion of ‘‘normal hearing.’’ Hearing-impaired
subjects had a mild-to-moderate hearing loss which was
greater in the higher frequencies than in the lower frequen-
cies. Duration-related differences in thresholds~350 vs. 20
ms! at 0.8 and 2.0 kHz for the three subject groups were also
assessed. Across frequency, thresholds for the longer tone
averaged 10.4 dB lower than those for the shorter tone for
younger subjects~corresponding to22.5 dB/doubling of du-

ration, similar to the expected23 dB/doubling!. Threshold
differences~350 vs. 20 ms! were only 6.8 dB~21.6 dB/
doubling! and 5.7 dB~21.4 dB/doubling! for older subjects
with normal hearing and hearing loss, respectively, suggest-
ing that the time constants for temporal integration were de-
creasing for older subjects, even those with relatively normal
hearing.

B. Psychophysical suppression in younger subjects
with normal hearing

1. Masked thresholds and suppression

Figures 2 and 3 show mean thresholds at 0.8 and 2.0
kHz, respectively, measured in forward masking as a func-
tion of masker bandwidth for three subject groups. In each
panel, the parameter is band-widening method. The magni-
tude of suppression was defined as the difference in forward-
masked thresholds measured in the narrowest and widest
bandpass maskers~not including broadband!. Mean suppres-
sion values are shown in Fig. 4 for the two signal frequen-
cies, three band-widening methods, and three subject groups.
At the 0.8-kHz signal frequency, the widest bandwidth that
could be achieved was narrower for the High-Frequency
Edge Fixed masker than for the other maskers. Relative
masker bandwidths~i.e., bandwidth as a percentage of the
signal frequency! were also somewhat different for the two
signal frequencies. Therefore, to compare threshold changes
as a function of masker bandwidth for each of the three
band-widening methods and two signals, the slope of the
function relating threshold to bandwidth~in dB/oct! was also
determined for each condition by linear regression on the
individual data. The following section considers results for
the younger subjects with normal hearing~top panels of Figs.

FIG. 1. Mean thresholds~in dB SPL! measured in quiet for younger subjects
with normal hearing~open circles!, older subjects with normal hearing~open
triangles!, and older subjects with cochlear hearing loss~filled triangles! for
350-ms signals~top panel! and 20-ms signals~bottom panel!. Error bars
indicate61 standard error of the mean~SE!.
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2, 3, and 4!. Results for the older subjects with normal hear-
ing and cochlear hearing loss will be considered in a later
section.

From the narrowest to the widest masker bandwidth,
forward-masked thresholds at 0.8 kHz of younger subjects
with normal hearing decreased most for center frequency
fixed maskers (slope526.9 dB/oct), slightly less when the
masker’s high-frequency edge was fixed~26.0 dB/oct!, and
least when the masker’s low-frequency edge was fixed~21.9
dB/oct!. Thus suppression was larger when noise was intro-
duced below the signal than when noise was introduced
above the signal. The same pattern was observed for the
2.0-kHz signal, although suppression estimates were gener-
ally larger. Slopes of functions relating 2.0-kHz thresholds to
masker bandwidth were29.4, 26.6, and22.0 dB/oct, for
noise above and below the signal frequency, noise below
only, and noise above only, respectively. The finding of
greater suppression at higher than lower signal frequencies
was consistent with frequency differences in suppression ob-
served by Lee and Bacon~1998! and Hicks and Bacon

~1999!, and was similar to differences in suppression found
between 0.5 and 2.0 kHz in our earlier study~Dubno and
Ahlstrom, 2001a!.3

One of the most consistent findings of the current study
was that less suppression was observed when suppressors
were introduced above rather than below the signal fre-
quency. Moreover, there were clear differences in how
thresholds changed as noise components were added above
or below the signal frequency~compare functions withv
andx symbols in top panels of Figs. 2 and 3!. When noise
was introduced above the signal frequency, thresholds de-
creased slightly as the masker’s upper cutoff frequency was
raised, until reaching a plateau beyond which no further de-
creases in thresholds were observed. In contrast, when noise
was introduced below the signal frequency, thresholds de-
creased more and continued to decrease as the masker’s
lower cutoff frequency was lowered.

2. Physiological correlates

The effects of signal and suppressor frequency on psy-
chophysical suppression for younger subjects with normal
hearing may be explained by the unique shapes of suppres-
sion regions on the low- and high-frequency sides of tuning
curves. The area of the suppression band that flanks the steep
high-frequency side of the tuning curve is typically smaller
and more vertical than the area of the band that surrounds the
broad low-frequency tail of the tuning curve, especially for

FIG. 2. Mean thresholds~61 SE! for 20-ms signals at 0.8 kHz measured in
forward masking as a function of masker bandwidth and in a broadband
masker for younger subjects with normal hearing~top panel!, older subjects
with normal hearing~middle panel!, and older subjects with cochlear hear-
ing loss ~bottom panel!. In each panel, the parameter is band-widening
method. WithCenter Frequency Fixedmaskers, bandwidth was increased
from narrowest to widest by adding noise below and above the signal fre-
quency. WithLow-Frequency Edge Fixedmaskers, noise was added above
the signal by increasing the upper cutoff frequency. WithHigh-Frequency
Edge Fixedmaskers, noise was added below the signal by decreasing the
lower cutoff frequency.

FIG. 3. Same as Fig. 2, but for the 2.0-kHz signal frequency.
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higher-frequency fibers~e.g., Harris, 1979; Schmiedt, 1982!.
Thus when noise bands were introduced above the signal
frequency, thresholds decreased as noise impinged on the
narrow high-frequency suppression area. Increasing the up-
per cutoff frequency of the masker placed noise components
in regions beyond the suppression band which were neither
excitatory nor suppressive. Therefore, no further improve-
ment in threshold would be expected. These assumptions are
also consistent with physiological findings demonstrating
that components added to the high-frequency side of the CF
serve as suppressors only if they are within about one octave
of the frequency to be suppressed~Arthur et al., 1971!. For
the 0.8-kHz signal in the current experiment, the upper cutoff
frequency of maskers with the two widest bandwidths ap-
proached or exceeded the one-octave range; as such, addi-
tional decreases in threshold for these maskers would not be
expected. This pattern of thresholds as a function of masker
bandwidth was also observed at 2.0 kHz, although the wider
bandpass maskers were less than one octave from the signal
frequency.

Suppression areas on the high-frequency side of physi-
ological tuning curves are relatively larger for lower-

frequency fibers than for higher-frequency fibers~e.g.,
Schmiedt, 1982!. This frequency difference is also consistent
with results of the current experiment, shown in the top pan-
els of Figs. 2 and 3~x symbols for younger subjects with
normal hearing!. When noise components were added above
the signal frequency~impinging on the high-frequency sup-
pression area!, thresholds decreased more for the lower-
frequency signal than for the higher-frequency signal before
both reached their plateau.

Given the larger area of the suppression band flanking
the broad low-frequency tail of the tuning curve, especially
for higher-frequency fibers, larger decreases in thresholds
would be expected as noise was introduced below the signal
frequency, especially for higher-frequency signals. More-
over, thresholds should continue to improve as the masker’s
low-frequency cutoff was decreased. This is consistent with
the current results wherein masked thresholds decreased
more and continued to decrease with low-frequency cutoff
when noise was introduced below the signal frequency. This
effect was greater for the higher-frequency signal than for the
lower-frequency signal. Larger amounts of suppression at the
higher-frequency signal were also consistent with greater
nonlinear processing in the basal than apical regions of the
cochlea, and greater nonlinearity for higher frequency than
lower frequency auditory-nerve fibers~e.g., Schmiedtet al.,
1980; Rhode and Cooper, 1993; Cooper and Rhode, 1995;
Cai and Geisler, 1996!.

C. Psychophysical suppression in older subjects with
normal hearing and cochlear hearing loss

1. Masked thresholds and suppression

Forward-masked thresholds as a function of masker
bandwidth for older subjects with normal hearing and older
subjects with cochlear hearing loss are shown in the middle
and bottom panels of Figs. 2 and 3, for 0.8 and 2.0 kHz,
respectively; mean suppression values for these two groups
are shown in the middle and bottom panels of Fig. 4 for the
two signal frequencies and three band-widening methods.

For the two groups of older subjects, differences among
the three band-widening methods were similar to those ob-
served for younger subjects, but threshold changes were
much smaller, especially for subjects with hearing loss. Con-
sider first the results for older subjects with normal hearing
~middle panels of Figs. 2, 3, and 4!. The slope of the function
relating forward-masked thresholds at 0.8 kHz to masker
bandwidth was22.5 dB/oct when noise was added above
and below the signal frequency and22.1 dB/oct when noise
was added below only. In contrast to the generally monotonic
functions for the younger subjects, for these conditions,
thresholds remained relatively constant for the narrower
bandwidths, and then decreased~or increased and decreased!
for the wider bandwidths only. Forward-masked thresholds
remained constant when noise was added above the signal,
suggesting very little, if any, suppression. The same pattern
was observed for the 2.0-kHz signal, but estimates of sup-
pression were slightly larger, though not as large as those of
younger subjects. Slopes of functions relating forward-
masked thresholds to masker bandwidth were26.7, 24.5,

FIG. 4. Mean suppression~61 SE! at 0.8 and 2.0 kHz for younger subjects
with normal hearing~top panel!, older subjects with normal hearing~middle
panel!, and older subjects with cochlear hearing loss~bottom panel!. In each
panel, the parameter is band-widening method, as described in the caption
for Fig. 2 and in the text. Suppression was defined as the difference in
forward-masked thresholds measured in the narrowest and widest bandpass
maskers.
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and22.2 dB/oct, for noise above and below the signal fre-
quency, noise below only, and noise above only,
respectively.4

Consider next the results for older subjects with cochlear
hearing loss~bottom panels of Figs. 2, 3, and 4!. The patterns
of threshold change with bandwidth and magnitude of sup-
pression were similar at 0.8 kHz to those of the older sub-
jects with normal hearing; that is, thresholds remained rela-
tively constant for the narrower bandwidths and decreased in
wider bandwidth maskers. Slopes were23.5 dB/oct when
noise was added above and below the signal and22.5 dB/
oct when noise was added below the signal only. Thresholds
remained constant when noise was added above the signal
only. Almost no improvement in threshold with bandwidth
was observed for the 2.0-kHz signal, suggesting little sup-
pression. Comparable slopes were21.2, 21.4, and 0.2 dB/
oct for noise above and below the signal frequency, noise
below only, and noise above only, respectively.

Forward-masked thresholds were not limited by hearing-
impaired subjects’ absolute thresholds at the signal fre-
quency. Mean threshold for the 20-ms signal at 0.8 kHz was
35.3 dB SPL, which was substantially lower than the lowest
forward-masked threshold for the hearing-impaired subjects.
Absolute thresholds of subjects with hearing loss were, on
average, at least 33 dB better than their forward-masked
thresholds. For the subject with the highest absolute thresh-
old, the best forward-masked threshold exceeded the abso-
lute threshold by 22 dB. Mean absolute threshold for the
20-ms signal at 2.0 kHz was 51.3 dB SPL, which was, on
average, at least 21 dB better than the mean forward-masked
thresholds. For the subject with the highest absolute thresh-
old, the best forward-masked threshold exceeded the abso-
lute threshold by 11 dB.

2. Associations between suppression and absolute
thresholds

There were notable differences in how suppression var-
ied with subject age and hearing loss. For example, differ-
ences in suppression among the three subject groups varied
somewhat with signal frequency, as summarized in Fig. 4. At
both signal frequencies, less suppression was observed for
older than for younger subjects with normal hearing, but age-
related differences in magnitude of suppression were larger
at 0.8 kHz than at 2.0 kHz. Mean absolute threshold for the
20-ms signal at 0.8 kHz for the older subjects with normal
hearing was slightly higher than that of the younger group,
whereas thresholds at 2.0 kHz were nearly identical to those
of the younger subjects. Suppression for older subjects with
cochlear hearing loss was reduced more at 2.0 kHz than at
0.8 kHz, which was consistent with these subjects’ higher
absolute thresholds for higher frequency signals.

The relation between suppression and absolute thresh-
olds is examined in Fig. 5, which plots suppression for
younger subjects with normal hearing, older subjects with
normal hearing, and older subjects with cochlear hearing loss
against each subject’s absolute threshold at the signal fre-
quency. Suppression is shown for the condition wherein
noise was added above and below the signal frequency.5

Suppression generally decreased as the absolute threshold at

the signal frequency increased, as shown by the slopes of the
regression lines for subjects with cochlear hearing loss. For
these subjects, for every dB increase in threshold at the sig-
nal frequency, suppression decreased by about 0.4–0.5 dB.
For subjects with hearing loss, suppression at 2.0 kHz was
strongly correlated with their 2.0-kHz threshold~r 520.82,
p,0.01!; the comparable relationship for 0.8 kHz was simi-
lar but not statistically significant~r 50.59, p.0.05!. At
both frequencies, older subjects with the poorest thresholds
consistently showed little suppression. However, there was
substantial variance in the results for older subjects whose
thresholds were in the range of normal hearing or mild hear-
ing loss at 0.8 kHz~;20–30 dB SPL!; suppression for these
subjects ranged from 0 to 23 dB. Thus suppression for some
older subjects with better thresholds was within the range of
the younger subjects, especially at 2.0 kHz. At 0.8 kHz, sup-
pression for some older subjects with normal hearing was
poorer than would be predicted from their absolute thresh-
olds. No statistically significant correlations were observed
between suppression at 0.8 or 2.0 kHz and thresholds at fre-
quencies lower or higher than the signal frequencies. Thus
effects of elevated thresholds on suppression may not extend
beyond the signal frequency.

The association between suppression and absolute
thresholds for the younger subjects was more difficult to de-
tect, owing to the truncated range of thresholds for this
group. Nevertheless, there was a trend for less suppression to
be observed in younger subjects with higher absolute thresh-
olds at and around the signal frequency. Indeed, a statisti-
cally significant correlation was observed between suppres-

FIG. 5. Suppression for younger subjects with normal hearing~open
circles!, older subjects with normal hearing~open triangles!, and older sub-
jects with cochlear hearing loss~filled triangles! plotted against each sub-
ject’s absolute threshold for the 20-ms tone at the signal frequency. The
solid lines are linear regression functions fit to individual data for older
subjects with hearing loss, derived using the least-squares procedure. Sup-
pression and thresholds at 0.8 kHz are in the top panel and those at 2.0 kHz
are in the bottom panel. Suppression was defined as the difference in
forward-masked thresholds measured in the narrowest and widest bandpass
maskers.
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sion at 2.0 kHz and the 2.0-kHz threshold~r 520.76, p
,0.05!. The individual differences observed in the current
experiment~with excellent intrasubject reliability! were con-
sistent with that reported for other psychophysical suppres-
sion measures~e.g., Wright, 1996!.

3. Physiological correlates

Many of the current findings for older subjects with co-
chlear hearing loss were consistent with effects of cochlear
pathology on two-tone rate suppression~e.g., Salviet al.,
1982! and with changes in tuning and two-tone rate suppres-
sion in auditory-nerve fibers of older gerbils exposed to noise
at an early age~Schmiedtet al., 1990!. For older gerbils,
early noise exposure resulted in increased thresholds at the
CF, decreased slopes of the high-frequency side of tuning
curves, and reduced or absent two-tone rate suppression es-
pecially above the CF. Below the CF, thresholds of remain-
ing suppression areas were elevated. The survivability of
suppression areas below and above the CF was relatively
independent and was not strongly dependent on the threshold
at the CF. For older subjects with cochlear hearing loss in the
current experiment, suppression was virtually absent when
maskers were introduced above either signal frequency.
Some suppression was observed when noise was introduced
below the signal frequency, suggesting that suppression
above and below the signal frequency was independent. In-
deed, no statistically significant correlations were observed
between suppression measures below and above either signal
frequency, consistent with evidence of separate mechanisms
underlying suppression on the low-frequency and high-
frequency sides of tuning curves~e.g., Cheatham and Dallos,
1990; Schmiedtet al., 1990!.

The magnitude of suppression measured with noise
components below the signal was reduced for subjects with
hearing loss, especially at 2.0 kHz. If suppression areas were
present in these subjects but suppression thresholds were el-
evated~as shown in some noise-aged gerbils in Schmiedt
et al., 1990!, reduced suppression with noise components be-
low the signal may be attributed to the reduced sensation
level of the masker. That is, larger threshold changes with
bandwidth ~and more normal suppression! may have been
revealed in these subjects by using higher level maskers
which would more likely impinge on elevated suppression
areas.

Results for the older subjects with normal hearing from
the current experiment differed from those observed by
Schmiedtet al. ~1990! for older gerbils raised in quiet. These
authors observed normal two-tone rate suppression above
and below the CF for gerbils with age-related threshold shifts
of as much as 40 dB, with increases in the tips but not the
tails of tuning curves. For older subjects with normal hearing
in the current experiment, suppression was present but less
than observed for younger subjects. It was notable that when
noise was introduced below the signal, the function relating
threshold to masker bandwidth reached a plateau for the
younger but not the older subjects~comparev symbols in
top and middle panels of Fig. 3!, suggesting that suppression
areas may have extended into lower-frequency regions for
the older subjects with normal hearing. Thus greater suppres-

sion may have been revealed in these older subjects had the
masker’s lower-frequency cutoff been decreased further. This
was not the case for the 0.8-kHz signal~middle panel of Fig.
2!, where suppression was poorer than would be predicted
from these subjects’ relatively normal absolute thresholds.

Thus suppression for the older subjects with normal
hearing was poorer than observed by Schmiedtet al. ~1990!
for older gerbils raised in quiet. Of course, in addition to
effects of age, these older human subjects were likely ex-
posed to a variety of exogenous factors during their lifetime,
including noise and pharmacologic agents, that did not sig-
nificantly elevate their thresholds~although their thresholds
were slightly elevated relative to the younger subjects!. Re-
duced suppression in these subjects, therefore, may represent
evidence of changes in cochlear state that did not result in
significant threshold elevation.

IV. SUMMARY AND CONCLUSIONS

Suppression was assessed psychophysically by measur-
ing forward-masked thresholds at 0.8 and 2.0 kHz in band-
pass maskers as a function of masker bandwidth and in a
broadband masker. Masker bandwidths were varied with re-
spect to the signal frequency by introducing noise compo-
nents above and/or below the signal. Subjects were younger
and older adults with normal hearing and older adults with
hearing loss. Results may be summarized as follows.

~1! Forward-masked thresholds decreased as a function of
masker bandwidth, which was attributed to the effects of
suppression. For all subjects, thresholds decreased with
increasing masker bandwidth more when noise was
added below the signal than when noise was added
above the signal. These results were consistent with
some physiological evidence of stronger suppression for
a suppressor below a fiber’s CF than above and with the
unique areas and shapes of suppression regions on the
low- and high-frequency sides of neural tuning curves.

~2! For younger subjects with normal hearing, suppression
was greater at 2.0 kHz than at 0.8 kHz. This was consis-
tent with an assumption of greater nonlinear processing
at higher than at lower frequencies. The largest differ-
ence in suppression as a function of frequency was ob-
served when noise was introduced below the signal. This
was consistent with differences in shapes of suppression
regions of lower frequency and higher frequency
auditory-nerve fibers.

~3! For older subjects with cochlear hearing loss, suppres-
sion was reduced substantially relative to that observed
for younger subjects with normal hearing, and was re-
duced to a greater extent at 2.0 kHz, where hearing loss
was greater, than at 0.8 kHz. For both signal frequencies,
suppression was virtually absent when noise was ex-
tended above the signal. Reductions in suppression when
noise was extended below the signal may be attributed to
elevated suppression thresholds and reduced masker sen-
sation levels, or to reduced suppression.

~4! Suppression at 0.8 kHz and 2.0 kHz for older subjects
with normal hearing was reduced relative to that of
younger subjects. Age-related differences in magnitude
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of suppression were larger at 0.8 kHz than at 2.0 kHz.
Thus suppression for some older subjects with normal
hearing was poorer than would be predicted from their
absolute thresholds. These results suggested that age
contributed to a reduction of suppression, or that sup-
pression measures were sensitive to changes in cochlear
function that did not result in significant threshold eleva-
tion.

~5! Given the presumed benefits of suppression for improv-
ing signal-to-noise ratios and spectral contrasts, reduced
suppression for older subjects with and without hearing
loss may contribute to these subjects’ difficulties under-
standing speech in noisy environments. Accordingly, a
goal of the next experiment of the series~Dubno and
Ahlstrom, 2001b! was to assess the functional benefits of
suppression for speech recognition in noise.
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1Background and rationale for the ‘‘band-limiting’’ procedure are provided
in detail in Dubno and Ahlstrom~2001a!.

2In a subsequent experiment using the same masker bandwidths as in the
current experiment~Dubno and Ahlstrom, 2001b!, forward-masked thresh-
olds were measured as a function of masker bandwidth for three masker
levels. Growth of masking slopes were,1.0 regardless of masker band-
width. These results provide evidence that confusion effects were not in-
fluencing forward-masked thresholds~Neff, 1985!.

3Although results suggested that suppression was greater at higher than
lower frequencies, differences in relative masker bandwidths for the two
signals could have affected this comparison. For example, masker band-
widths varied from narrowest to widest by 2.91 octaves for the 0.8-kHz
signal but by only 2.32 octaves for the 2.0-kHz signal. In addition, at 0.8
kHz, the narrowest bandwidth was 25% of the signal frequency, whereas at
2.0 kHz, the narrowest bandwidth was 20% of the signal frequency. The
widest masker bandwidths~not considering broadband! were also necessar-
ily different for the two signal frequencies. To determine if these factors
affected the interpretation of frequency-related differences in suppression,
suppression was also defined as the difference between thresholds in a
narrow-band masker and the broadband masker. Here, the narrow-band
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in Fig. 5 for noise introduced above and below the signal frequency were
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was observed when noise was added above the signal; as such, associations
of suppression and thresholds for these conditions were weak.
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Temporal modulation transfer functions were obtained using sinusoidal carriers for four normally
hearing subjects and three subjects with mild to moderate cochlear hearing loss. Carrier frequencies
were 1000, 2000 and 5000 Hz, and modulation frequencies ranged from 10 to 640 Hz in one-octave
steps. The normally hearing subjects were tested using levels of 30 and 80 dB SPL. For the higher
level, modulation detection thresholds varied only slightly with modulation frequency for
frequencies up to 80 Hz, but decreased for high modulation frequencies. The decrease can be
attributed to the detection of spectral sidebands. For the lower level, thresholds varied little with
modulation frequency for all three carrier frequencies. The absence of a decrease in the threshold for
large modulation frequencies can be explained by the low sensation level of the spectral sidebands.
The hearing-impaired subjects were tested at 80 dB SPL, except for two cases where the absolute
threshold at the carrier frequency was greater than 70 dB SPL; in these cases a level of 90 dB was
used. The results were consistent with the idea that spectral sidebands were less detectable for the
hearing-impaired than for the normally hearing subjects. For the two lower carrier frequencies, there
were no large decreases in threshold with increasing modulation frequency, and where decreases did
occur, this happened only between 320 and 640 Hz. For the 5000-Hz carrier, thresholds were
roughly constant for modulation frequencies from 10 to 80 or 160 Hz, and then increased
monotonically, becoming unmeasurable at 640 Hz. The results for this carrier may reflect ‘‘pure’’
effects of temporal resolution, without any influence from the detection of spectral sidebands. The
results suggest that temporal resolution for deterministic stimuli is similar for normally hearing and
hearing-impaired listeners. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1385177#

PACS numbers: 43.66.Mk, 43.66.Dc, 43.66.Sr@SPB#

I. INTRODUCTION

One way of characterizing the temporal resolution of the
auditory system is to measure the threshold for detecting
changes in the amplitude of a sound as a function of the
rapidity of the changes. In the simplest case, white noise is
sinusoidally amplitude modulated, and the threshold for de-
tecting the modulation is determined as a function of modu-
lation frequency~Rodenburg, 1977; Viemeister, 1977, 1979!.
The function relating threshold to modulation frequency is
known as a temporal modulation transfer function~TMTF!.
Modulation of white noise does not change its long-term
magnitude spectrum, so one can be reasonably confident that
the pattern of results depends on temporal resolutionper se.
TMTFs obtained in this way generally show a reasonably flat
section for low modulation frequencies. Performance for this
section is presumably determined mainly by the amplitude
resolution of the auditory system. For modulation frequen-
cies above about 50 Hz, sensitivity declines~Rodenburg,
1977; Viemeister, 1977, 1979; Bacon and Viemeister, 1985;
Formby and Muir, 1988; Strickland and Viemeister, 1997!.

The decline is usually interpreted as a measure of the limited
ability of the auditory system to follow rapid amplitude fluc-
tuations.

TMTFs have also been measured using sinusoidal carri-
ers~Zwicker, 1952; Viemeister, 1979; Sek, 1994; Fassel and
Kohlrausch, 1995; Dauet al., 1997a; Strickland and
Viemeister, 1997; Kohlrauschet al., 2000!. In this case, the
interpretation of the results is complicated by the fact that the
modulation introduces spectral sidebands, which may be de-
tected as separate components if they are sufficiently far in
frequency from the carrier frequency~Sek and Moore, 1994;
Kohlrauschet al., 2000!. Even when the sidebands are not
detectable, the results may be influenced by ‘‘off-frequency
listening,’’ i.e., the use of the output of an auditory filter that
is not centered at the carrier frequency. This can happen in
two ways. First, the effective modulation depth at the outputs
of the auditory filters might be greater for a filter centered
close to the frequency of one of the sidebands than for a filter
centered at the carrier frequency. Subjects may be able to
select the filter with the highest modulation at its output. The
extent of the difference between the on-frequency and off-
frequency filters would vary with the frequency separation of
the carrier and sidebands, and hence with modulation fre-
quency~Dau, 1996!, so this form of off-frequency listening
would influence the shape of the TMTF. Second, even when
the frequency separation of the carrier and sidebands is very

a!Author to whom correspondence should be addressed; electronic mail:
bcjm@cus.cam.ac.uk
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small, subjects may make use of the outputs of auditory fil-
ters tuned well above the signal frequency~the high-
frequency side of the excitation pattern!, for which there is
less compression than for filters tuned close to the signal
frequency~Zwicker, 1956, 1970; Robleset al., 1986; Nelson
and Schroder, 1997; Moore and Oxenham, 1998!; the effec-
tive modulation depth would be greater on the high-
frequency side of the excitation pattern. However, since the
compression appears to be very fast-acting~Robles et al.,
1986; Recioet al., 1998!, this form of off-frequency listen-
ing would not be expected to influence the shape of the
TMTF, at least for the range of modulation frequencies
where sidebands are not detectable.

When the carrier frequency is high, the effects of reso-
lution of sidebands and off-frequency listening of the first
type are likely to be small for modulation frequencies up to a
few hundred Hertz. For example, for a carrier frequency of
5000 Hz, the equivalent rectangular bandwidth~ERB! of the
auditory filter is about 560 Hz~Glasberg and Moore, 1990!,
and the ‘‘edge’’ components in complex tones need to be
separated by more than about 0.75 ERB from neighboring
components to be ‘‘heard out’’ as separate tones, even when
all components have equal amplitude~Moore and Ohgushi,
1993!. Thus, the results obtained for low modulation fre-
quencies are likely to reflect temporal resolution rather than
spectral resolution or off-frequency listening. Consistent
with this, TMTFs for high carrier frequencies generally show
an initial flat portion~sensitivity independent of modulation
frequency!, a portion where sensitivity decreases with in-
creasing modulation frequency, presumably reflecting the
limits of temporal resolution, and then a portion where sen-
sitivity increases again, presumably reflecting the detection
of spectral sidebands~Kohlrauschet al., 2000!. The ‘‘transi-
tion’’ modulation frequency, at which sensitivity is worst,
increases with increasing carrier frequency, and typically is
about 5%–6% of the carrier frequency~about 0.5 ERB!
~Kohlrauschet al., 2000!.

The initial flat portion of the TMTF extends to about
100–120 Hz for sinusoidal carriers, but only to 50 or 60 Hz
for a broadband noise carrier. It has been suggested that the
discrepancy occurs because of the inherent amplitude fluc-
tuations in a noise carrier, which limit the detectability of the
imposed modulation~Fleischer, 1982; Dau, 1996; Dauet al.,
1997a, 1997b, 1999!. The effect of the inherent fluctuations
depends upon their similarity to the imposed modulation.
When a narrowband noise carrier is used, which has rela-
tively slow inherent amplitude fluctuations, TMTFs show the
poorest sensitivity for low modulation frequencies~Fleischer,
1982; Dauet al., 1997a!. In principle, then, TMTFs obtained
using sinusoidal carriers provide a better measure of the in-
herent temporal resolution of the auditory system than
TMTFs obtained using noise carriers, provided that the
modulation frequency is within the range where spectral
resolution does not play a major role.

The present study compares TMTFs obtained using
sinusoidal carriers for normally hearing subjects and for sub-
jects with cochlear hearing loss. The latter have reduced fre-
quency selectivity~Pick et al., 1977; Glasberg and Moore,

1986; for a review, see Moore, 1998! and so the modulation
frequency at which spectral resolution starts to play a role
should be higher than for normally hearing subjects. Thus,
for subjects with cochlear hearing loss, TMTFs for sinu-
soidal carriers should be influenced mainly by temporal reso-
lution over a relatively wide range of modulation frequen-
cies.

Several previous studies measuring TMTFs for hearing-
impaired subjects have used broadband noise carriers. These
studies showed that hearing-impaired listeners were gener-
ally less sensitive to high frequencies of modulation than
normal listeners~Formby, 1982; Lamoreet al., 1984; Bacon
and Viemeister, 1985!. However, this may have been largely
a consequence of the fact that high frequencies were inau-
dible to the impaired listeners~Bacon and Viemeister, 1985!;
most of the subjects used had greater hearing losses at high
frequencies than at low. Bacon and Gleitman~1992! mea-
sured TMTFs for broadband noise using subjects with rela-
tively flat hearing losses. They found that at equal~high!
SPLs performance was similar for hearing-impaired and nor-
mally hearing subjects. At equal~low! SLs, the hearing-
impaired subjects tended to perform better than the normally
hearing subjects. Mooreet al. ~1992! controlled for the ef-
fects of listening bandwidth by measuring TMTFs for an
octave-wide noise band centered at 2 kHz, using subjects
with unilateral and bilateral cochlear hearing loss. Over the
frequency range covered by the noise, the subjects had rea-
sonably constant thresholds as a function of frequency, both
in their normal and their impaired ears. This ensured that
there were no differences between subjects or ears in terms
of the range of audible frequencies in the noise. To ensure
that subjects were not making use of information from fre-
quencies outside the nominal passband of the noise, the
modulated carrier was presented in an unmodulated broad-
band noise background. For the subjects with unilateral im-
pairments, performance was similar for the normal and im-
paired ears, both at equal SPL and equal SL.

The present study was intended to provide more infor-
mation about temporal resolution for listeners with cochlear
hearing loss, using carriers without inherent fluctuations, i.e.,
sinusoids. This is important since the inherent fluctuations in
a noise carrier may have different effects for normally hear-
ing and hearing-impaired subjects. For example, loudness
recruitment appears to have the effect of magnifying the per-
ceived fluctuation of a modulated sound~Moore et al.,
1996!, and this may have adverse effects on temporal reso-
lution, at least for the task of gap detection~Moore and Glas-
berg, 1988; Glasberg and Moore, 1992; Mooreet al., 2001!;
see, however, Hallet al. ~1998!. In addition, we wished to
clarify the role of spectral sidebands in modulation detection
by hearing-impaired subjects. We anticipated that the re-
duced frequency selectivity of listeners with cochlear hearing
loss would lead to poorer resolution of spectral sidebands,
allowing temporal resolutionper seto be measured over a
relatively wide range of modulation frequencies.
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II. THE EXPERIMENT: TMTFs FOR SINUSOIDAL
CARRIERS

A. Procedure

Thresholds for the detection of sinusoidal amplitude
modulation~AM ! of a sinusoidal carrier were measured us-
ing a three-alternative forced-choice three-down one-up pro-
cedure tracking the 79.4% point on the psychometric func-
tion. The carrier was gated, and it was unmodulated in two of
the intervals and modulated in the other; subjects had to
indicate the interval containing the modulated carrier. Obser-
vation intervals were marked by lights on the response box
and feedback was provided after each trial by a light indicat-
ing the correct interval. Twelve turnpoints were obtained in a
given run, and the threshold estimate for that run was taken
as the mean value of 20 logm at the last eight turnpoints
~wherem is the modulation index!. The step size~defined in
terms of 20 logm! was 5 dB up to the first four turnpoints,
and 2 dB thereafter. At least three runs were obtained for
each condition.

B. Stimuli

The carrier frequency was 1000, 2000, or 5000 Hz. The
modulation frequency was 10, 20, 40, 80, 160, 320, or 640
Hz. Each carrier burst lasted 540 ms, including 20 ms raised-
cosine rise/fall ramps. The interval between bursts within a
trial was 500 ms. The overall level of the modulated and
unmodulated stimuli was the same, regardless of modulation
depth. The normally hearing subjects were tested using lev-
els of 30 and 80 dB SPL. The hearing-impaired subjects
were, in most cases, tested only using a level of 80 dB SPL.
For two subjects, GW and TT, the absolute thresholds at
5000 Hz were above 70 dB SPL, and a level of 90 dB was
used for this frequency. At the levels used, the sensation
levels were in a similar range to those for the normally hear-
ing subjects tested at 30 dB SPL, i.e., 15–30 dB SL.

Stimuli were digitally generated using a Tucker–Davis
Technologies~TDT! system with a 16-bit digital-to-analog
converter~DD1, 50-kHz sampling rate!, lowpass filtered at
20 kHz ~Kemo VBF8, mark 4!, attenuated~TDT PA4!,
passed through a headphone buffer~TDT HB6!, and deliv-
ered to a double-walled sound attenuating booth. Stimuli
were delivered to one earpiece of a Sennheiser HD580 head-
phone via a final manual attenuator~Hatfield 2125!. Sound
levels are specified as levels close to the eardrum; the fre-

quency response of the HD580 at the eardrum was estimated
using a KEMAR manikin~Burkhard and Sachs, 1975!, aver-
aging the results for the large and small ears.

C. Subjects

Four normally hearing subjects were tested, with ages
ranging from 23 to 54 years. One was author BG. All had
absolute thresholds better than 15 dB HL at all audiometric
frequencies in the ear tested. Three subjects with symmetri-
cal mild to moderate cochlear hearing loss were tested. Their
ages in years were 84~GW!, 80 ~TT!, and 70~AR!. Their
absolute thresholds for the test ear, measured using manual
audiometry~Grason–Stadler GSI-16 audiometer! are given
in Table I. Table I also gives thresholds in dB SPL at the test
frequencies, estimated using a three-alternative forced-
choice, three-down one-up procedure. Impedance audiom-
etry revealed normal middle-ear function. All subjects were
trained until their performance appeared to be stable. This
took only a few hours. All subjects except BG were paid for
their services.

III. RESULTS

Individual results for the normally hearing subjects are
shown in Fig. 1. Note that the results are plotted with worst
performance at the top of they axis, opposite to the way in
which TMTFs are often plotted. To avoid clutter, error bars
are not shown. The standard deviation of the three threshold
estimates for a given subject and condition was typically
about 1 dB. The pattern of results was similar across sub-
jects, and mean data are shown in Fig. 2. Performance was
better for the higher carrier level~open symbols!, than for the
lower level, which is consistent with earlier work~Riesz,
1928; Zwicker, 1952; Kohlrauschet al., 2000!. The effect of
level for low modulation frequencies can be attributed to two
factors. First, at high levels the excitation pattern spreads
over a greater range of center frequencies. Subjects can prob-
ably combine information from different parts of the pattern
~i.e., across auditory filters! in order to improve performance
~Florentine and Buus, 1981; Moore and Sek, 1994!. Second,
as noted earlier, at high levels subjects can use information
from the high-frequency side of the excitation pattern, for
which there is less compression than at the peak of the pat-
tern ~Zwicker, 1956; Zwicker, 1970; Nelson and Schroder,
1997; Moore and Oxenham, 1998!.

TABLE I. Absolute thresholds for the test ears of the hearing-impaired subjects, measured in two ways:~1!
using conventional manual audiometry, and expressed in dB HL;~2! using a three-alternative forced-choice
procedure, and in dB SPL.

Frequency~Hz!
Subject 250 500 1000 2000 4000 5000 8000

GW HL 40 50 60 55 65 70
SPL 66.5 65.5 74.9

TT HL 40 35 35 50 60 65
SPL 44.9 65.3 77.2

AR HL 30 35 40 45 50 50
SPL 51.1 65.2 61.2
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For high modulation frequencies, performance at the
high level improved markedly for the two lower carrier fre-
quencies, and the improvement started at a lower modulation
frequency for the 1000-Hz carrier~circles! than for the
2000-Hz carrier~squares!. For the 5000-Hz carrier frequency
~triangles!, performance tended to worsen slightly as the
modulation frequency was increased from 80 to 320 Hz, and
then improved slightly for the highest modulation frequency.
The improvement in performance with increasing modula-
tion frequency almost certainly reflects the detection of spec-

tral sidebands. For the 1000-Hz carrier, these appear to be
clearly detectable for the modulation frequency of 160 Hz,
while for the 2000-Hz carrier they are detectable for the
modulation frequency of 320 Hz.

For the lower carrier level, thresholds did not vary mark-
edly with modulation frequency, except at 640 Hz, where
there was a small increase in threshold for the 5000-Hz car-
rier and a small decrease for the 2000-Hz carrier. Mean per-
formance was slightly better for the 1000-Hz carrier than for
the other two carriers, probably reflecting the fact that the
average SL was slightly higher at 1000 Hz~26 dB SL! than
at 2000 Hz~19 dB SL! or 5000 Hz~19 dB SL!. Even though
thresholds did not vary markedly with modulation frequency,
the mechanism underlying modulation detection presumably
did change. The failure of thresholds to decrease for the large
modulation frequencies presumably reflects the low SL of
the stimuli. The value of 20 logm at threshold was typically
around216 dB for the 1000-Hz carrier, which means that
each sideband had a level 22 dB below the carrier level.
Thus, each sideband had a level of about 8 dB SPL, which
was just above the mean absolute threshold of 4 dB SPL~at
1000 Hz!. For the 2000- and 4000-Hz carriers, the sideband
level was about 12 dB SPL, again, just above the mean ab-
solute threshold of 11 dB SPL. Modulation detection thresh-
olds for the highest modulation frequencies were presumably
mediated by sideband detection for the two lower carrier
frequencies, but the low overall level of the stimuli did not
allow thresholds to fall below about212 to 216 dB.

The small rise in threshold for the 5000-Hz carrier for
the 640-Hz modulation frequency probably occurred because
temporal resolution was relatively poor at that frequency, but
the spectral sidebands were not sufficiently separated from
the carrier to be easily detectable. Consistent with this, cal-

FIG. 1. Individual results for the four normally hearing
subjects. The modulation detection threshold~20 logm!
is plotted as a function of modulation frequency. The
parameters are level and carrier frequency, as indicated
in the key. Each panel shows results for one subject.

FIG. 2. Mean results for the four normally hearing subjects. Otherwise as in
Fig. 1.
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culations based on the excitation-pattern program published
by Glasberg and Moore~1990! indicate that the excitation
level produced by a 30-dB SPL 5000-Hz tone is only about
10 dB down from the peak excitation level for frequencies
640 Hz on either side of 5000 Hz. To be detectable, each
sideband would have to have a level comparable to the ex-
citation level of the carrier, which would require a value of
20 logm of about24. This is close to the observed threshold
values.

The individual results for the hearing-impaired subjects
are shown in Fig. 3. Symbols with up-pointing arrows indi-
cate cases where thresholds could not be measured, as even
m51 ~100% modulation! did not lead to sufficient detect-
ability. For low modulation frequencies, the thresholds are
similar to those for the normally hearing subjects with the
carrier level of 80 dB SPL, and are generally lower~better!
than the thresholds obtained for the carrier level of 30 dB
SPL. Since the SLs of the stimuli for the hearing-impaired
subjects were similar to those for the normally hearing sub-
jects for the 30-dB carrier level, the results indicate that the
hearing-impaired subjects were better than the normally
hearing subjects at AM detection when the stimuli were at

similar SLs. This is consistent with previous research indi-
cating that at equal low SLs amplitude resolution can be
better for subjects with cochlear hearing loss than for nor-
mally hearing subjects~Jerger et al., 1959; Buus et al.,
1982a, 1982b; Moore, 1995!.

Consider first the results for the 1000-Hz carrier. For TT,
who had the smallest hearing loss at this frequency~see
Table I!, the pattern of results resembles that found for the
normally hearing listeners at the 30-dB SPL carrier level; the
thresholds varied only slightly with modulation frequency.
For subject AR, who has a slightly greater hearing loss at this
frequency, the thresholds decreased by about 5 dB as the
modulation frequency was increased from 10 to 40 Hz, re-
mained constant up to 160 Hz, increased at 320 Hz, and then
decreased by about 4 dB at 640 Hz. The increase at 320 Hz
presumably reflects the effects of temporal resolution, while
the decrease at 640 Hz reflects detection of a spectral side-
band; probably it was the lower sideband that was detected,
as AR had only a mild hearing loss for frequencies below
1000 Hz. For the modulation frequency of 160 Hz, it is very
unlikely that spectral sidebands were detectable; at the
modulation detection threshold, each sideband would have
had a level of 44 dB SPL, which would have been below the
absolute threshold. Thus, the results for AR indicate that
temporal resolution is as good for a modulation frequency of
160 Hz as it is for lower modulation frequencies. The thresh-
olds for GW for the 1000-Hz carrier rose slightly as the
modulation frequency was increased from 10 to 20 Hz, re-
mained roughly constant for frequencies from 20 to 80 Hz,
increased slightly as the frequency increased to 160 and 320
Hz, and then decreased slightly at 640 Hz. The decrease at
640 Hz presumably reflects detection of a spectral sideband;
the level of each sideband was 61 dB SPL, which would
have been just above the absolute threshold at 360 Hz~but
below the absolute threshold at 1640 Hz!. Again, the results
suggest relatively good temporal resolution for modulation
frequencies up to 160 Hz.

Consider next the results for the 2000-Hz carrier
~squares!. For all three subjects, thresholds were roughly
constant for modulation frequencies up to 80 Hz, and in-
creased with increasing modulation frequency from 80 to
320 Hz. This increase probably reflects the effects of tempo-
ral resolution. For the modulation frequency of 640 Hz,
threshold was unmeasurable for GW. She was probably un-
able to detect the AMper seat this modulation frequency,
while at the same time she was unable to detect the spectral
sidebands, either because of poor frequency selectivity, or
because the sidebands were too close to absolute threshold,
or both. For subject AR, the threshold for the modulation
frequency of 640 Hz was only slightly higher than that for
the frequency of 320 Hz. Probably, the threshold for the
640-Hz frequency was determined by detection of the spec-
tral sideband at 1360 Hz, whose level of 57 dB would have
been just above the absolute threshold. For subject TT, the
threshold for the modulation frequency of 640 Hz was
slightly lower than that for the frequency of 320 Hz, presum-
ably reflecting his ability to detect the spectral sideband at
1360 Hz, whose level of 59 dB would again have been some-
what above the absolute threshold.

FIG. 3. Individual results for the hearing-impaired subjects. The modulation
detection threshold~20 logm! is plotted as a function of modulation fre-
quency. The parameter is carrier frequency, as indicated in the key. The level
was 80 dB SPL, except for the 5000-Hz carrier for subjects GW and TT,
where the level was 90 dB SPL. Error bars indicate6 one standard devia-
tion. They are omitted when they would be smaller than the size of the
symbol used to represent a given point.
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Finally, consider the results for the 5000-Hz carrier~tri-
angles!. Recall that for this carrier, GW and TT were tested
at a level of 90 dB SPL. The pattern of results was similar for
all three subjects. Thresholds were roughly independent of
modulation frequency for frequencies up to 80 Hz~GW and
AR! or 160 Hz~TT!, and increased for modulation frequen-
cies above that. Threshold could not be determined for any
subject for the 640-Hz modulation frequency. The results for
the 5000-Hz carrier probably reflect ‘‘pure’’ effects of tem-
poral resolution, free from any influence of the detection of
spectral sidebands.

IV. DISCUSSION

The results are consistent with the idea that, for high
modulation rates, spectral sidebands were less detectable for
the hearing-impaired than for the normally hearing subjects.
Indeed, for the 5000-Hz carrier, it appears that spectral side-
bands were not detectable at all for the hearing-impaired sub-
jects. It is noteworthy that, for this carrier frequency, the
hearing-impaired subjects could not detect the modulation
for the 640-Hz modulation frequency. However, this may
partly reflect the relatively low SL of the stimuli, since per-
formance on several measures of temporal resolution wors-
ens at very low SLs. These measures include TMTFs~Bacon
and Viemeister, 1985; Kohlrauschet al., 2000!, gap detection
~Plomp, 1964; Shailer and Moore, 1983!, and the rate of
recovery from forward masking~Glasberg et al. 1987!.
Hearing-impaired subjects might be able to detect 640-Hz
AM at higher overall levels. Bacon and Gleitman~1992!
have presented data consistent with this idea. They measured
TMTFs with a broadband noise carrier, using normally hear-
ing subjects and subjects with relatively flat hearing losses.
When the SL of the carrier was about 20 dB, the normally
hearing subjects could not detect AM at frequencies above
256 Hz, whereas when the SL was increased to 30 dB they
could detect AM at frequencies up to 1024 Hz. The results
for their hearing-impaired subjects showed individual vari-
ability, but also tended to improve with increasing SL. At the
SL of 20 dB, the modulation thresholds for the hearing-
impaired subjects were often lower~better! than for the nor-
mally hearing subjects, which is consistent with our own
results. It should be noted that theshapesof TMTFs for
noise carriers do not vary markedly with level. Sensation
level seems mainly to affect amplitude resolution, as re-
flected in the asymptotic modulation detection threshold for
low modulation frequencies.

We have interpreted the results for the normally hearing
subjects as resulting from the combined effects of detection
of the modulationper seand detection of spectral sidebands
at large modulation rates. However, it is also possible that,
for the 80-dB carrier level, the normally hearing subjects
detected a distortion component at the modulation frequency.
Evidence for the existence of such a distortion product, when
bandpass noise carriers are used, has been provided by
Wiegrebe and Patterson~1999!. For a bandpass filtered noise
carrier with a level per ERB~Glasberg and Moore, 1990! of
about 72 dB SPL, modulated withm51 ~20 logm50 dB!,
they estimated the level of the distortion product to be about
20 dB SPL, i.e., about 52 dB below the effective level of the

carrier. The modulation thresholds measured in our experi-
ment for the normally hearing subjects for the 80-dB carrier
were mostly below220 dB for modulation frequencies of
160 Hz and below, corresponding tom50.1; for higher
modulation frequencies the thresholds were even lower. At
these reduced modulation depths, we would expect the rela-
tive level of the distortion product at the modulation fre-
quency to be at least 20 dB lower, i.e., 72 dB or more below
the carrier level. Thus, the effective level of the distortion
product at the modulation frequency is expected to be 8 dB
SPL or less. Since the absolute thresholds of our subjects at
low frequencies~160 Hz and below! were well above 8 dB
SPL, it seems unlikely that our results were influenced by
detection of a distortion product at the modulation frequency.

Temporal resolution measured using TMTFs is often
characterized by a time constant,t, defined as 1/(2p f c),
where f c is the frequency at which sensitivity has declined
by 3 dB relative to that measured for low modulation fre-
quencies. Such a measure cannot be applied to the data for
our normally hearing subjects, as, in most cases, there was
not a 3-dB decline in sensitivity at any modulation fre-
quency. The failure to find a decline presumably reflects the
ability of the subjects to detect spectral sidebands at high
modulation frequencies. However, TMTFs obtained using
sinusoidal carriers do sometimes show a region of decreased
sensitivity for normally hearing subjects, especially when a
very high carrier frequency is used~Kohlrauschet al., 2000!;
sensitivity at first decreases and then increases again for very
large modulation frequencies. The value off c in such cases
is typically about 150 to 200 Hz, giving a value oft of about
1.1 to 0.8 ms. For the mean data of our hearing-impaired
subjects obtained with the 5000-Hz carrier, the value off c

was 155 Hz~t'1 ms!. Thus, there is no indication of re-
duced temporal resolution in our hearing-impaired subjects.

V. CONCLUSIONS

~1! The TMTFs obtained using sinusoidal carriers with
normally hearing subjects resemble those found by previous
researchers. Modulation detection thresholds for low modu-
lation rates reflect the effects of both amplitude resolution
and temporal resolution. Modulation detection thresholds for
high modulation rates reflect the detection of spectral side-
bands. The modulation rate at which the spectral sidebands
first become detectable increases with increasing carrier fre-
quency. Performance was better for a carrier level of 80 dB
SPL than for a carrier level of 30 dB SPL, especially at high
modulation rates.

~2! For low modulation rates, modulation detection
thresholds for the hearing-impaired subjects tested at 80 dB
SPL were similar to those for the normally hearing subjects
at 80 dB SPL, and lower~better! than for the normally hear-
ing subjects at 30 dB SPL. This indicates that, at similar SLs,
hearing-impaired subjects perform better than normally hear-
ing subjects.

~3! For high modulation rates, thresholds for the
hearing-impaired subjects usually did not decline with in-
creasing modulation rate, and when they did, the decreased
was small. This suggests that spectral sidebands were less
detectable for the hearing-impaired than for the normally
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hearing subjects. For the 5000-Hz carrier, it appears that
spectral sidebands were not detectable at all, as performance
worsened monotonically with increasing modulation rate.

~4! For the 5000-Hz carrier, the cutoff frequency of the
TMTF was about 155 Hz, corresponding to a time constant
of about 1 ms. These values are similar to those for normally
hearing subjects. Thus, the results suggest that temporal reso-
lution for deterministic stimuli is similar for hearing-
impaired and for normally hearing subjects.
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This article presents a quantitative binaural signal detection model which extends the monaural
model described by Dauet al. @J. Acoust. Soc. Am.99, 3615–3622~1996!#. The model is divided
into three stages. The first stage comprises peripheral preprocessing in the right and left monaural
channels. The second stage is a binaural processor which produces a time-dependent internal
representation of the binaurally presented stimuli. This stage is based on the Jeffress delay line
extended with tapped attenuator lines. Through this extension, the internal representation codes both
interaural time and intensity differences. In contrast to most present-day models, which are based on
excitatory–excitatory interaction, the binaural interaction in the present model is based on
contralateral inhibition of ipsilateral signals. The last stage, a central processor, extracts a decision
variable that can be used to detect the presence of a signal in a detection task, but could also derive
information about the position and the compactness of a sound source. In two accompanying
articles, the model predictions are compared with data obtained with human observers in a great
variety of experimental conditions. ©2001 Acoustical Society of America.
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PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc@DWG#

I. INTRODUCTION

Over the past decades many models of binaural process-
ing have emerged that address various aspects of binaural
hearing. Among other things, these models are able to predict
the intracranial locus of a binaural sound~Lindemann, 1985;
Raatgever and Bilsen, 1986; Sternet al., 1988; Shackleton
et al., 1992; Gaik, 1993! or account for binaural masking
level differences~Durlach, 1963; Green, 1966; Colburn,
1977; Stern and Shear, 1996; Bernstein and Trahiotis, 1996!,
as well as for binaural pitch phenomena~Bilsen and Gold-
stein, 1974; Bilsen, 1977; Raatgever and Bilsen, 1986; Raat-
gever and van Keulen, 1992; Cullinget al., 1996!. The ma-
jority of these models rely on the coincidence counter
hypothesis following an internal delay line as suggested by
Jeffress~1948!. The physiological basis for such coincidence
counters are the so-called excitation–excitation~EE!-type
cells ~Roseet al., 1966; Goldberg and Brown, 1969; Yin and
Chan, 1990; Joris and Yin, 1995; Joris, 1996; Batraet al.,
1997a, b!. These cells are found in the medial superior olive.
Their discharge rate in response to binaural stimulation de-
pends on the interaural time difference~ITD! and, at favor-
able ITDs, i.e., when exhibiting maximum response, typi-
cally exceeds the sum of the responses for either ear alone
~Goldberg and Brown, 1969!. This favorable ITD is referred
to as the cell’sbest delay. If a given neuron is activated by
different frequencies, the different periodic discharge curves
appear to reach a maximum amplitude for the same interau-
ral delay of the stimulus. This delay is referred to as the

cell’s characteristic delayand provides an estimate of the
difference in travel time from each ear to the coincidence
detector.

In models based on an array of EE-type cells with a
range of characteristic delays, the neural discharge rate re-
sulting from the EE interaction is usually modeled as an
interaural cross-correlation function. The intracranial locus
of a sound presented with a certain interaural time difference
is usually assumed to be based on the locus of the largest
neural activity or on the centroid computed along the internal
delay line. For a signal without any interaural time disparity,
the interaural cross-correlation function is maximum at an
internal delay of zero. An interaural time difference results in
a shift of the cross-correlation function along the delay axis
and hence leads to a predicted lateralization.

Some of these models also allow for the prediction of
binaural masking level differences~BMLD !. When a broad-
band noise is presented in phase to both ears, and pure tones
are presented out of phase to each ear simultaneously~NoSp
condition!, the masked threshold is generally lower than
when both the noise and the tone are presented in phase
~NoSo condition! ~Hirsh, 1948a; Hafter and Carrier, 1970;
Zurek and Durlach, 1987!. Within the framework of these
models, the detection of the Sp signal is based on the reduc-
tion of the cross-correlation value for NoSp due to the addi-
tion of the test signal~Colburn, 1973, 1977; Colburn and
Latimer, 1978; Durlachet al., 1986; van de Par and Kohl-
rausch, 1995; Bernstein and Trahiotis, 1996; Stern and Shear,
1996!.

Another important theory of binaural hearing is the
equalization–cancellation~EC! theory ~Durlach, 1963,
1972!. The basic idea of the EC theory is that the auditory

a!Now at: Philips Research Laboratories Eindhoven, Prof. Holstlaan 4,
NL-5656 AA Eindhoven, The Netherlands. Electronic mail:
jeroen.breebaart@philips.com
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system attempts to eliminate masking components by first
transforming the stimuli presented to the two ears in order to
equalize the two masking components~E-process!. Possible
equalization transformations are interaural level adjustments
and internal time delays, but also internal phase shifts have
been suggested as part of the transformation repertoire. It is
assumed that this E-process is performed imperfectly due to
internal errors. Consequently, if the stimulus in one ear is
subtracted from the stimulus in the other ear~C-process!,
part of the energy of the masker cannot be canceled. For
many binaural masking conditions, this operation leads to an
improvement in the signal-to-masker ratio and hence to the
prediction of a BMLD. The EC theory proposed by Durlach
is purely analytical. More recently, time-domain EC models
have emerged which besides BMLDs~cf. Culling and Sum-
merfield, 1995; Zerbs, 2000! also account for binaural pitch
phenomena~Culling and Summerfield, 1998!.

There is some support from physiological data that an
EC-like process exists in the mammalian auditory system. A
subgroup of cells in the lateral superior olive~LSO! and a
subgroup of cells in the inferior colliculus~IC! are excited by
the signals from one ear and inhibited by the signals from the
other ear~Roseet al., 1966; Boudreau and Tsuchitani, 1968;
Kuwadaet al., 1984; Joris and Yin, 1995; Batraet al., 1997a,
b; Palmeret al., 1997; McAlpineet al., 1998!. The cells in
the LSO are typically excited by the ipsilateral ear and in-
hibited by the contralateral ear and are therefore classified as
EI-type ~excitation–inhibition! cells. For neurons situated in
the IC the excitatory and inhibitory channels are typically
reversed and these cells are classified as IE-type cells. The
opposite influence of the two ears makes these cells sensitive
to interaural intensity differences~IIDs!. With increasing in-
hibitory level, the neuron’s activity decreases up to a certain
level where its activity is completely inhibited. The IID nec-
essary to completely inhibit the cell’s response varies across
neurons~Parket al., 1997; Tsuchitani, 1997; Park, 1998!. We
refer to the minimum interaural intensity difference needed
to completely inhibit the activity as the neuron’scharacter-
istic IID. Within a phenomenological context we may think
of the whole population of EI-type neurons with different
characteristic IIDs as multiple ‘‘taps’’ wherein differences in
level between channels are processed in parallel, very similar
to the ITD sensitivity for EE-type neurons. There are some
suggestive data for the LSO~Park et al., 1997; Tsuchitani,
1997! and for the IC~Irvine and Gago, 1990! that the IID
sensitivity of EI-type neurons reflects the differences in
threshold between the excitatory and inhibitory inputs that
innervate each EI-type cell. In addition to IID sensitivity,
EI-type cells have been reported to exhibit ITD sensitivity as
well ~Joris and Yin, 1995; Joris, 1996; Park, 1998!. These
results suggest that both ITD and IID sensitivity may be
understood by considering the outcome of a subtractive
mechanism for EI-type neurons with a characteristic IIDand
ITD.

Despite this apparent similarity between EI-type cell
properties and the basic mechanism of the EC theory, it is
uncertain to what extent EI-type neurons contribute to bin-
aural hearing phenomena in humans. In experimental ani-
mals, ITD-sensitive IE units only comprise 12% of low-

frequency units in the IC~Palmeret al., 1997!. Furthermore,
anatomical studies revealed that the LSO in humans is much
less well developed than in experimental animals~Moore,
1987!. Hence the physiological basis for a human binaural
processing model based on EI-type neurons is uncertain.

Although the two binaural mechanisms previously de-
scribed are different in their phenomenological properties,
this does not necessarily mean that these processes differ in
terms of their predictive scope. In fact, Domnitz and Colburn
~1976! argued that for an interaurally out-of-phase tonal sig-
nal masked by a diotic Gaussian noise, a model based on the
interaural correlation and a model based on the distribution
of the interaural differences will predict essentially the same
thresholds. Furthermore, Colburn and Durlach~1978! and
Green~1992! stated that the decision variables based on the
correlation and on an EC mechanism are linear functions of
one another, hence resulting in equivalent predictions. Con-
sequently, as written in Colburn and Durlach~1978!, the ef-
fect of interaural parameters of both the masker and signal
can be accounted for independently of whether the decision
variable is identified with the interaural correlation or with
the interaural differences.

Recently, however, it has been shown that in certain
other conditions, differences exist between these models. For
example, Breebaartet al. ~1999! showed that NoSp condi-
tions with non-Gaussian noise result in different predictions
for the two theories. It was argued that an EC-like model
may be favored over a model based on the cross correlation
in that it describes thresholds for static and dynamically
varying ITDs and IIDs more satisfactorily: it provides a way
to describe sensitivity to IIDs and ITDs, as well as binaural
detection data with one single parameter. Second, Breebaart
and Kohlrausch~2001! demonstrated that uncertainty in the
binaural parameters is treated differently by models based on
the correlation compared to models based on an EC-like
mechanism. A third difference between the two binaural
mechanisms is related to the temporal processing. More spe-
cifically, the effect of signal and masker duration in an NoSp
condition is difficult to understand in terms of the cross cor-
relation ~see Sec. V!. A fourth difference is related to
stimulus-level variability. The EC-type detection process is
not vulnerable to stimulus level variability. Cross-
correlation-based models, on the other hand, require specific
accommodations to reduce the detrimental effects of stimu-
lus level variability on detection performance in narrow-band
noise conditions~see van de Paret al., 2001; Colburn and
Isabelle, 2001!.

In summary, for many binaural detection conditions,
models based on the EC theory and models based on the
cross correlation are expected to give very similar predic-
tions. In conditions where these predictions are not similar,
however, a model based on an EC mechanism may be fa-
vored over a cross-correlation model because of its wider
predictive scope and the fact that less specific assumptions
have to be made. We therefore have chosen to base the bin-
aural interaction in our model on an EI-like interaction. This
choice will be further motivated in Sec. VII.
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II. MODEL PHILOSOPHY

Two different approaches can be pursued when develop-
ing a model. An important category of models is purely ana-
lytical. This means that the model and its predictions heavily
rely on stimulus statistics rather than on explicit waveforms.
This class of models provides a powerful means to under-
stand many aspects of data in the literature, independent of
details of realization. At the same time the analytical nature
presents us with the limitation that it is very difficult to ob-
tain predictions for arbitrary stimulus configurations, like for
frozen-noise tokens. This drawback conflicts with the most
important objective in our modeling efforts: to develop a
model that can simulate a wide variety of binaural detection
datawithout any restrictions with respect to the stimuli. In
this respect, we followed the philosophy of Dauet al.
~1996a! to make the model applicable to binaural conditions
with stochastic as well as deterministic stimuli, such as fro-
zen noise. Therefore, the model must be able to deal with
actual time signals and each processing stage of the model
must be described accordingly. The advantage of this ap-
proach is that the model can be used as an artificial observer,
for example, in a three-interval, forced-choice procedure
with adaptive signal adjustment or for measuring psychomet-
ric functions. We tried to combine this philosophy with the
requirements of binaural models that were discussed by Col-
burn and Durlach~1978!, who stated that all published mod-
els were deficient in at least one of the following areas:

~1! Providing a complete quantitative description of how the
stimulus waveforms are processed and of how this pro-
cessing is corrupted by internal noise.

~2! Having a sufficiently small number of free parameters in
the model to prevent the model from becoming merely a
transformation of coordinates or an elaborate curve-fit.

~3! Taking account of general perceptual principles in mod-
eling the higher-level, more central portions of the sys-
tem for which there are no adequate systematic physi-
ological results available.

~4! Deriving all the predictions that follow from the assump-
tions of the model and comparing these predictions to all
the relevant data.

~5! Relating the assumptions and parameters of the model in
a serious manner to known physiological results.

With respect to the first two points, we decided to ex-
pand the monaural detection model developed by Dauet al.
~1996a!. This model provides a detailed description of the
processing of stimulus waveforms and the extension of this
model to a binaural model requires only a few extra model
parameters. This extension has the advantage that the large
predictive scope of the original monaural model is inherited
by the current model. A detailed description of the complete
model and its various stages are given in Secs. III–VI.

As noted by Colburn and Durlach~1978! in their third
point, it is presently not possible to base the central decision
process on systematic physiological data. The analysis stage
of the current model is therefore based on mathematical prin-
ciples rather than physiological knowledge. In particular, an
adaptive template-matching procedure was incorporated. The

idea of template matching has been used before in modeling
monaural auditory perception~cf. Dau, 1992; Dauet al.,
1996a! and also for binaural perception~Holube et al.,
1995!. A new feature that was added is the adaptive nature of
the template-matching procedure: if the signal level is
changed during a run in a forced-choice detection task with
adaptive signal-level adjustment, the model adapts its inter-
nal templates accordingly. The advantage of this approach is
that the model does not need to ‘‘learn’’ the stimulus and
available detection cues beforehand and hence simulations
can start on the fly~as real subjects do!.

With respect to the fourth and fifth points raised by Col-
burn and Durlach~1978!, we refer to the two accompanying
articles, which focus on simulations of various detection ex-
periments. In particular, Breebaartet al. ~2001a! focuses on
spectral and interaural parameters of the stimuli, and Bree-
baartet al. ~2001b! deals with temporal stimulus properties.

III. MODEL OVERVIEW

The model is divided into three stages as shown in Fig.
1. The first stage comprises peripheral preprocessing, includ-
ing the spectral filtering and hair cell transduction in the
cochlea. In the second stage, the binaural processor, the sig-
nals from one ear are compared to the corresponding signals
from the other ear by means of EI interactions as a function
of the internal characteristic IID and ITD. The third stage is
a central processor. This stage can decide whether a signal is
present in a masker, but in principle could also extract local-
ization information from the EI-type activity pattern. This
central stage receives both the outputs of the binaural pro-
cessor as well as the direct outputs of the peripheral prepro-
cessor. Each box within the three stages of Fig. 1 represents
a building block which is a functional or phenomenological
model of physiological stages in the mammalian auditory
system. Each stage and its building blocks will be specified
separately in the following sections.

IV. PERIPHERAL PROCESSING STAGE

The first stage of the model simulates the effective sig-
nal processing of the peripheral auditory system resulting
from the outer, middle, and inner ear and the auditory nerve.
This stage is very similar to the implementation described by
Dauet al. ~1996a!. The processing blocks have the following
properties:

~1! The combined outer and middle ear transfer function is
modeled by a time-invariant bandpass filter with a rolloff
of 6 dB/oct below 1 kHz and26 dB/oct above 4 kHz.
This filter is sufficient to simulate headphone data. For
simulations with directional sound, additional convolu-
tion with a corresponding head-related transfer function
~HRTF! would be necessary. Since we only simulate
headphone experiments in this article and the two subse-
quent articles, HRTF filtering is not included.

~2! The cochlea including the basilar membrane is modeled
by a third-order gammatone filterbank~Johannesma,
1972; Pattersonet al., 1988!, using filters with a band-
width corresponding to the equivalent rectangular band-
width ~ERB! ~Glasberg and Moore, 1990!. The spectral
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spacing is two filters per ERB. Because of the linear
behavior of the gammatone filterbank, basilar membrane
nonlinearities such as compression are not included in
this stage.

~3! To incorporate an absolute threshold~i.e., a noise floor!,
an independent Gaussian noise is added to each signal
originating from the filterbank. The noise is statistically
independent for each frequency channel and has a level
which corresponds to a sound pressure level of 60mPa
~i.e., 9.4 dB SPL!. This value is chosen such that the
absolute threshold of a 2-kHz input signal with a level of
5 dB SPL results in a level increase of about 1 dB. In
combination with the effect of stage 1, the model thus
has a frequency-dependent absolute threshold. For long-
duration sinusoidal signals, this threshold is about 5 dB
SPL between 1 and 4 kHz.

~4! The effective signal processing of the inner hair cells is
modeled by a half-wave rectifier, followed by a fifth-
order low-pass filter with a cutoff frequency~23 dB
point! of 770 Hz. For frequencies below about 770 Hz,
the low-pass filter has~almost! no effect on the output.
Hence only the negative phase of the waveform is lost

and therefore the timing information in the fine structure
of the waveform is preserved at the output. For frequen-
cies above 2000 Hz,~nearly! all phase information is lost
after the low-pass filter and only the envelope of the
incoming signals is present at the output of this stage.
For frequencies in between, a gradual loss of phase in-
formation is observed. In this way, the model effectively
simulates the decrease of phase locking with increasing
frequency observed in the auditory nerve~Kiang, 1975;
Johnson, 1980; Weis and Rose, 1988; Bernstein and Tra-
hiotis, 1996!.

~5! To include the influence of adaptation with various time
constants, a chain of five adaptation loops was included
~Dau et al., 1996a, b!. For a signal with a flat temporal
envelope, the input–output characteristic of this chain in
steady state is almost logarithmic. The output of these
adaptation loops is expressed in model units~MU!.
These units are scaled in such a way that input levels
which correspond to a sound pressure level of 0 and 100
dB are scaled to 0 and 100 MU, respectively. Fast dy-
namic changes in the envelope are not compressed by
the adaptation loops but are processed almost linearly.

FIG. 1. Successive stages of the model. The signals
arriving from both ears are processed by a peripheral
preprocessing stage~outer and middle ear transfer func-
tion, linear basilar membrane model, additive internal
noise, inner hair cell stage, and adaptation loops!, fol-
lowed by a binaural processor. The signals from the
monaural channels and the binaural channels are pro-
cessed by a central processor, which extracts one deci-
sion variable. Internally represented input signals are
corrupted by internal noise and are compared to tem-
plates stored in memory. This comparison results in a
single decision variable.
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These adaptation loops are included at this stage of the
model for the following reason. In the first place, the
adaptation loops have been successful in predicting de-
tection performance in monaural nonsimultaneous mask-
ing conditions~Dau et al., 1996b, 1997!. Therefore, the
current model has the same capabilities of predicting
monaural thresholds, including specific masker wave-
form dependence and forward and backward masking.
Furthermore, Kohlrausch and Fassel~1997! concluded
that adaptation has toprecedethe binaural interaction
stage in order to account for binaural forward masking
data.

Second, it has been shown frequently that for both mon-
aural and binaural detection of signals added to a wide-
band masker with a variable level, the thresholdsignal-
to-maskerratio is approximately constant, as long as the
masker level is well above the absolute threshold~cf.
McFadden, 1968; Hall and Harvey, 1984!. If it is as-
sumed that a certain constantchangeat the output of the
adaptation loops is needed to detect a signal, the signal
must be equal to a certainfraction of the masker level
due to the logarithmic compression. Hence the signal-to-
masker ratio will be approximately constant at threshold.
Thus, by compressing the input signals logarithmically
combined with the assumption that a fixed change in the
output is necessary for detection, the model can account
for the constant signal-to-masker ratio. Hence the adap-
tation loops work as an automatic gain control exhibiting
a monotonic relation between steady-state input and out-
put levels. To be more explicit, the output waveform is
not a simple linearly scaled version of the input signal.
This has implications for binaural conditions with an
overall IID, which are discussed in Breebaartet al.
~2001a!.
An example of the output of the peripheral preprocess-

ing stage is given in Fig. 2. The left panel shows the output
for a 500-Hz tone with a duration of 100 ms in the auditory
channel tuned to the frequency of the tone, while the right
panel shows the same for a 4000-Hz tone, both at a level of
70 dB SPL. In this example, it is clear that for high frequen-
cies the fine structure of the input waveform is lost. Further-
more, effects of peripheral filtering~longer ringing for the

500-Hz signal! and adaptation are clearly visible. Because of
the amplitude scaling of the output of the adaptation loops,
the fine structure waveform of the output can in principle go
negative, to ensure that theaveragesteady-state output ap-
proximates the rms input in dB SPL. This has no effect on
the performance of the model.

V. BINAURAL PROCESSING STAGE

A. Structure

In the binaural processor, signals from corresponding
auditory channels are compared by EI-type elements. Each
EI-type element is described by a characteristic ITD and a
characteristic IID. We can think of such a characterization as
being the result of an orthogonal combination of the Jeffress’
delay line~Jeffress, 1948! with the multiple IID taps of Reed
and Blum~1990!. This combination is depicted in Fig. 3.

The upper and lower horizontal lines carry the time sig-
nals from corresponding auditory channels from the right
and left ears. The tapped delays~denoted by triangles! com-
bined with the opposite transfer directions of the signals re-
sult in a relative interaural delay that varies with thehorizon-
tal position within the matrix. At the left side, the right-ear
signal is delayed compared to the left-ear signal and vice
versa. Our extension lies in the fact that each tap of the delay
line is connected to a chain of attenuators~depicted by the
blocks!. The EI-type elements~circles! are connected to
these tapped attenuator lines. In a similar way as for the
delay line, a relative attenuation occurs which varies with the
vertical position within the matrix. In this way, the two-
parameter characterization of each element, which is in-
cluded for each frequency band, results in a three-
dimensional time-varying activity pattern if auditory stimuli
are presented to the model.

B. Time-domain description

In principle, two different EI-type elements can be as-
signed to each auditory filter: one which is excited by the left
ear and inhibited by the right ear and a second one with
interaurally reversed interaction. The outputEL of the EI-
type elements which are excited by the left ear and inhibited
by the right ear is defined as

FIG. 2. Output of the peripheral preprocessor for a 500-Hz tone~left panel! and a 4000-Hz tone~right panel! of 100-ms duration. The output was calculated
for a filter tuned to the frequency of the tone.
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EL~ i ,t,t,a!5 d10a/40Li~ t1t/2!2102a/40Ri~ t2t/2!e2,
~1!

while the output of the EI elements excited by the right ear
and inhibited by the left ear,ER , is given by

ER~ i ,t,t,a!5 d102a/40Ri~ t2t/2!210a/40Li~ t1t/2!e2.
~2!

Here, Li(t) denotes the time-domain output from the
left-ear peripheral preprocessor at filteri, Ri(t) the output
from the right-ear peripheral preprocessor at filteri and the
subscripti refers to auditory channeli. The characteristic IID
in dB is denoted bya, the characteristic ITD in seconds byt.
The ceiling brackets~d•e! denote a half-wave rectifier: if the
inhibitory signal is stronger than the excitatory signal, the
output is zero. The fact that the output is squared is explained
later. From Eqs.~1! and~2! we can see that the left and right
ear signals undergo a relative delay oft and a relative level
adjustment ofa dB. Different values oft anda correspond
to different EI-type elements, resulting in apopulation of
elements in the~t,a! space. It is assumed that all possible
combinations oft anda that may occur in real-life listening
conditions are represented by an EI-type element, but that
some elements are able to deal with even larger values oft
anda. In the model, internal delays of up to 5 ms and inter-
nal intensity differences ofa510 dB are realized.1

We found that it is very convenient to reduce the number
of EI-type elements by combining the outputsEL and ER

given in Eqs.~1! and~2!. It can be shown that summation of
these signals results in an outputE given by

E~ i ,t,t,a!5„10a/40Li~ t1t/2!2102a/40Ri~ t2t/2!…2.
~3!

An important consequence of the above summation is
that the EI-type element described in Eq.~3! does not have a
monotonic dependence on the externally presented IID but it
shows aminimumin its activity if the inputs match the char-
acteristic IID of the element. From this point on, the term

EI-type element will refer to the combined elements as de-
scribed in Eq.~3!. To incorporate a finite binaural temporal
resolution, the EI-activityE is processed by a sliding tempo-
ral integratorw(t). This integrator is based on results from
Kollmeier and Gilkey~1990! and Holubeet al. ~1998! and
consists of a double-sided exponential windoww(t) with a
time constantc of 30 ms:

E8~ i ,t,t,a!5E
2`

`

E„i ,~ t1t int!,t,a…w~ t int! dtint , ~4!

with

w~ t !5
exp~2utu/c!

2c
. ~5!

Finally, a compressive function is applied to the output
of the integrator to model saturation effects in the EI cells:

E9~ i ,t,t,a!5ap~t! log „bE8~ i ,t,t,a!11…1n~ i ,t,t,a!.
~6!

An internal noisen( i ,t,t,a) limits the accuracy of in-
ternal binaural processing.2 It is assumed that the rms level
of this Gaussian-noise source is constant and equals 1 MU,
and that the noise is independent of timet, auditory channel
i, and is the same for different EI-type elements. The scalars
a andb are constants. These constants describe the sensitiv-
ity to interaural differences and are fixed and equal for all
EI-type elements. By adjustinga and b, the output of the
EI-type elements is scaled relative to the internal noise and
hence the sensitivity for binaural differences can be adjusted.

The weighting functionp(t) refers to the fact that cells
with larger characteristic interaural delays are less frequent
than cells with smaller characteristic delays~Batra et al.,
1997a!. This corresponds to Jeffress’~1948! statement that
for coincidence counter neurons, ‘‘cells are less dense away
from the median plane.’’ In our approach, fewer cells means
less accurate precision in processing and hence more internal

FIG. 3. Structure of the binaural pro-
cessor. The triangles denote delays
~Dt!, the blocks are attenuators~Da!,
and the circles denote EI-type ele-
ments.
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noise. To include this relative increase in the internal noise,
the EI-type element is scaled by a weighting function which
decreaseswith internal delay. The weighting function is de-
scribed as follows:

p~t!5102utu/5, ~7!

where the internal delayt is expressed in ms. This formula
resulted from data with (NoSp)t stimuli which are presented
in Appendix A. Such a distribution along internal delays has
also been included in several other binaural detection and
localization models~Colburn, 1977; Stern and Colburn,
1978; Sternet al., 1988; Shackletonet al., 1992; Stern and
Shear, 1996!.

A graphical representation of Eq.~6!, leaving out the
internal noise, is shown in Fig. 4. For small values ofE8, the
input–output function is linear. For higher values ofE8, the
curve converges to a logarithmic function.

The rationale for including the logarithmic transforma-
tion in Eq. ~6! is as follows. Eganet al. ~1969! measured
psychometric functions for NoSp stimuli as a function of the
signal power. They found that the sensitivity indexd8 was
linearly related to the signal power^S2&:

d85m^S2&/^N2&. ~8!

Here, ^N2& denotes the masker power andm is a con-
stant. We will now show that this experimental finding
matches our EI-type element input–output function for low
signal-to-masker ratios. For an No masker alone, there is no
activity E9 for an EI-type element witht50 anda50 ~if the
internal errors are neglected!, since the masker is completely
canceled. When an Sp signal is added to the masker, the
quadratic input–output characteristic of the EI-type elements
results in an output which is related linearly to thepowerof
the difference signal between the left and right ear signals.
Hence for an interaurally out-of-phase signal, the result of
Eq. ~3! ~i.e., E! is linearly related to the signal power^S2&.
The temporal integrator in Eq.~4! does not alter this prop-
erty. Since for the measurement of psychometric functions
the signal level is low~i.e., near threshold!, the result of Eq.
~6! can be described in a first-order approximation by

E9~ i ,t,0,0!'abp~t!E8~ i ,t,0,0!1n~ i ,t,0,0!. ~9!

This relation, without incorporation of the internal noise
n, is shown by the dotted line in Fig. 4. Thus, the change at
the output of the EI-type element near threshold as a function
of the input can be described by a linear relation, as given in
Eq. ~9!. If E9 is used as a decision variable in the NoSp
detection paradigm,d8 is related linearly to the signal power
^S2& as found by Eganet al. ~1969!. The fact that thepower
of the signal is used as a decision variable in NoSp para-
digms is also supported by the results of Breebaartet al.
~1999!. They proposed the power of the difference signal as
a detection variable for stimuli which comprise combinations
of static and dynamically varying ITDs and IIDs. The slope
relating signal power tod8 in the model is represented by the
product ab. Therefore, this product represents the model’s
sensitivity to binaural stimuli with a reference correlation
near11.

For maskers which are not perfectly correlated, for ex-
ample, in an NrSp condition with r,0.95, the approxima-
tion from Eq.~9! does not hold. For such stimuli,E9 can be
approximated by

E9~ i ,t,0,0!'ap~t! log bE8~ i ,t,0,0!1n~ i ,t,0,0!. ~10!

Thus, the input–output relation of this curve is logarith-
mic. If it is assumed that a certain constant change inE9 is
needed to detect a signal~this assumption is reflected in the
additive noise with a constant rms value!, the change inE8
must be equal to a certainfraction of E8. Thus, for an addi-
tive noisen, we need a constant Weber fraction inE8 for
equal detectability. This Weber fraction is also shown in Fig.
4. At higher input levels, the change in the input (E8) nec-
essary to produce a fixed change in the output (DE9) is
larger than at low input levels. This is in essence similar to
the EC theory~Durlach, 1963!. Durlach assumed a fixed
signal-to-masker ratio after a~partial! cancellation of the
masker. Since Durlach’s theory is very successful in predict-
ing BMLDs for wideband NrSp conditions, it is expected
that our model has similar prediction performance for these
stimuli. As can be observed from Eq.~10!, the Weber frac-
tion necessary at threshold is determined by the constanta.
Thus,a represents the model’s sensitivity for binaural signals
at reference correlations smaller than11.

In the following, some basic aspects of the binaural pro-
cessing stage will be demonstrated. For all examples, the
sample rate of the processed stimuli was 32 kHz. The model
parametersa andb were set to 0.1 and 0.000 02, respectively.
These values resulted from the calibration procedure as de-
scribed in Breebaartet al. ~2001a!. All output examples
given in this section are shown without the incorporation of
the internal noisen( i ,t,t,a) and withp(t)51 for all delays
to show the properties at hand more clearly.3

C. Static ITDs and IIDs

If a 500-Hz pure tone at a level of 70 dB is presented to
the model, an activity pattern in the binaural processor oc-
curs as shown in the upper panel of Fig. 5. Here, the ideal-
ized @i.e., no internal noise andp(t)51# activity of EI units
(E9) at 500-Hz center frequency is shown as a function of
the characteristic ITD and IID of each element. This activity

FIG. 4. Input–output characteristic of the EI-type element. The dotted line
represents the lineE95abE8 ~see text!.
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was computed from the stationary part of the response; it
covers the range from 250 to 500 ms after the onset of the
tone.

The pattern is periodic along the characteristic ITD axis
~t! and shows a sharp minimum along the characteristic IID
axis ~a!. At the minimum~t5a50! the signals are perfectly
matched and thus are fully cancelled. For other characteristic
values within the EI array, only partial cancellation occurs,
resulting in a remaining activity for these units. Due to the
periodic nature of the 500-Hz signal, minimum activity will
occur at delays of integer amounts of the signal period. If we
apply an external interaural time difference of 1 ms to a
500-Hz tone, an activity pattern occurs as shown in the
lower-left panel of Fig. 5. Basically, the pattern is the same
as the pattern shown in the upper panel of Fig. 5 except for a
shift along the characteristic ITD axis. Thus, externally pre-
sented ITDs result in a shift of the pattern along the internal
ITD axis. By scanning the minimum in the pattern, the ex-
ternally presented ITD can be extracted in a similar way as in
models based on cross correlation.

If a sound is presented with a certain external IID, a
similar shift along the internal characteristic IID axis occurs.
This is shown in the lower-right panel of Fig. 5. The exter-
nally presented IID was 20 dB. The pattern is shifted towards
positive characteristic IIDs. A noteworthy effect is that the
activity in the minimum is no longer equal to zero, indicating
that the waveforms from the left and right sides cannot be
canceled completely. This incomplete cancellation results
from the nonlinear processing in the peripheral processor:
due to the different input levels at both sides the waveforms
cannot be equalized perfectly by applying an internal char-
acteristic IID. Since incomplete cancellation corresponds to a
reduced correlation, and this is typically associated with a
less compact auditory image, our model’s output corresponds

to the observation that applying IIDs to a diotic stimulus
results in a less compact perceived image~Blauert, 1997, p.
170!.

Thus, by determining the position of the minimum in the
activity pattern, both the externally presented ITD and IID
can be extracted. For wideband stimuli the ambiguity of
which delay is the delay that corresponds to the location of a
sound source can be obtained by combining information
across frequency bands~for example, a straightness measure!
as demonstrated by Sternet al. ~1988! and Shackletonet al.
~1992!. For narrow-band stimuli and pure tones, the ITD can
usually be resolved by the headwidth constraint: in daily-life
listening conditions the interaural delay is limited to about
0.7 ms by the size of the head.

The ITDs and IIDs are very important when the location
of a sound source must be estimated~especially the azi-
muth!. Studies have shown that the perceived locus of a
sound source depends on both the IID and the ITD~Sayers,
1964; Yost, 1981; Schianoet al., 1986!. For stimuli pre-
sented through headphones, the ITD and IID can be manipu-
lated in such a way that their contributions to the laterality of
the perceptual image tend to cancel or reinforce each other.
‘‘Time-intensity tradeability’’ refers to the extent to which
the intracranial locus of a binaural sound depends only on
the combined effect of these time and intensity differences,
as opposed to the magnitude of these differences considered
individually. This trading effect is, however, not perfect.
Hafter and Carrier~1972! and Ruotoloet al. ~1979! found
that subjects can discriminate between images that are per-
ceived with the same lateralization but were created by dif-
ferent combinations of IIDs and ITDs. This implies incom-
plete trading of these interaural parameters. The current
model can, in principle, account for this phenomenon, be-
cause IID and ITD estimates of the presented sound source

FIG. 5. Idealized@no internal noise,
p(t)51# EI-activity patterns for a
500-Hz sinusoid as a function of the
characteristic IID and ITD of each
unit. The upper panel corresponds to a
diotic signal ~i.e., no external IID or
ITD!. The signal in the lower-left
panel has an ITD of 1 ms and no IID;
the signal in the lower-right panel has
an IID of 20 dB and no ITD.
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can be extracted independently from the activity pattern and
can be combined into one lateralization estimate, for ex-
ample by weighted addition~e.g., Hafter, 1971!.

D. Time-varying ITDs

In order to analyze the effect of time-varying interaural
parameters, consider the internal representation for binaural
beats~cf. Perrott and Nelson, 1969; Perrott and Musicant,
1977!. The presentation of two identical tones, one to each
ear, results in a single fused image centered in the listener’s
head. If a small interaural frequency difference is introduced
~up to 2 Hz!, apparent motion is reported. For intermediate
frequency differences~i.e., up to 40 Hz!, roughness~fast
beats! is heard and for large frequency differences, two sepa-
rate images are perceived. In the model, two tones with the
same frequency result in an EI activity pattern as shown in
the upper panel of Fig. 5. If the fine-structure waveforms are
compared on a short time scale, asmall interaural frequency
difference is equivalent to an interaural phase difference that
increases linearly with time. Since this phase difference in-
creases with time, an ongoing shift of the minimum along the
characteristic delay axis occurs, and the perceived locus of
the sound moves along the line connecting both ears. If the
interaural frequency difference is increased~e.g., 10 Hz!, the
limited temporal resolution of the model becomes increas-
ingly important. During the time span defined by the tempo-
ral window, the interaural phase differences will now change
considerably. Therefore there is no EI-type element which
can cancel the signal completely, resulting in an increase of
the EI activity in the valley and a lowering of the maximum
activity. Consequently, there is no sharp minimum within the
pattern, indicating that there is no well-defined audible locus.
Thus, in accordance with psychophysical data, such fast mo-
tion is not represented within the binaural display.

E. Binaural detection

Human observers are very sensitive to changes in the
interaural correlation of binaural signals. This sensitivity re-
veals itself in the phenomenon of binaural masking level
differences~BMLDs!. If an interaurally out-of-phase signal
is added to an interaurally in-phase noise, the threshold for
detecting the signal is up to 25 dB lower than for an in-phase
signal ~Hirsh, 1948b; Hafter and Carrier, 1970; Zurek and
Durlach, 1987!. In our modeling framework, the addition of
the Sp signal results in a specific change in the EI activity
pattern. To demonstrate this, the left panel of Fig. 6 shows

the idealized EI activity for a diotic wideband noise~0–4
kHz, 70 dB overall level! for an auditory filter centered at
500 Hz.

If a 500-Hz out-of-phase signal with a level of 50 dB
SPL is added, the activity pattern changes. The difference
between the pattern for the No noise alone and the NoSp
stimulus is shown in the right panel of Fig. 6~note the dif-
ferent scale on the activity axis!. Clearly, for a characteristic
IID and ITD of zero, there is a substantial change in activity
while for other characteristic values, the change is much less.
This change in activity can be used as a basis for a decision
process in a detection task as will be described in the next
section.

VI. CENTRAL PROCESSOR

The central processor receives both binaural~from the
binaural processor! and monaural~directly from the adapta-
tion loops! information. For signal detection purposes, the
model can be used as an ‘‘artificial observer,’’ for example in
a three-interval, forced-choice~3-IFC! procedure with feed-
back. The feedback is used by the artificial observer to learn
what features of the stimuli have to be used for successful
detection. In the 3-IFC procedure, two intervals contain only
the masker, while the third interval contains the masker plus
signal. The model’s task is to identify which interval contains
the test signal. This task is implemented in the following
way. We assume that a template,Ē( i ,t,t,a), is stored in
memory, consisting of the mean internal representation of
several masker-alone realizations. The ability of listeners to
use such a template for detection purposes was suggested
before by Dau~1992! and Dauet al. ~1996a!, and for binau-
ral detection by Holubeet al. ~1995! and by Breebaart and
Kohlrausch~2001!. In our simulations, such a template can
be derived in the beginning of a simulated adaptive track,
where the large difference between masker-alone and
masker-plus-signal intervals allows an easy automatic iden-
tification of the masker-alone and the signal intervals. Also
the feedback from the simulated adaptive track provides
identification of the masker-alone intervals. The task for the
detection algorithm is to determine which interval induces an
internal representation that differs most from this template.
In principle, the differences for all EI-type elements~i.e., as
a function of the channeli, time t, characteristic delayt, and
characteristic intensity differencea! could be used. How-
ever, this results in a considerable complexity due to the
large number of dimensions which causes the computing

FIG. 6. Left panel: Idealized EI-
activity for a wideband diotic noise
~0–4000 Hz! with an overall level of
70 dB SPL for an auditory filter cen-
tered at 500 Hz. Right panel: change
in the activity pattern of the left panel
if a 500-Hz interaurally out-of-phase
signal ~Sp! is added with a level of
50 dB.
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power necessary to compute the output for all relevant EI-
type elements to be enormous. We found that for the condi-
tions described in the two accompanying articles it is suffi-
cient to reduce this multidimensional space to only two
dimensions, namely time and auditory frequency channel.
For each detection experiment, the optimal combination oft
and a is determined for the on-frequency channel. These
values are kept constant during that specific experiment for
all channels. For example, in a wideband NoSp condition,
we already showed that for this specific condition, a maxi-
mum change in activity occurs fora5t50 ~see Fig. 6, right
panel!, while for other values ofa and t, a much smaller
effect is observed. It is therefore reasonable to only analyze
the position corresponding to minimum activity~which is not
necessarilya5t50!, knowing that not too much information
is lost. Conceptually, this would mean that listeners only pay
attention tooneposition in space.

The idealized output for one token of an No masker
alone as a function of time for the EI-type element with
t5a50 is shown by the dotted line in the left panel of Fig.
7. The masker had a duration of 400 ms, and the 300-ms
signal was temporally centered in the masker. Since there is
no internal noise and the masker is completely canceled, the
output is zero. This result is independent of specific masker
realizations, and therefore the template for the masker alone
consists also of a zero line. If a signal is added to the masker
~with the same parameters as for Fig. 6!, the output in-
creases. This is shown by the solid line in the left panel of
Fig. 7 for one realization of an NoSp condition. The peaks
and valleys in the output are the result of the adaptation
loops in the peripheral preprocessing. If at a certain moment
the noise masker has a relatively large amplitude, the adap-
tation loops will react to this large amplitude and compress
the incoming signals more heavily. The result is that the

sinusoidal signal, which has a constant envelope, is reduced
in level at the output of the adaptation loops and hence the EI
output decreases. Similarly, if a valley occurs in the masker
envelope, the EI output increases. The occurrence of valleys
and peaks in the noise masker occurs completely at random;
the expected value of the masker amplitude is constant over
time. Hence the expected output of the EI-type element in an
NoSp condition is also constant over time. This is demon-
strated in the right panel of Fig. 7. The solid line~labeled
‘‘weight’’ ! represents the mean output for an NoSp condition
averaged over ten stimulus realizations. These weights in-
form the model about where in time and frequency the cues
for the detection process are present~e.g., the integration
window!. As expected, the weight is nearly constant, except
for the on- and offset of the signal.

An idealized example that has a nonzero output for a
masker alone is given in Fig. 8. Here the masker and signal
have the same properties as in the previous example, except
for the fact that the interaural masker correlation was re-
duced to 0.5~i.e., an NrSp condition with r50.5! and the
signal level was increased to 60 dB. As in the left panel of
Fig. 7, the solid line represents the output for a single
masker-plus-signal interval, the dotted line represents the
mean output for ten masker-alone intervals~i.e., the tem-
plate!. At the interval between 100 and 350 ms, the signal
interval ~solid line! results in a larger output than the tem-
plate~dotted line!. This is the cue that the model must detect.
In contrast, during the interval from 0 to 100 ms the signal
interval actually results in a smaller output than the averaged
masker alone. This is the result of the specific fine structure
waveform of the current masker realization and is not related
to the presence or absence of the signal. This demonstrates
the necessity of the weights4 shown in the right panel of Fig.
8. As in Fig. 7, the weights consist of the average difference

FIG. 7. NoSp EI-activity as a function
of time for the EI-type element with
a5t50 without incorporation of in-
ternal noise. The left panel shows the
output for a single signal interval
~solid line! and for a masker alone
~dotted line!. The right panel shows
the average difference between masker
alone and masker-plus-signal. The
masker had a duration of 400 ms. The
300-ms signal was temporally cen-
tered in the masker. Both signal and
masker were gated with 50-ms Han-
ning windows.

FIG. 8. Same as in Fig. 7, only for an
NrSp condition withr50.5.
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between the masker-alone intervals and the masker-plus-
signal intervals. Since the weights are relatively low during
the first 100 ms, the model ‘‘knows’’ that in this time inter-
val, differences between template and actual stimulus are no
reliable cue for the presence of the signal.

To facilitate monaural detection, the output of the adap-
tation loops is included after being low-pass filtered by a
double-sided exponential window with time constants of 10
ms. These low-pass-filtered outputs are multiplied by a con-
stant factor which denotes the monaural sensitivity of the
model. The resulting signals are treated as an extra set of
signalsE9( i ,t) which enter the optimal detector. This detec-
tor compares the presented stimulus with the average internal
representation of the masker-alone stimulus. This average in-
ternal representation is referred to as thetemplate. All differ-
ences across frequency channels and time between the actual
stimulus and the template are weighted according to weight
functions as shown in, e.g., the right panels of Figs. 7 and 8
and subsequently combined into one distance measure. This
process is described in detail in Appendix B.

VII. MOTIVATION FOR EI-BASED BINAURAL
PROCESSING

As described in the Introduction, basically two binaural
interaction processes have been used extensively in binaural
models during the last decades. One is based on the interau-
ral cross correlation, the other on the EC theory. These
mechanisms are supported by so-called EE and EI units, re-
spectively, as found in the neurophysiological pathway. In
terms of their predictive scope, these mechanisms are very
similar ~Domnitz and Colburn, 1976; Colburn and Durlach,
1978; Green, 1992!. For several reasons it is almost impos-
sible to validate all these models with the same data which
have been used for the current model. First, a substantial part
of the models have not been specified as time-domain mod-
els which makes comparisons impossible without additional
assumptions. Second, it is difficult to analyze and simulate
all of these models including all variations and suggestions
for improvements that have been suggested because of the
enormous amount of work involved. Third, by describing the
current model it is not our intention to demonstrate failures
of other models but to show the predictive scope of a time-
domain model based on EI interaction. For many of the con-
ditions simulated in the accompanying articles~Breebaart
et al., 2001a, b!, predictions would be similar if the binaural
interaction was based on an EE~correlation!-type interaction
instead of an EI-type interaction. There are, however, some
conditions where we think that the interaural correlation and
EC-based models donot give similar results or require dif-
ferent assumptions.

~1! A first difference concerns the effect of changes in
the duration of the signal and the masker in an NoSp condi-
tion. In principle, two approaches can be applied when using
the interaural cross correlation. The first is to assume that the
~normalized! correlation is calculated from the complete du-
ration of the stimulus. The normalized interaural cross cor-
relation ~r! for an NoSp condition is then given by

r5
^N2&2^S2&

^N2&1^S2&
. ~11!

Here,^N2& denotes the masker energy and^S2& denotes the
signal energy in the interval over which the correlation is
computed, i.e., the duration of the masker burst. For a
masker alone, the interaural correlation is 1, because^S2&
equals zero. The addition of an interaurally out-of-phase sig-
nal results in a decrease in the cross correlation. If thesignal
duration is changed within the interval from which the cross
correlation is computed, a constant signalenergywill lead to
a constant decrease in the cross correlation. Thus, a doubling
in the signal duration can be compensated by a decrease of
the signal power by a factor of 2 and vice versa. This inverse
relation between signal duration and binaural masked thresh-
olds is indeed close to experimental data, which show an
effect of 4.5 dB/doubling and 1.5 dB/doubling of signal du-
ration for signal durations below and beyond 60 ms, respec-
tively ~cf. Zwicker and Zwicker, 1984; Yost, 1985; Wilson
and Fowler, 1986; Wilson and Fugleberg, 1987!. According
to such a scheme, a doubling inmaskerduration while hav-
ing a constant short signal duration should lead to a 3-dB
increase in threshold. This does not, however, correspond to
psychophysical results: NoSp thresholds for a signal of fixed
duration are hardly influenced by the masker duration~Mc-
Fadden, 1966; Trahiotiset al., 1972; Robinson and Trahiotis,
1972; Kohlrausch, 1986!.

Alternatively, the correlation can be computed only from
the stimulus part that contains the signal. In this case, the
interaural correlation would beindependentof the duration
of both signal and masker~as long as the masker duration is
at least as long as the signal duration! and hence thresholds
would not be influenced by either signal or masker duration,
which, again, is in contrast with the experimental results.

The performance of a cross-correlation model could be
improved by assuming that an internal noise source is
present which accumulates over the signal interval. If the
model computes the cross correlation only from the signal
portion of the presented stimulus, both the signal energy and
internal noise energy increase equally with signal duration.
However, thevariability of the accumulated internal noise
energydecreaseswith signal duration because the number of
independent noise samples increases. Since this variability is
the limiting factor in the detection process, thresholds are
expected to decrease by 1.5 dB/doubling of signal duration.
Although this is an improvement of such a model, it still
predicts a much shallower slope than found experimentally
~see Breebaartet al., 2001b!. In the current model, the output
of the EI elements that cancel the masker completely is in-
dependent of the masker duration, while an increase of the
signal duration results in lower thresholds because the
change in the internal activity pattern will be present for a
longer period. The third article in this series~Breebaartet al.,
2001b! demonstrates that the model can quantitatively ac-
count for the effect of signal duration in an NoSp detection
task.

~2! The interaural cross correlation is insensitive to
static interaural intensity differences. If the relative intensi-
ties of the signals arriving at both ears are changed, the nor-
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malized cross correlation remains unchanged. Since it is well
known that both ITDs and IIDs result in a lateralization of
the perceived locus of a sound source~Sayers, 1964!, the
cross-correlation approach needs additional assumptions to
incorporate the processing of IIDs. Some suggestions have
been made to incorporate the processing of IIDs, which are
based on the incorporation of inhibition of secondary peaks
in the cross-correlation function~cf. Lindemann, 1986! or a
separate evaluation of the IIDs which is superimposed on the
interaural cross correlation~Stern and Colburn, 1978!. Hence
it is certainly possible to incorporate IID sensitivity in a
cross-correlation-based model. However, we think that the
integral IID and ITD sensitivity for static and dynamically
varying interaural differences in the current model is a strong
point. The common treatment of ITDs and IIDs is a rather
restrictive aspect of the model. The internal errors in binaural
processing of IIDs and ITDs are characterized by one vari-
able only, the amount of internal noise. In addition, the in-
ternal averaging of the binaurally processed stimuli occurs
with one temporal window. Thus, the same~internal! tempo-
ral resolution is applied to IIDs, ITDs, and binaural detection
experiments with tones in noise.

~3! A third point concerns normalization of the interau-
ral cross correlation. Several models that have been pub-
lished are essentially based on the unnormalized cross corre-
lation, i.e., on the product of the~peripherally filtered!
waveforms. However, Breebaartet al. ~1998! and van de Par
et al. ~2001! noted that unnormalized cross-correlation mod-
els cannot account for binaural detection data with narrow-
band noise maskers because of their inability to cope with
fluctuations in the overall masker energy. They argued that
the uncertainty in the excitation of the simulated neural ac-
tivity ~i.e., the unnormalized cross correlation! resulting from
a diotic narrow-band masker is much larger than the reduc-
tion in the excitation due to the addition of an interaurally
phase-reversed sinusoid~i.e., NoSp!. This leads to the pre-
diction of very poor binaural performance. Hence cross-
correlation-based models require specific accommodations to
reduce the detrimental effects of stimulus level variability
~see van de Paret al., 2001; Colburn and Isabelle, 2001!. An
often-proposed solution is to normalize the inputs to the
cross correlator. However, the accuracy of this normalization
must be better than we think is physiologically plausible.
Therefore, van de Paret al. ~2001! suggested that an
equalization–cancellation~EC! mechanism may be favored
over models based on cross correlation since this approach is
insensitive to overall fluctuations in the masker energy.

VIII. SUMMARY AND CONCLUSIONS

A binaural signal detection model was described that
transforms arbitrary stimuli into a three-dimensional internal
representation with a minimum of free parameters. This rep-
resentation is based on Durlach’s EC theory instead of the
common cross-correlation approach. It was explained that
for many experimental conditions, models based on the EC
theory or the cross correlation give similar predictions, but
that in conditions where predictions differ, an EC-like
mechanism may be favored over the cross-correlation. The
internal representation is analyzed by a template-matching

procedure which extracts information about the presence or
absence of a signal added to a masker. The two accompany-
ing articles~Breebaartet al., 2001a, b! provide quantitative
predictions for a wide range of binaural signal detection con-
ditions derived with the model described in this article. In
particular, Breebaartet al. ~2001a! discusses the influence of
spectral masker and signal parameters on detection thresh-
olds, while Breebaartet al. ~2001b! deals with temporal
stimulus parameters.
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APPENDIX A: EXPERIMENTAL DETERMINATION OF
P„t…

A simple experiment was performed to determine the
effect of internal delays upon binaural detection. In particu-
lar, an interaural delay was superimposed on an NoSp stimu-
lus. The task was to detect a signal within an interaurally
delayed masker. The signal had a reversed interaural phase
plus the same additional delay that was applied to the
masker. We refer to this stimulus as (NoSp)t . The rationale
for this paradigm is that if the binaural system can compen-
sate for the external delay which is present in both masker
and signal, the stimulus effectively corresponds to NoSp and
a large BMLD should be observed. It is expected, however,
that with increasing delays, this compensation results in
more internal errors and thresholds will increase. The distri-
bution of errors as a function oft needed to model these data
correctly can be captured in thep(t) function.

Our data were obtained for one subject only using a
three-interval, forced-choice procedure with adaptive signal-
level adjustment. A 400-ms narrow-band masker~10 Hz
wide! with center frequencies of 125 and 500 Hz was pre-
sented at a level of 65 dB SPL. The 300-ms signal was
temporally centered in the masker and had a frequency
which was equal to the center frequency of the noise. Both
masker and signal were gated with 50-ms Hanning windows.
Delays up to half the period of the center frequency were
used. The results are shown in Fig. A1. The triangles corre-
spond to a center frequency of 500 Hz, the squares to 125
Hz. The diamonds represent data from a similar experiment
performed by Colburn and Latimer~1978!. They measured
(NoSp)t thresholds for a 500-Hz signal added to a wideband
~20–1000 Hz! Gaussian-noise masker with an overall level
of 75 dB SPL.

As expected, the thresholds increase with increasing de-
lay. The slope of this increase is about 2 dB/ms, which is
indicated by the dashed line. The delay dependence of the
thresholds is close to linear if the thresholds are expressed in
dB. To incorporate a similar threshold dependence in our
model, the weighting function must have an exponential de-
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cay. A slope of 2 dB/ms means that every 3 ms the signal
amplitude is doubled at threshold, which corresponds to a
factor of 4 in the EI-type element output. Therefore, thep(t)
function must decrease by a factor of 4 every 3 ms, which
results in the formulation given in Eq.~7!.

APPENDIX B: OPTIMAL DETECTOR

A set of channelsE9 consisting of binaural and monau-
ral signals~one for each frequency channel! is presented at
the input of the optimal detector. Since further processing of
the monaural and binaural channels is exactly equal, we will
refer to the complete set of channelsE9( i ,t) as the input of
the optimal detector rather than using binaural and monaural
channels separately.

For the channeli, the distanceU( i ,t) between a tem-
plate Ē( i ,t) and the actual outputE9( i ,t) is given by

U~ i ,t !5E9~ i ,t !2Ē~ i ,t !. ~B1!

The variance ofU( i ,t) resulting from internal noise and
masker uncertainty is denoted bys2( i ,t), while the mean
difference between masker plus test signal and masker alone
near threshold level is denoted bym( i ,t). A single number
which describes the total difference between stimulus and
template is assigned to each interval. This difference value,
U, is computed by integrating the temporally weighted dif-
ference signalU( i ,t):

U5E
i
E

t50

t5T m~ i ,t !

s2~ i ,t !
U~ i ,t !di dt, ~B2!

where T denotes the interval duration. Thus, integration is
performed over both time and auditory channels. The
weighting function„m( i ,t)/s2( i ,t)… ensures that the model
only takes differences between template and actual signal
into account at positions where differences are expected. Fur-
thermore, if at a certain position, the difference has a large
amount of variability~i.e., a large value ofs!, this uncertain
output has a smaller weight compared to positions with
smaller uncertainty. The weighting function is optimal when
the variability represented bys is Gaussian, an assumption
which does not always hold for the internal representation.

Still it seems the most reasonable choice to use this weight-
ing function. In a detection task decisions will be based on
the value ofU. The higherU, the greater the likelihood that
a signal is present. Thus, in a 3-IFC procedure the model will
choose the interval with the highest value ofU. After each
trial, the model receives feedback. By storing the internal
representations of the three stimuli in memory~i.e., two
masker-alone realizations and one masker-plus-signal real-
ization!, the model can update its estimate ofĒ( i ,t),
s2( i ,t), andm( i ,t). Ē( i ,t) is updated by averaging the out-
put E( i ,t) of all presented masker realisations. In a similar
way, the average value of all internal signal representations is
computed. Thenm( i ,t) is obtained by subtracting the mean
internal representation of masker-alone intervals and of
masker-plus-signal intervals. Finally,s2( i ,t) is obtained by
computing the variance in the internal masker-alone repre-
sentations.

1If the sound pressure at the ear drums is considered, much larger interaural
intensity differences may occur than 10 dB. However, these differences in
the acoustic signals are severely reduced by the compression in the adap-
tation loops. We found that the limit fora of 10 dB is appropriate for all
conditions that we tested. The range for the internal delays was chosen such
that at very low frequencies~i.e., 100 Hz!, a delay of half the period of that
frequency~e.g., 5 ms! is available.

2In Sec. IV, an additive noise was described to implement the absolute
threshold of hearing. This is a different noise source from the noise men-
tioned here which is added at the level of the EI-type elements. The EI-type
element noise limits the detection of interaural differences which are
present in stimuli with a level above the absolute threshold.

3The effect of internal noise was not included in the graphs because all
pictures consist of asnapshotof the EI activity at a certain moment in time.
The amount of internal noise for such a snapshot is of the same order of
magnitude as the output and hence the model properties that are demon-
strated would be impossible to see. The fact that the model does not suffer
from this internal noise in the same way as the visual observer does is due
to the fact that the optimal detector which is present in the central processor
~see Sec. VI for details! is able to strongly reduce the internal noise by
temporal integration.

4It should be noted that in these examples, the variability in the EI output
due to internal noise or due to stimulus uncertainty was not taken into
account. As shown in Appendix B, the weight that is actually applied by the
model consists of the average difference in EI output between masker alone
and masker plus signal,dividedby the variance in the output for a masker
alone.
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This and two accompanying articles@Breebaartet al., J. Acoust. Soc. Am.110, 1074–1088~2001!;
110, 1105–1117~2001!# describe a computational model for the signal processing in the binaural
auditory system. The model consists of several stages of monaural and binaural preprocessing
combined with an optimal detector. In the present article the model is tested and validated by
comparing its predictions with experimental data for binaural discrimination and masking
conditions as a function of the spectral parameters of both masker and signal. For this purpose, the
model is used as an artificial observer in a three-interval, forced-choice adaptive procedure. All
model parameters were kept constant for all simulations described in this and the subsequent article.
The effects of the following experimental parameters were investigated: center frequency of both
masker and target, bandwidth of masker and target, the interaural phase relations of masker and
target, and the level of the masker. Several phenomena that occur in binaural listening conditions
can be accounted for. These include the wider effective binaural critical bandwidth observed in
band-widening NoSp conditions, the different masker-level dependence of binaural detection
thresholds for narrow- and for wide-band maskers, the unification of IID and ITD sensitivity with
binaural detection data, and the dependence of binaural thresholds on frequency. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1383298#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc@DWG#

I. INTRODUCTION

This article describes and discusses simulations of bin-
aural detection tasks with a binaural processing model which
is described in detail in the preceding article~Breebaart
et al., 2001a!. This model basically consists of three stages.
The first stage simulates the effective signal processing of
the basilar membrane and the inner haircells and includes
adaptation by means of adaptation loops~Dauet al., 1996a!.
Binaural interaction is modeled in the second stage by means
of a contralateral inhibition mechanism: the model computes
the squared difference signal between the left and right ears
as a function of time, frequency channel, internal interaural
delay~t in seconds!, and internal interaural level adjustment
~a in dB!. These binaural signals are corrupted by internal
noise and subsequently analyzed by the third stage in the
model, the central processor. The model is used as an artifi-
cial observer in a three-interval, forced-choice procedure, in
which the central processor matches the representations of
the presented stimuli to templates~derived during previous
presentations!, and on this basis the model indicates which
interval contains the signal.

The scope of the simulations of this article is restricted
to binaurally ‘‘stationary’’ stimuli. For these cases, the spec-
tral parameters and the interaural phase relations of the
stimuli were not varied as a function of time, and the stimuli

had a duration which was long in comparison to the temporal
resolution of the auditory system. First, the ability of the
model to capture some basic properties of binaural hearing is
demonstrated. These include interaural intensity difference
~IID ! and interaural time difference~ITD! sensitivity and
binaural detection performance of tones in noise as a func-
tion of the bandwidth, center frequency, and interaural phase
relationships of the stimuli.

The second and major focus of this article is on the
apparently wider critical bandwidth in binaural conditions
that has been found in a number of studies. If an interaurally
out-of-phase signal~Sp! must be detected against an No
masker of variable bandwidth, the estimate of the critical
bandwidth is two to three times the estimate which is found
in monaural experiments~Sever and Small, 1979; Zurek and
Durlach, 1987; van de Par and Kohlrausch, 1999!. Hall et al.
~1983! found that this descrepancy between monaural and
binaural estimates is largest at high masker levels. Further-
more, the wider effective bandwidth is only observed if the
interaural cross correlation of the masker is very close to11
~van der Heijden and Trahiotis, 1998!. On the other hand,
experiments that use a masker with frequency-dependent in-
teraural phase relations reveal a critical band estimate that
basically agrees with the monaural estimate~Sondhi and
Guttman, 1966; Kohlrausch, 1988; Kollmeier and Holube,
1992; Holubeet al., 1998!. Furthermore, data that were ob-
tained as a function of the bandwidth of thesignalalso show
a monaural bandwidth behavior~Langhans and Kohlrausch,

a!Now at: Philips Research Laboratories Eindhoven, Prof. Holstlaan 4,
NL-5656 AA Eindhoven, The Netherlands. Electronic mail:
jeroen.breebaart@philips.com
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1992; Breebaartet al., 1999!. In this article, it is demon-
strated that the current model, which includes peripheral fil-
ters with a bandwidth based on monaural estimates, can ac-
count for all observations described earlier. Depending on
the experimental paradigm, the model shows different band-
width dependencies. It is also explained that the wider effec-
tive critical bandwidth does not result from a poorer spectral
resolution of the binaural auditory system compared to the
monaural system, but is related to the ability of the model to
integrateinformation across filters.

In a third article ~Breebaartet al., 2001b!, temporal
properties of the model are discussed, which include the ef-
fect of signal and masker duration, phase transitions in the
time domain, and forward masking.

II. METHOD

A. Relevant stages of the model

In the Introduction, a coarse description of the general
model setup was given. In this section, the stages of the
model that are relevant for the simulations described in this
article ~i.e., spectral behavior! are discussed in more detail.
For a detailed description of the complete model, see Bree-
baartet al. ~2001a!.

~i! Filtering of the gammatone filterbank. The filterbank
present in the peripheral processing stage determines
the spectral resolution of the model, in line with the
ERB estimates published by Glasberg and Moore
~1990!.

~ii ! Inner hair cell model. This stage consists of a half-
wave rectifier followed by a fifth-order low-pass filter
with a cutoff frequency~23 dB! of 770 Hz. Hence
below 1000 Hz, both the ITDs and IIDs are preserved
at the output of this stage. However, above 2 kHz, the
output approximates the envelope of the incoming
signals and hence only IIDs and ITDs present in the
envelope are preserved. Between 1 and 2 kHz, the
ITD in the fine structure waveforms is gradually lost.

~iii ! Adaptation loops. The chain of adaptation loops in the
peripheral processor has an almost logarithmic input–
output characteristic in steady state and is a nonlinear
device. These properties have two consequences. First
of all, it has been shown frequently that for both mon-
aural and binaural detection of signals added to a
wideband masker with a variable level, the threshold
signal-to-maskerratio is approximately constant, as
long as the masker level is well above the absolute
threshold ~cf. McFadden, 1968; Hall and Harvey,
1984!. If it is assumed that a certain constantchange
at the output of the adaptation loops is needed to de-
tect a signal, the signal must be equal to a certain
fraction of the masker level due to the logarithmic
compression. Hence the signal-to-masker ratio will be
approximately constant at threshold. Second, due to
the nonlinear behavior, large interaural intensity dif-
ferences at the input cannot be canceled completely
by a linear level adjustment at the output.

~iv! Compressive input–output characteristic of EI-type
elements. The temporally smoothed difference signal

of the EI-type elements is compressed logarithmically.
In combination with an additive internal noise, this
stage results in thresholds of interaural differences
that depend on the interaural cross correlation of the
reference stimuli.

~v! Weighting as a function of the internal delay. The
model includes a weighting function that decreases
with the internal delay of the EI-type elements. Con-
sequently, the relative amount of internal noise in-
creases with internal delay.

~vi! Optimal detector in the central processor. The EI-type
element outputs are corrupted by an additive internal
noise. Subsequently, the internal representations of
the external stimuli are compared to a template that
consists of the average masker-alone representation.
The differences between the actual stimulus and the
template are weighted and integrated both in the time
and the frequency domain according to an optimal
criterion. This enables the optimal detector to reduce
the internal signal-to-noise ratio for stimuli that have
a valuable detection cue in more than one auditory
filter.

B. Procedure

Masked thresholds were simulated using an adaptive
three-interval forced-choice~3IFC! procedure. The masker
was presented in three consecutive intervals. One of the in-
tervals contained the signal. The model’s task was to indicate
which interval contained the signal. The level of the signal
was adjusted according to a two-down one-up algorithm
~Levitt, 1971!. The initial step size for adjusting the level
was 8 dB. The step size was halved after every second track
reversal until it reached 1 dB. The run was then continued for
another eight reversals. The median level at these last eight
reversals was used as the threshold value. At least five rep-
etitions were performed for each parameter value. All thresh-
olds are plotted as mean values of all repetitions, and the
error bars denote the standard deviation of the repetitions.

C. Stimuli

All stimuli were generated digitally at a sampling fre-
quency of 32 kHz. The maskers used in the different experi-
ments had a duration of 400 ms unless stated differently.
They were presented interaurally in-phase~No!, interaurally
out-of-phase~Np!, or with a specific interaural correlation
~Nr! obtained by combining No and Np noises~cf. Bree-
baart and Kohlrausch, 2001!. The signals were presented in-
teraurally in-phase~So!, interaurally out-of-phase~Sp!, or to
one ear only~Sm!. Bandpass Gaussian noises were generated
by computing the Fourier transform of white noise and set-
ting the amplitude coefficients outside the desired frequency
range to zero. After an inverse Fourier transform, the band-
pass noise was obtained.

In all simulations, the level, bandwidth, on- and offset
ramps, and onset delay of both the maskers and signals were
set to the values used in the corresponding experiments with
human subjects. If more data sets from various authors with
different experimental settings were used, the experimental
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settings from one of these studies were used for determining
the model simulations. Comparison with the other data sets
was possible because in such conditions, the binaural mask-
ing level differences~BMLDs! were calculated or thresholds
were expressed relative to the spectrum level of the masking
noise.

D. Model calibration

As described in the preceding article~Breebaartet al.,
2001a!, the model effectively calculates the difference signal
between the left and right ears as a function of an internal
delay and internal level adjustment. The subtraction is per-
formed by so-called EI~excitation-inhibition! elements. The
sensitivity to interaural differences of these EI-type elements
is determined by two~fixed! model parametersa andb. By
changing these parameters, the EI output is scaled relative to
the internal noise which has a fixed level. These sensitivity
parameters were determined as follows. Detection thresholds
were simulated for a 500-Hz interaurally out-of-phase sinu-
soid in a Gaussian low-pass masker~cutoff frequency of 1
kHz! which had an interaural correlation of 0.641 and an
overall level of 65 dB SPL. In this condition only the param-
etera determines the detectability of the tone. This parameter
was adjusted to reach a threshold of 46 dB SPL. Subse-
quently, the interaural correlation of the masker was set to
11 and the parameterb was adjusted in order to reach a
threshold of 38 dB SPL. These thresholds were adapted from
frozen-noise NrSp data given by Breebaart and Kohlrausch
~2001!. The resulting values ofa andb are 0.1 and 0.000 02,
respectively. The monaural sensitivity of the model was ad-
justed such that the just noticeable difference in intensity of a
500-Hz, 400-ms sinusoid with a level of 65 dB SPL was 1
dB.

Note that during all simulations, all model parameters
and procedures were kept constant. This restriction has the
consequence that sometimes overall differences between
model predictions and experimental data sets occur. How-
ever, similar differences exist between experimental data sets
from different publications. For such conditions, much better
predictions could have been obtained by calibrating the mod-
el’s BMLD separately for each experiment. Nevertheless, all
parameters were kept constant in order to demonstrate to
what extent the current model can account for different ex-
perimental findings.

III. SIMULATIONS

A. Detection of static interaural differences

The first simulations comprised the detection of static
interaural intensity and time differences. Hence in these ex-
periments only pure tones were presented to the model in the
absence of any noise masker. The pure tones had a duration
of 400 ms and were gated with 50-ms Hanning ramps. The
presentation level was 65 dB SPL. The reference stimuli
were presented diotically and the target interval contained an
IID in the first set of simulations and an ITD in the second
set. The size of the ITD or IID was varied adaptively, similar
to the procedure described in Sec. II A. For IID discrimina-
tion simulations, various frequencies between 62.5 and 4000
Hz were tested. For ITD discrimination simulations, frequen-
cies with octave spacing were used below 500 Hz and a
linear spacing of 100 Hz was used above 500 Hz. In the left
panel of Fig. 1, the IID thresholds~filled symbols! of the
model are presented as a function of the frequency of the
tone together with experimental data~open symbols!. The
experimental data were adapted from literature: squares de-
note Grantham~1984!, upward triangles Mills~1960!, and
downward triangles denote McFaddenet al. ~1971!. The pre-
dicted IID thresholds do not depend systematically on the
frequency and lie between 1 and 1.6 dB. This is well in the
range of the experimental data. The remarkable bump at 1
kHz seen in one set of the experimental data is, however,
lacking in the predictions.

The right panel of Fig. 1 shows ITD thresholds as a
function of frequency. The open squares are data adapted
from Klumpp and Eady~1956!, the upward triangles from
Zwislocki and Feldman~1956!, and the filled symbols are
model predictions. For frequencies up to 500 Hz, the ITD
threshold decreases with increasing frequency. This ITD
threshold curve can be characterized by a constant phase
sensitivity, as shown by the dotted line. This line represents a
constant phase difference of 0.05 rad. For frequencies above
1 kHz, the ITD threshold increases sharply due to the de-
crease of phase locking in the inner hair cell stage. Above 1.5
kHz, the model is not sensitive to static ITDs in the fine
structure of the presented waveforms.

The predictions for IID thresholds and ITD thresholds
below 1000 Hz only depend on the model parametersa and
b which were derived from NrSp and NoSp detection ex-
periments~see Sec. II D!. In these experiments, both IIDs

FIG. 1. IID thresholds~left panel! and
ITD thresholds~right panel! for tones
as a function of frequency. The open
symbols denote data adapted from lit-
erature, the filled symbols are model
predictions. The dotted line in the right
panel denotes a constant interaural
phase difference of 0.05 rad. Legend
left panel: squares, Grantham~1984!;
upward triangles, Mills~1960!; down-
ward triangles, McFadden et al.
~1971!. Legend right panel: squares,
Klumpp and Eady~1956!; upward tri-
angles, Zwislocki and Feldman
~1956!.
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and ITDs are present in the stimulus, which fluctuate as a
function of time. In the simulations shown in Fig. 1, the
stimuli contained only static IIDs or static ITDs. Thus, this
model is able to unify IID and ITD sensitivity with binaural
detection data. The use of a cancellation mechanism to
achieve the correct sensitivity for both IIDs and ITDs was
already suggested by Breebaartet al. ~1999!. They found
that for their stimuli containing several different probability
distributions of the IIDs or ITDs, a model based on subtrac-
tion may be favored over models based on the interaural
cross correlation or models based on the direct evaluation of
the interaural differences.

B. Dependence on frequency and interaural phase
relationships in wideband detection conditions

A low-pass noise with a cutoff frequency of 8 kHz and a
spectral level of 40 dB/Hz was used as masker. The follow-
ing binaural conditions were tested: NoSp, NpSo, NoSm,
and NpSm. Thresholds were determined as a function of the
frequency of the signal~125, 250, 500, 1000, 2000, and 4000
Hz!. The upper and middle panels in Fig. 2 represent the
results of the four different conditions that were tested. The
open symbols are experimental data extracted from different
studies~see figure caption for a description!, and the filled
symbols are the model predictions. The thresholds are plot-
ted relative to the spectral level of the masker to compensate
for differences in masker spectral level.

For the NoSm and the NoSp conditions~upper panels!,
the thresholds decrease slightly with frequency between 125
and 500 Hz and they increase towards higher frequencies
with a slope of 4 to 5 dB/oct. In the model, this slope partly
results from the increased bandwidth of the auditory filters

towards high frequencies because thresholds are expressed
relative to the masker spectral level. This fact predicts a
threshold increase by about 3 dB/oct.2

A second reason why thresholds increase above 1 kHz
center frequency is related to the loss of phase locking in the
inner hair-cell model. In the stimuli that are considered here,
both interaural intensity and time differences are present~cf.
Zurek, 1991!. As described in Sec. II A, the model is insen-
sitive to interaural time differences within the fine structure
of the waveforms for frequencies above 1.4 kHz, because of
the loss of phase locking in the inner haircell stage. Hence a
part of the cues that are available at low frequencies are lost
at high frequencies resulting in higher thresholds.

A third reason for a threshold increase with frequency
results from peripheral compression. Above 1.4 kHz, only
the envelope of the incoming waveforms is present at the
output of the inner haircell stage. These envelopes are com-
pressed by the nonlinear adaptation loops that follow the
inner haircell stage. Such a compression results in a decrease
of the stimulus IID~van de Par, 1998; van de Par and Kohl-
rausch, 1998!. Furthermore, compression makes the model
less sensitive to interaural time differences present in the
envelopes, because the envelopes are flattened. Hence com-
pression results in higher thresholds at frequencies above 1.4
kHz. Low-frequency detection is not affected much by com-
pression because the model can use ITDs in the fine structure
waveforms which are not affected by compression.

The major difference between the NoSp and NoSm con-
ditions is an overall difference of 6 dB. This difference can
be understood by considering the fact that an Sp signal re-
sults in twice as much increase in the EI-type element output
compared to an Sm signal. To compensate for this difference,
the Sm signal level must be raised by 6 dB.

FIG. 2. Masked thresholds for wide-
band NoSm~upper left panel!, NoSp
~upper right panel!, NpSm ~middle
left panel!, and NpSo ~middle right
panel! conditions as a function of the
frequency of the signal. The lower left
panel represents the difference in
threshold between the NpSm and
NoSm conditions, the lower right
panel between NpSo and NoSp. The
open symbols denote experimental
data adapted from literature, the filled
symbols are model predictions:
Squares, Kohlrausch~1988!; upward
triangles, Hirsh~1948!; downward tri-
angles, Hirsh and Burgeat~1958!; dia-
monds, van de Par and Kohlrausch
~1999!.
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The NpSo and NpSm conditions show similar thresh-
olds as the NoSp and NoSm conditions for frequencies be-
yond 1 kHz, while for frequencies below 1 kHz, the interau-
rally out-of-phase maskers result in higher thresholds than
the in-phase maskers. This difference is depicted in the lower
panels of Fig. 2. The left panel shows the difference in
thresholds between the NpSm and NoSm conditions, the
right panel between NpSo and NoSp. The model predictions
in these two panels are very similar for the monaural and
dichotic signal, having differences of 12 to 14 dB at 125 Hz
center frequency which decreases to 0 dB around 1 or 2 kHz.
These frequency effects are the result of two model proper-
ties which are included in most EC-like models~cf. Durlach,
1963; Rabineret al., 1966; Metzet al., 1968! and in models
based on coincidence detectors~Colburn, 1977; Stern and
Shear, 1996!. The first comprises a limited repertoire of in-
ternal delays. A lower center frequency corresponds to a
larger internal delay necessary to compensate for the phase
shift of the masking noise and hence less sensitivity to
changes in the EI-type element output. The second is the fact
that the phase shift can only be compensated by an internal
delay, resulting in imperfect cancellation of the noise masker
due to damping of the autocorrelation function of the noise.

C. NoSp masker-bandwidth dependence

If an interaurally out-of-phase signal is masked by an
interaurally in-phase noise of variable bandwidth, a remark-
able phenomenon is observed which is usually referred to as
the wider effective binaural critical bandwidth: the critical
bandwidth estimate from binaural band-widening experi-
ments is often a factor 2 to 3 higher than monaural estimates
~cf. Bourbon and Jeffress, 1965; Sever and Small, 1979; Hall
et al., 1983; Zurek and Durlach, 1987; van de Par and Kohl-

rausch, 1999!. In order to show that the model can account
for this phenomenon, NoSp thresholds were determined as a
function of the bandwidth of the masker at center frequencies
of 250, 500, 1000, 2000, and 4000 Hz. The bandwidth was
varied between 5 Hz and twice the center frequency. The
overall masker level was kept constant at 65 dB SPL. Both
model predictions~filled symbols! and experimental data
~open symbols! are shown in Fig. 3, where the 6 panels cor-
respond to center frequencies of 125, 250, 500, 1000, 2000,
and 4000 Hz, respectively. The data can be characterized as
staying fairly constant up to a certain bandwidth and then
declining with 3 dB/oct. The bandwidth at which this decline
starts is much larger than what is expected from monaural
notched-noise experiments~Glasberg and Moore, 1990!, as
shown by the dashed lines in Fig. 3. The estimated critical
bandwidths of the model are also larger by a factor up to 2 or
3, in line with the experimental data.

At 4 kHz, the simulated thresholds decrease as a func-
tion of bandwidth for bandwidths between 10 and 250 Hz, an
effect which is not observed in the experimental data. The
threshold decrease with bandwidth at 4 kHz of the model can
be understood by considering the properties of the adaptation
loops in the peripheral processor. Due to the loss of phase
locking at high frequencies, the outputs of the inner haircell
model only contain IIDs and some ITD information present
in the envelope of the waveforms. The IIDs are reduced in
magnitude due to the compressive nature of the adaptation
loops. The amount of compression depends on the bandwidth
of the stimulus. If the bandwidth is small~i.e., 10 Hz!, the
envelope of the masker varies slowly with time. Hence the
adaptation loops which adapt with certain time constants eas-
ily follow these envelope fluctuations. Consequently, the en-
velopes are compressed logarithmically. If the masker band-
width is increased, the speed of fluctuation in the envelopes

FIG. 3. NoSp thresholds as a function
of the masker bandwidth for a constant
overall level of the masker. The six
panels represent center frequencies of
125, 250, 500, 1000, 2000, and 4000
Hz, respectively. The dashed line indi-
cates the ERB value at the signal fre-
quency. The filled symbols are model
predictions. The open symbols are
data adapted from literature: squares,
van de Par and Kohlrausch~1999!; up-
ward triangles, Wightman ~1971!;
downward triangles, van der Heijden
and Trahiotis~1998!; diamonds, Sever
and Small ~1979!; circles, Breebaart
et al. ~1998!.
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increases accordingly. As described in the preceding article
~Breebaartet al., 2001a!, fast fluctuations are processed
more linearly, while slow fluctuations in the envelope are
processed logarithmically. Hence the magnitude of the IID
after the adaptation loops depends on the bandwidth of the
stimulus: a very large bandwidth results in larger IID after
adaptation and hence lower NoSp thresholds.3

At all center frequencies the increased effective band-
width is captured by the model. The explanation for this
result in this specific experimental paradigm relies on the
across-frequency integration of information according to an
optimal detector, as described by van de Par and Kohlrausch
~1999!. This spectral integration is an integral part of the
central processor in this model~cf. Breebaartet al., 2001a,
Sec. VI!. For a narrow-band masker~i.e., below the monau-
ral critical bandwidth!, the on-frequency filter has the largest
stimulus power. For off-frequency channels, the entire stimu-
lus resides at the skirts of the filters and is therefore reduced
in its power. However, the relative amount of masker and
signal energy is hardly changed. Since the signal-to-masker
ratio within an auditory channel determines the detectability,
information about the presence of the signal is not only
available in the on-frequency channel, but also in several
off-frequency channels. The only limitation for this extended
availability is the absolute threshold: if the stimulus is at-
tenuated too much it becomes undetectable in that channel.
This extended availability of information is depicted in Fig.
4. In this figure, the output for a 500-Hz NoSp stimulus of
an EI-type element witha5t50 without internal noise is
shown as a function of the masker bandwidth and of the
auditory-filter number. The masker had a fixed level of 65 dB
while the signal-to-masker ratio was225 dB.

If a masker alone were presented, the output of these
EI-type elements would be zero~neglecting the internal
noise! since the masker can be canceled completely. Thus,
any increase in the activity can be used as a cue for the
presence of the signal. This increase by the presence of the
Sp signal is shown in Fig. 4. If the masker bandwidth is very
small ~10 Hz wide!, a whole range of EI-type elements
shows a considerable amount of activity. The fact that in this
condition the cue for detection is available in several chan-
nels enables reduction of the internal error in the following
way. The internal error which is added to the EI-type ele-
ments isindependentacross elements. Thus, individual noise

sources add up by their intensities. On the other hand, the
increase in the EI-type elements by the addition of the signal
is available in several filters and iscorrelatedand therefore
adds up linearly. Thus, if the model uses the sum of activities
across several elements instead of using the output of only
one element, the internal signal-to-noise ratio is increased.
This results in lower thresholds for narrow-band maskers.

For bandwidths that just exceed the critical bandwidth,
the masker energy in the on-frequency channel starts to be
reduced by the bandpass filter. This results in an increase in
the signal-to-masker ratio in the on-frequency channel. This
can be observed from Fig. 4 by the increasing EI activity
with increasing bandwidth for filter 10. However, the signal-
to-masker ratio in theoff-frequencychannels starts to bere-
duced. This is clearly visible for filters 13 to 20; the activity
decreaseswith increasing masker bandwidth. Therefore, the
ability of the model to reduce the internal error by integrat-
ing across filters is diminished. Both processes influence the
internal error about equally but in opposite directions, result-
ing in constant thresholds for bandwidths between the criti-
cal bandwidth and two to three times that value. For even
larger bandwidths, all off-frequency channels are masked.
Only the on-frequency channel provides useful information
and due to filtering thresholds decrease with 3 dB/oct of
masker bandwidth. In summary, the wider critical bandwidth
in the model is the result of an uncorrelated noise source in
each auditory filter combined with an optimal detector. Other
implementation issues are relatively unimportant, a notion
which is supported by the results of Zerbs~2000!. He devel-
oped a binaural signal detection model which is also based
on an EC-like process but with a different implementation of
the binaural processing stage. This model does account in a
very similar way for the wider effective critical bandwidth.

Another set of data that can be explained by this across-
channel integration hypothesis has been published by Hall
et al. ~1983!, who also performed band-limiting NoSp mea-
surements. In their study, the spectralenergydensity of the
masker was kept constant and they estimated the binaural
critical bandwidth at three noise levels, namely, 10, 30, and
50 dB/Hz. Their critical-bandwidth estimate increased as the
noise level increased. To test whether the model can account
for this observation, the same experiment was simulated with
masker bandwidths of 10, 50, 100, 200, 400, 600, and 800
Hz and a center frequency of 500 Hz. Both model predic-
tions and data adapted from Hallet al. ~1983! are shown in
the left panel of Fig. 5.

The squares denote a spectral energy density of 10 dB/
Hz, the upward triangles of 30 dB/Hz, and the downward
triangles 50 dB/Hz. At bandwidths below the monaural criti-
cal bandwidth, the thresholds increase with increasing band-
width. This is the result of the increasing amount of masker
energy within the auditory filter. At a certain wider band-
width the thresholds remain constant. Hallet al. used the
bandwidth that corresponds to a threshold 3 dB below this
constant threshold level as an estimate of the critical band-
width. For the 10 dB/Hz condition, the estimate was 58 Hz,
very close to the monaural estimate of 79 Hz at 500 Hz
~Glasberg and Moore, 1990!. At 50 dB/Hz, however, the es-
timate was 220 Hz, which was close to three times the mon-

FIG. 4. EI activity without internal noise as a function of masker bandwidth
and peripheral filter number for an NoSp condition with a signal-to-masker
ratio of 225 dB and a fixed masker level of 65 dB.
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aural estimate. Our explanation for this level dependence of
the critical band estimate also relies on across-frequency in-
tegration. Consider the experiment with a narrow-band
masker with a spectral level of 10 dB/Hz. In this case, the
excitation pattern across auditory channels is very narrow
due to the low stimulus level. Off-frequency channels do not
provide useful information since the stimulus level in these
channels is below absolute threshold. Therefore, the band-
width dependence of thresholds will depend only on process-
ing of the on-frequency channel and consequently reflects
the critical bandwidth of this on-frequency channel. For high
stimulus levels~i.e., 50 dB/Hz! the same argument for the
wider critical bandwidth can be given as described earlier.

The differences in predictions that are obtained between
a model that uses across-frequency integration and a model
with only single-channel processing are shown in the right
panel of Fig. 5. Here, experimental data for a spectral level
of 50 dB/Hz are shown~open symbols! combined with
model simulations for a single-channel model~on-frequency
channel only, filled symbols! and for the multi-channel
model~gray symbols!. Clearly, the bandwidth dependence of
the single-channel model resembles monaural behavior in-
stead of the wider binaural bandwidth. Furthermore, the
multi-channel model has lower thresholds for bandwidths up
to 400 Hz. The difference is as large as 6 dB. Thus, below a
bandwidth of 400 Hz, the model can improve its detection
performance by integrating information across filters. At
larger bandwidths, all off-frequency channels are masked
and the performance for both the single- and multi-channel
models is equal. This demonstrates that in the model, the
wider critical bandwidth results from across-frequency inte-
gration.

A general observation regarding the experiments from
Hall et al. ~1983! is that the model predictions are up to 5 dB
lower than the experimental data. One reason for this differ-
ence may be the fact that the model used a two-down, one-up
procedure to vary the signal level, while in the original ex-
periment, a three-down, one-up procedure was used. Hence
the thresholds for the experimental data are somewhat higher
than for the model predictions.

In summary, critical aspects of the model necessary to

explain the wider effective critical bandwidth are the uncor-
related internal noise in each auditory filter combined with
an optimal integration of information across frequency.

D. NpSo masker-bandwidth dependence

In this section, interaurally out-of-phase maskers of vari-
able bandwidth combined with a diotic signal~i.e., NpSo!
are discussed. Thresholds for different center frequencies
~125, 250, 500, and 1000 Hz! and bandwidths~from 5 Hz up
to twice the center frequency! were simulated. The overall
masker level was kept constant at 65 dB SPL. The experi-
mental data for the four different center frequencies~adapted
from van de Par and Kohlrausch, 1999! and model simula-
tions are shown in Fig. 6.

If the NpSo thresholds are compared to the NoSp
thresholds shown in Fig. 3, one can see that at 125 and 250
Hz, the slope relating bandwidth to threshold at subcritical
bandwidths is significantly different, while at higher center
frequencies, no difference is observed. This observation
holds for both model predictions and experimental data. In
our model, the differences between the two experimental
conditions are the result of the same model properties that
were mentioned in Sec. III B: the fact that the interaural
phase shift in the masker can only be compensated by an
internal delay. Thus both alower center frequency and a
wider masker bandwidth result in more masker energy that
cannot be canceled and a relative increase in the internal
noise. In addition, the limited range of internal delays be-
comes more important for lower frequencies. This is sup-
ported by the data: the slope relating threshold to bandwidth
is steeper at 125 Hz center frequency than at higher frequen-
cies. Moreover, this slope is practically zero for the 500- and
1000-Hz conditions. At these frequencies, the effect of
damping of the autocorrelation function of the noise is so
small that the thresholds are not influenced by this effect.
Hence the thresholds approach the NoSp thresholds~see Fig.
3!. Furthermore, overall differences in thresholds occur
across center frequencies, which are most clearly visible at
125 and 250 Hz.

FIG. 5. NoSp thresholds as a function of masker bandwidth. Left panel: predictions of a multichannel model. In all conditions, the spectral energy density of
the masker was kept constant at 10 dB/Hz~squares!, 30 dB/Hz~upward triangles!, and 50 dB/Hz~downward triangles!. The open symbols are data adapted
from Hall et al. ~1983!, the filled symbols are model predictions. Right panel: similar to the left panel for a masker level of 50 dB/Hz. The squares denote data
adapted from Bourbon~1966!, the upward triangles denote Cokely and Hall~1991!, and the downward triangles Hallet al. ~1983!. The gray symbols represent
the multichannel model, the black symbols the single-channel model.
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E. NrSp masker-bandwidth dependence

NrSp detection thresholds were measured as a function
of the bandwidth of the masker by van der Heijden and Tra-
hiotis ~1998!. The overall masker level was kept constant.
They used several values of interaural correlation~r! ranging
from 21 to 11. Their results show that the wider effective
critical bandwidth is only observed for interaural masker cor-
relations.0.97 and that for smaller correlations, the effec-
tive critical bandwidth is similar to the monaural estimate.
Their results and the model simulations are shown in Fig. 7.
The left panel shows the experimental data, the right panel
shows model predictions.

The empirical curves for the largest interaural correla-
tions ~i.e., 1 and 0.997! show flat thresholds for masker
bandwidths between 30 and 300 Hz, indicating a wider criti-
cal bandwidth. In these conditions, theinternal noise limits
the detection and an internal error reduction scheme is ap-

plied as described in the NoSp band-widening condition~see
Sec. III C!. For an interaural masker correlation of21, how-
ever, the thresholds are similar to the monaural thresholds
since no binaural advantage is present in an NpSp condition.
These monaural thresholds show a bandwidth dependence
well in line with the view that the decision variable that is
used in the detection process has the same statistics as the
energy at the output of an auditory filter. For bandwidths
below the critical bandwidth, thresholds decrease with 1.5
dB per octave of masker bandwidth. This slope results from
the sample-by-sample variability in the masker energy~Bos
and de Boer, 1966!. Thus, in these conditions, theexternal
stimulus variabilitylimits the detection of the tone instead of
the internal noise. Since this external variability~or masker
energy fluctuation! is highly correlated across auditory chan-
nels, the modelcannot reduce this variabilityby combining
information across frequency. Breebaart and Kohlrausch

FIG. 6. NpSo thresholds as a function
of masker bandwidth for 125-Hz
~upper-left panel!, 250-Hz~upper-right
panel!, 500-Hz ~lower-left panel!, and
1000-Hz center frequency~lower-right
panel!. The open symbols are data
adapted from van de Par and Kohl-
rausch~1999!, the filled symbols are
model predictions. The masker had the
same overall level at all bandwidths.

FIG. 7. NrSp thresholds as a function
of masker bandwidth for a constant
overall level of the masker. The left
panel shows experimental data
adapted from van der Heijden and Tra-
hiotis ~1998!; the right panel shows
model predictions. Different curves
denote different interaural masker cor-
relations.
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~1999! suggested that a similar argument holds for NrSp
conditions. They measured NrSp thresholds as a function of
both the masker correlation and the masker bandwidth. They
showed that variability of the interaural differences has a
strong effect on the binaural performance and that reduction
of this variability results in a decrease in thresholds. The
current model supports this hypothesis in a qualitative way.
For interaural correlations below 0.97, the fluctuations in the
EI-element output are dominated by external stimulus fluc-
tuations. The amount of fluctuation increases with masker
correlation reduction or masker bandwidth reduction. This is
also seen in the model predictions: the data decrease with
both a bandwidth increase or a correlation increase. This
experiment shows that our model can account both for exter-
nal stimulus fluctuations and for internal errors as limitations
for detection.

F. NoSp masker-level dependence

If the across-frequency hypothesis as stated earlier is
correct, different influences of masker level on NoSp are
expected for a narrow-band masker compared to a broadband
masker. For a broadband masker, off-frequency channels
cannot contribute to the detection of the signal because these
channels are masked by the broadband noise. On the other
hand, off-frequency channels can contribute in the case of a
narrow-band masker as long as the stimulus level in these
channels is above the absolute threshold. The number of off-
frequency channels that can be used depends on the stimulus
level: at a higher level the excitation pattern along the fre-
quency axis is larger and hence more auditory filters can
contribute to the reduction of the internal error. Thus, the

increase in the NoSp threshold with masker level should be
shallower for a narrow-band masker than for a broadband
masker.

For the broadband condition, a broadband~0–8000 Hz!
Gaussian noise served as masker. Its spectral energy density
varied between215 and 70 dB/Hz. The signal was a 500-Hz
interaurally out-of-phase tone. The upper-left panel of Fig. 8
shows the experimental data~open symbols! and the model
predictions~filled symbols! as a function of the noise level.

For spectral levels below 0 dB/Hz, the thresholds are
approximately constant. For these conditions, the masker en-
ergy within an auditory filter is too low to influence the de-
tectability of the signal: the threshold is determined by the
absolute hearing threshold. If the spectral level of the masker
is increased, the amount of masker energy within the on-
frequency auditory filter increases also, resulting in higher
thresholds. The slope relating masker level and threshold
equals 1 dB/dB~indicated by the dotted line! for masker
spectral levels above about 20 dB/Hz.

The upper-right panel of Fig. 8 shows NoSp thresholds
for a narrow-band masker~50 Hz wide! spectrally centered
around the signal. The data are very similar to the data for
the wideband condition except for the fact that the slope
relating signal threshold to spectral noise level is lower. This
is indicated by the dashed line, which has a slope of 0.9
dB/dB. As expected, the availability of off-frequency chan-
nels in the narrow-band condition results in a shallower slope
compared to the broadband condition where off-frequency
channels do not provide useful information about the pres-
ence of the signal. The difference in thresholds between
broadband and narrow-band conditions is depicted in the
lower panel of Fig. 8, for both the experimental data~open
symbols! and model predictions~filled symbols!.

FIG. 8. NoSp thresholds as a function
of the spectral energy density of the
masker for broadband noise~upper-
left panel! and narrowband noise
~upper-right panel!. Open symbols are
data adapted from literature: squares
from Hall and Harvey~1984!, upward
triangles from McFadden~1968!. The
filled symbols are model predictions.
The dashed lines have a slope of 0.9
dB/dB, the dotted lines have a slope of
1 dB/dB. The lower panel contains the
difference in thresholds between
broadband and narrow-band condi-
tions in the same format as the upper
panels.
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G. NoSp notchwidth dependence

In the context of across-frequency integration it is inter-
esting to consider additional conditions where the use of off-
frequency channels is disabled. Such a paradigm was pre-
sented by Hallet al. ~1983!. Instead of a band-limited
masker, they used a notched noise and varied the notchwidth.
The out-of-phase signal was spectrally centered in the gap.
This experiment was performed at three spectral noise levels,
10, 30, and 50 dB/Hz. The data~open symbols! and the
model predictions~filled symbols! are shown in Fig. 9. The
data show a decrease with increasing notchwidth until the
absolute threshold is reached. Hallet al. ~1983! used the
notchwidth corresponding to a 3-dB threshold improvement
compared to thresholds at a notchwidth of 0 Hz as an esti-
mate of the critical bandwidth. These estimates for the three
masker levels were close to the monaural estimate and did
not depend on the masker level. This finding is also sup-
ported by the model predictions. The slope relating threshold
to notchwidth is very similar and hence the 3-dB estimates of
the critical bandwidth are similar, too. Thus, as expected, the
wider effective critical bandwidth is not observed for these
stimuli. An overall difference of up to 5 dB between the
model predictions and the experimental data adapted from
Hall et al. ~1983! is observed in Fig. 9. This difference was
already discussed in Sec. III C, where for a different data set
from the same study the same systematic difference was ob-
served.

H. Maskers with phase transitions in the spectral
domain

Another experimental paradigm to measure the spectral
resolution of the binaural auditory system was used by Kohl-
rausch~1988!. He measured the detectability of an interau-
rally out-of-phase signal in a masker which had a frequency-
dependent phase difference: for frequencies below 500 Hz,
the masker was in phase, while above 500 Hz the masker
was interaurally out-of-phase. This condition is denoted
NopSp. The spectral energy density of the masker was 43
dB/Hz. When the signal frequency was sufficiently below
500 Hz, the effective stimulus configuration was NoSp and a
large BMLD was observed. For frequencies well above 500
Hz, the stimulus corresponded to NpSp, and no BMLD
could be measured. For frequencies near 500 Hz, a gradual
increase in thresholds was observed, indicating a limited
spectral resolution of the auditory system. The data com-
bined with model predictions are shown in the left panel of
Fig. 10. The right panel shows thresholds for an NpoSp
condition, where the masker is interaurally out-of-phase be-
low 500 Hz and in-phase above 500 Hz.

The gradual change in the thresholds near 500 Hz results
from the limited spectral resolution of the filterbank. For
example, if the signal has a frequency of 200 Hz in the
NopSp condition, the channel tuned to 200 Hz effectively
contains an NoSp condition. The cue for detection is most
salient for an EI-type element witha5t50. If the signal
frequency is increased, an increasing amount of the antipha-
sic masker energy is present in a channel tuned to the signal
frequency. This part of masker energy cannot be canceled by
the EI-type element. Hence the input level of the EI-type
element for a masker alone increases with increasing signal
frequency. Therefore, a gradual increase of the thresholds is
observed near the frequency of the masker phase transition.
This gradual increase reflects the monaural critical band-
width because spectral integration cannot occur.

A modified version of such a measurement of the spec-
tral resolution of the auditory system uses a masker that has
an inverted interaural phase relationship within a passband of
the masker. Basically four conditions can be used in this way
which are referred to as NopoSp, NpopSp, NopoSo, and
NpopSo. The S denotes the interaural phase of the signal,
the N denotes the frequency-dependent interaural phase rela-
tionship of the masker. Thus, an Nopo masker is interaurally
in-phase except for a certain inner passband which is inter-
aurally out-of-phase. This passband is centered around the

FIG. 9. NoSp thresholds as a function of masker notchwidth. For each set
of connected points, the spectral energy density of the masker was kept
constant at 10 dB/Hz~squares!, 30 dB/Hz~upward triangles!, and 50 dB/Hz
~downward triangles!. The open symbols are data adapted from Hallet al.
~1983!, the filled symbols are model predictions.

FIG. 10. Frequency dependence of Sp
thresholds for a masker with a
frequency-dependent interaural phase
difference. The left panel shows
thresholds for an NopSp stimulus
configuration~masker interaurally in-
phase below 500 Hz and out-of-phase
above 500 Hz!, the right panel for
NpoSp ~masker interaurally out-of-
phase below 500 Hz and in-phase
above 500 Hz!. The open symbols are
data adapted from Kohlrausch~1988!,
the filled symbols are model predic-
tions.
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signal. Thus, in case of NopoSp, the condition is effectively
NpSp if the passband is wider than the critical band, while it
is NoSp if the passband has a bandwidth of 0 Hz. By study-
ing the bandwidth dependence of such conditions, the fre-
quency resolution of the binaural auditory system can be
estimated. Such an experiment was performed by Sondhi and
Guttman~1966! and also by Holubeet al. ~1998!. Their most
striking result was that NopoSp and NpopSp thresholds
reveal a completely different bandwidth dependence. This
can be observed in Fig. 11. The left panel shows the BMLD
as a function of the bandwidth of the inner band for the
NopoSp condition, the right panel for NpopSp. The filled
symbols are the model predictions, the open symbols are
experimental data.

The NopoSp condition~left panel! has a BMLD which
is large for a very small bandwidth but decreases quickly
with bandwidth. This strong decrease in the BMLD is ex-
pected for the following reason. If the bandwidth of the out-
of-phase passband is equal to half the equivalent rectangular
bandwidth of the auditory filter, the amount of masker en-
ergy from the in-phase noise and the out-of-phase noise is
approximately equal in the on-frequency filter.4 Conse-
quently, the effective interaural correlation of the masker in
the on-frequency filter is about zero. For such a low correla-
tion value, the BMLD is reduced to only 3 dB. Thus, if the
bandwidth of the passband is 40 Hz, the BMLD should be
significantly reduced. This is supported by the data in Fig.
11: for this bandwidth the BMLD is only a few dB.

In the NpopSp condition ~right panel of Fig. 11!, the
bandwidth dependence of the thresholds is completely differ-
ent. If the bandwidth of the passband is very large~i.e., 500
Hz!, the condition is effectively NoSp and a large BMLD is
observed. If the bandwidth is decreased, the amount of
masker energy in the on-frequency filter that is interaurally
out-of-phase increases. Since these parts of the masker reside
at the skirt of the filter, this masker energy is strongly attenu-
ated. Consequently, the interaural masker correlation in the
on-frequency channel decreases, but not very much. Only if
the bandwidth is equal to about half the equivalent rectangu-
lar bandwidth,4 the BMLD is reduced to about 3 dB for the
same reason as in the NopoSp condition. Therefore, a much
more gradual decrease in the BMLD is observed if the band-
width of the passband is decreased. This is supported by both
model predictions and experimental data. This interpretation
is also supported by Fig. 12, which shows the BMLDs of the
model as a function of the computed interaural cross corre-

lation of the masker after peripheral filtering. The squares
denote the NopoSp condition, the triangles the NpopSp
condition. For both conditions, the BMLD for an interaural
correlation of zero is very close to 3 dB. Furthermore, the
BMLD as a function of the correlation is very similar for
both conditions.

A substantial difference between the two data sets is
observed in the maximum BMLD: the data of Sondhi and
Guttman ~1966! have a maximum BMLD of about 7 dB,
while the data of Holubeet al. ~1998! show BMLDs of up to
14 dB. The reason for these differences is unclear, but the
model could accommodate these differences by changing the
parametersa andb.

I. NoSp signal-bandwidth dependence

Langhans and Kohlrausch~1992! measured NoSp
thresholds for target signals of variable bandwidth. In this
experiment, the masker consisted of a band-limited diotic
noise~0–2 kHz, No547 dB/Hz!, while the signal consisted
of harmonic complexes with a flat amplitude spectrum, a
spectral spacing between the components of 10 Hz, and a
center frequency of 400 Hz. The upper and lower frequency
boundaries of the harmonics were varied in order to generate
signals of different bandwidths. The total number of compo-
nents in the complex was 1, 3, 5, 7, 9, 11, 15, 17, 19, or 41.
The masked thresholds of the harmonic complex tones as a
function of the number of components is shown in Fig. 13.
The thresholds are expressed as level per component.

FIG. 11. NopoSp MLDs ~left panel!
and NpopSp MLDs ~right panel! as a
function of the bandwidth of the cen-
tral band ~see text for details!. The
open squares are experimental data
adapted from Sondhi and Guttman
~1966!, the triangles are adapted from
Holube et al. ~1998!. Filled symbols
are model predictions.

FIG. 12. BMLDs of the model as a function of the~computed! interaural
correlation after peripheral filtering. The squares correspond to the NopoSp
condition, the triangles to the NpopSp condition.
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Figure 13 shows a decrease of the masked threshold
with increasing number of components. This can be under-
stood as follows. If the number of components is increased
from one to three, the total signal level is 4.7 dB higher than
the level of the individual components. The bandwidth of a
signal which consists of three components equals 20 Hz,
hence the signal has a smaller bandwidth than the auditory
filter. Therefore, a threshold decrease of 4.7 dB per compo-
nent is expected between one and three components in order
to keep the signal power in the auditory filter constant. This
is supported by the data and the model predictions. As long
as the signal bandwidth is below the critical bandwidth, it is
expected that an increase in the number of harmonics results
in a decrease in the masked threshold level per component
due to the increase in the total signal level. If the auditory
filters had a rectangular shape~ideal bandpass filter!, a dou-
bling of the number of harmonics would result in a decrease
of 3 dB in the level per component as long as the signal
bandwidth is below the auditory filter bandwidth~nine har-
monics!. This is indicated by the dashed line. Of course, a
rectangular filter is not a valid description of the auditory
filters. Therefore, the decrease in threshold is a little bit less
than 3 dB@see Langhans and Kohlrausch~1992! for a de-
tailed analysis of the slope in their data#. A striking result is,
however, that the thresholds still decrease for more than ten
harmonics. In this case, the bandwidth of the signal exceeds
the auditory filter bandwidth. To account for these results, it
is necessary to include several filters in the detection process
rather than only the center channel since the cue for detection
is available in several filters. As described in Sec. III C, the
availability of the cue for detection in several filters enables
the improvement of the internal signal-to-noise ratio which
results in lower signal thresholds for broadband signals. As
can be observed from Fig. 13, the model accounts for this
across-channel processing of binaural cues. However, the ef-
ficiency of this process in the model seems to be a little bit

too high because the model predictions decrease stronger
with increases in signal bandwidth than the experimental
data.

J. NoSp including spectral flanking bands

Cokely and Hall~1991! measured narrow-band NoSo
and NoSp thresholds with a fixed-frequency masker~50 Hz
wide centered around 500 Hz, No550 dB/Hz! combined
with an interaurally in-phase flanking noise band~30 Hz
wide, No also 50 dB/Hz! of variable frequency. They found
that for monaural detection~i.e., masker and signal both in-
teraurally in phase!, the flanking band had only a small effect
on the masked thresholds if presented spectrally close to the
signal ~thresholds increased by less than 1 dB, which is ex-
pected on the basis of the increase in the masker energy in
the on-frequency channel!. For the NoSp condition, how-
ever, a larger effect was observed~up to 2.5 dB!, which is
difficult to understand in terms of stimulus properties within
the on-frequency channel. The experimental data combined
with model predictions are given in Fig. 14, where the
thresholds are shown as a function of the center frequency of
the flanking band. The squares denote the monaural~NoSo!
condition, the triangles refer to the binaural~NoSp! condi-
tion. The open symbols are experimental data, the filled sym-
bols are model predictions.

Although there is an overall difference of about 5 dB
between experimental data and model predictions for the
NoSp condition, the effect of the flanking band is very simi-
lar. If the flanker has a center frequency that is close to the
fixed-frequency masker, the thresholds of the model increase
up to 2.4 dB. As described in Sec. III C, a narrow-band
NoSp condition allows the reduction of the internal error in
the model. The addition of an additive noise band at a higher
or lower frequency results in~partial! masking of the off-
frequency channels. Therefore, the efficiency of internal er-
ror reduction is decreased and an increase in thresholds is
observed. In the NoSo condition, this effect is not present,
because in this condition, the sample-by-sample variability
of noise energy limits the detection. As described in Sec.

FIG. 13. Threshold level per component for an out-of-phase harmonic com-
plex in an in-phase noise masker as a function of the number of signal
components. The signal components had a spectral spacing of 10 Hz and
were centered around 400 Hz. The open symbols are data adapted from
Langhans and Kohlrausch~1992!, the filled symbols are model predictions.

FIG. 14. Detection thresholds for a 500-Hz signal added to a 50-Hz-wide
noise masker with a center frequency of 500 Hz as a function of the center
frequency of a 30-Hz-wide flanking band. Squares correspond to thresholds
for an interaurally in-phase signal, triangles to an out-of-phase signal. Open
symbols are experimental data adapted from Cokely and Hall~1991!, filled
symbols are model predictions.
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III E, this external variability is correlated across auditory
channels and cannot be reduced by the model.

K. NoSp with interaural disparities in stimulus
intensity

In this experiment, performed by McFadden~1968!, the
masker consisted of an interaurally in-phase wideband noise
with a spectral density of 45 dB/Hz; the signal was a 400-Hz
interaurally out-of-phase tone. The total stimulus at one ear
was attenuated by a variable amount~i.e., both masker and
signal had an equal contralateral attenuation, hence the
signal-to-masker ratio was the same in both ears!. The results
are shown in the left panel of Fig. 15. The abscissa shows the
disparity in interaural stimulus intensity, the ordinate shows
the signal threshold in terms of the level at the ear without
attenuation.

Clearly, for a contralateral attenuation between 0 and 10
dB, the thresholds remain constant. In this region, the model
can fully compensate for the externally presented IID. If the
external IID is increased, however, the thresholds increase.
This is the result of the nonlinear preprocessing stage. As
described in the accompanying model paper, the adaptation
loops which are present in the peripheral processor are
highly nonlinear and show a compressive behavior. There-
fore, the externally presented IID is reduced and the EI-type
element that optimally compensates for the external IID has
a characteristic IID that is much smaller than the external
IID. Despite the availability of EI-type elements that can
compensate for themeanlevel difference at the output of the
adaptation loops, these cells cannot cancel the masker noise
completely due to the nonlinear processing which results in
different waveforms at the output of the adaptation loops
from the left and right sides. Hence parts of the noise masker
are present in the output of the EI-type element, resulting in
increasing thresholds. Moreover, for an IID of 60 dB, the
attenuated signal lies below the absolute threshold; the
model cannot cancel any part of the masking noise. Hence
the thresholds are determined by the monaural masker level
in the nonattenuated ear.

A similar experiment was performed by Weston and
Miller ~1965!. They measured NoSm detection thresholds at
500 Hz as a function of the noise level in the nonsignal ear.

The noise level in the signal ear was 26 dB/Hz. Besides
attenuating, Weston and Miller~1965! also increased the
noise level in the nonsignal ear. Their results are shown in
the right panel of Fig. 15 as a function of the relative noise
level in the nonsignal ear compared to the signal ear. The
open symbols denote their experimental data, the filled sym-
bols are model predictions. The triangles refer to the monau-
ral reference conditions. Interestingly, both for a decrease
and anincreasein the contralateral noise level, thresholds
increase. This effect is also captured by the model. Both
curves show an increase of 3 to 4 dB if the contralateral level
is increased by 40 dB. In the model, this increase is caused
by the nonlinear processing of the peripheral adaptation
loops as described earlier.

The predictions and experimental data for NoSm differ
by about 5 to 6 dB, the latter being higher. The maximum
BMLD found by Weston and Miller~1965! is about 5.5 dB,
while the model predicts a maximum BMLD of about 7 dB.
These values are in line with other experimental data, show-
ing BMLDs between 5 and 10 dB for NoSm~Hirsh, 1948;
Hirsh and Burgeat, 1958; Kohlrausch, 1988!.

L. NoSm as a function of the notchwidth and
bandwidth in the nonsignal ear

Hall and Fernandes~1984! measured NoSm detection
thresholds for stimuli with a variable masker bandwidth or
notchwidth in the nonsignal ear. A 500-Hz pure-tone signal
was presented with a 600-Hz-wide band of noise to the sig-
nal ear. Bands of noise ranging in width from 25 to 600 Hz,
or notched noises~bandwidth also 600 Hz! ranging in notch-
width from 0 to 600 Hz, were presented to the nonsignal ear.
The effects of varying the bandwidth were different from
those of varying the notchwidth. If the bandwidth was var-
ied, the thresholds decreased over a range of 400 Hz, while
for the notched experiment, significant threshold changes
only occurred for notchwidths between 0 and 50 Hz. These
results are shown in Fig. 16. The left panel corresponds to
thresholds as a function of the bandwidth of the masker in
the nonsignal ear, the right panel to the notchwidth.

Both model and experimental data show a different be-
havior as a function of bandwidth for a notched or band-
limited masker. This can be understood as follows. If a

FIG. 15. Left panel: NoSp thresholds as a function of the attenuation of the stimuli at one ear. The thresholds are expressed in terms of the level at the
nonattenuated ear. The open symbols are data adapted from McFadden~1968!, the filled symbols are model predictions. Right panel: NoSm thresholds as a
function of the noise level in the nonsignal ear relative to the signal ear. The open symbols are adapted from Weston and Miller~1965!, the filled symbols are
model predictions. The squares denote the NoSm conditions, the triangles are the monaural NmSm reference conditions.
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narrow-band masker is presented in the nonsignal ear, the
masker cannot be canceled by a simple subtraction, since the
masker waveforms in both ears are completely different. In
fact, for a bandwidth of 0 Hz, the stimulus corresponds to
NmSm ~i.e., masker and signal are presented to one ear
only!, and no binaural advantage can be achieved. If the
bandwidth in the nonsignal ear is increased, the similarity~or
cross correlation! between the maskers at both ears increases
which enables the model to cancel the masker more effi-
ciently. This efficiency increases even beyond the critical
bandwidth. As a result of this, the signal thresholds decrease
with increasing bandwidth, as observed in the data. For the
notched noise, a similar process occurs. In the absence of a
notch ~i.e., a notchwidth of 0 Hz!, the masker can be can-
celed completely and a large binaural advantage is observed.
With increasing notchwidth, the cancellation of the masker is
less successful and thresholds increase. The essential reason
for the different slopes relating threshold to bandwidth or
notchwidth lies in the fact that the masker cancellation is
performed after peripheral filtering.

As described earlier, the nonsignal ear contains only
part of the masker of the signal ear; some spectral compo-
nents are removed. If more spectral components are re-
moved, the amount of masker energy that remains after can-
cellation increases and hence the signal thresholds increase.
Thus, the amount of masker energyafter peripheral filtering
that is present in the signal ear butnot in the nonsignal ear
determines the detection threshold. If the notchwidth is in-
creased from 0 to 25 Hz, there exists a large difference be-
tween the maskers at both ears since this part of the masker
is in the center of the auditory filter. Therefore, an increase in
the notchwidth has a strong effect on the thresholds. More-
over, for notchwidths beyond 50 Hz, the thresholds are equal
to the monaural thresholds, indicating that the binaural sys-
tem cannot increase the detection performance.

In the band-limited case, however, this process is re-
versed. For a bandwidth of 600 Hz, the maskers in both ears
are equal and a large binaural advantage is observed. If the
bandwidth is decreased to 400 Hz, the thresholds do not
increase since the parts of the masker that are removed in the
nonsignal ear are filtered out by the bandpass filter of the
inner ear. Only at a bandwidth of 300 Hz do the maskers at
both ears become somewhat decorrelated after peripheral fil-
tering and the thresholds show a slight increase. For smaller
bandwidths, the correlation between the maskers after filter-
ing decreases and thresholds show a gradual increase. Since

the part of the masker that is removed in the nonsignal ear
resides in the filter skirt, a reduction in the bandwidth has
less effect than an increase in the notchwidth at the center of
the filter.

IV. CONCLUSIONS

Predictions for binaural detection performance were
shown as a function of the spectral parameters and interaural
phase relationships of both maskers and signals. Although
some overall differences exist between the model predictions
and the experimental data, most of the experimental results
can be accounted for with the present model. All stages that
are included in the model contribute in some way to the
exactness of the predictions. For example, the loss of phase
locking in the inner haircells at frequencies above 770 Hz is
necessary to account for the ITD thresholds shown in Fig. 1
and the increase of binaural thresholds above 1 kHz~see Fig.
2!. For some simulations, almost all stages have to be taken
into account to obtain a good fit. Examples are the experi-
ments discussed in Sec. III E~i.e., NpSo as a function of the
bandwidth and center frequency!. The combined effect of
peripheral filtering, compressive behavior of the EI-type el-
ements, the distribution of internal delays, and the chain of
adaptation loops in the peripheral preprocessing stage results
in good predictions, which cannot be achieved if any of these
elements is removed. The price one has to pay is a more
complex model than those used and described so far.

In summary, the current model accounts for many bin-
aural detection phenomena in a quantitative way. These in-
clude

~i! the wider effective critical bandwidth in bandwiden-
ing NoSp conditions,

~ii ! the unification of IID and ITD sensitivity with binau-
ral detection data,

~iii ! the level dependence of binaural thresholds,
~iv! the frequency dependence of binaural detection

thresholds,
~v! the effect of frequency and bandwidth on the differ-

ence between NoSp and NpSo thresholds,
~vi! the combination of both external stimulus fluctuations

and internal errors into one decision variable, and
~vii ! the influence of interaural level differences on binau-

ral thresholds.

FIG. 16. NoSm thresholds as a func-
tion of the bandwidth in the nonsignal
ear~left panel! and as a function of the
notchwidth in the nonsignal ear~right
panel!. The open symbols are data
adapted from Hall and Fernandes
~1984!, the filled symbols are model
predictions.

1102 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Breebaart et al.: Binaural processing model. II.



ACKNOWLEDGMENTS

The investigations were supported by the Research
Council for Earth and Life-sciences~ALW ! with financial aid
from the Netherlands Organization for Scientific Research
~NWO!. We would like to thank the Associate Editor Wesley
Grantham, Steve Colburn, and an anonymous reviewer for
their very valuable contributions for improving the contents
of the original manuscript.

1The value of 0.64 for the interaural correlation was chosen because this was
the lowest correlation that was used in a recent study measuring NrSp
thresholds~Breebaart and Kohlrausch, 2001!. Data from this study were
used because these thresholds were obtained withfrozennoise. The advan-
tage of using frozen noise is that these thresholds are not influenced by
stimulus uncertainty, but are only determined by internal noise.

2Note that in the peripheral preprocessing stage of the model, a chain of
adaptation loops is included. For an input signal with a constant envelope,
the input–output characteristic of the chain of adaptation loops is almost
logarithmic. Due to this compression, the signal level must be a certain
fraction of the masker level to produce a fixed change in an EI-type-
element output which is necessary to exceed the internal noise level. Thus,
if the masker energy within one auditory channel increases~which is the
case towards higher frequencies!, the thresholds increase by the same
amount.

3This mismatch is another example of the same disadvantage caused by the
strong overshoot of the adaptation loops@see Dauet al. ~1996b! for a
discussion#. Despite several years of simulations, neither we nor our col-
leagues in Oldenburg have so far found a satisfying solution for this prob-
lem which would reduce the overshoot and preserve the major advantage of
this stage: its ability to predict nonsimultaneous masking.

4For the filter at 500 Hz in the model, a bandwidth of 42 Hz~i.e., 0.53 times
the ERB! resulted in a correlation of zero.
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This paper and two accompanying papers@Breebaartet al., J. Acoust. Soc. Am.110, 1074–1088
~2001!; 110, 1089–1104~2001!# describe a computational model for the signal processing of the
binaural auditory system. The model consists of several stages of monaural and binaural
preprocessing combined with an optimal detector. Simulations of binaural masking experiments
were performed as a function of temporal stimulus parameters and compared to psychophysical data
adapted from literature. For this purpose, the model was used as an artificial observer in a
three-interval, forced-choice procedure. All model parameters were kept constant for all simulations.
Model predictions were obtained as a function of the interaural correlation of a masking noise and
as a function of both masker and signal duration. Furthermore, maskers with a time-varying
interaural correlation were used. Predictions were also obtained for stimuli with time-varying
interaural time or intensity differences. Finally, binaural forward-masking conditions were
simulated. The results show that the combination of a temporal integrator followed by an optimal
detector in the time domain can account for all conditions that were tested, except for those using
periodically varying interaural time differences~ITDs! and those measuring interaural correlation
just-noticeable differences~jnd’s! as a function of bandwidth. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1383299#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc@DWG#

I. INTRODUCTION

This is the third paper describing our binaural signal
detection model and its ability to predict binaural detection
thresholds in a great variety of experimental conditions. This
model basically consists of three stages~Breebaartet al.,
2001a!. The first stage simulates the effective signal process-
ing of the basilar membrane and the inner hair cells and
includes adaptation by means of adaptation loops~Dauet al.,
1996a!. Binaural interaction is modeled in the second stage
by means of a contralateral inhibition mechanism: the model
computes the squared difference signal between the left and
right ears as a function of time, frequency channel, internal
interaural delay~t in seconds!, and internal interaural level
adjustment~a in dB!. These binaural signals are corrupted by
internal noise and subsequently analyzed by the third stage in
the model, the central processor. The model is used as an
artificial observer in a three-interval, forced-choice proce-
dure, and the central processor matches the representations
of the presented stimuli to templates~derived during previ-
ous presentations!; on this basis the model indicates which
interval contains the signal.

In the second paper of this series~Breebaartet al.,
2001b!, model predictions for binaural detection were dis-
cussed as a function of the spectral parameters of the stimuli,
keeping the temporal parameters constant. All stimuli had a

duration which was long compared to the temporal resolu-
tion of both the monaural and binaural stages of the model
~i.e., 200 ms or longer!. We demonstrated that the model is
very successful in describing the threshold dependence on
spectral stimulus parameters and that this success can, to a
large extent, be attributed to an optimal combination of in-
formation across auditory channels.

In the current paper, we focus on the temporal properties
of the stimuli, keeping the spectral parameters constant. Two
important temporal properties are studied intensively. The
first concerns temporalintegration. It has been shown that
the binaural system is able to integrate binaural cues tempo-
rally if such a process enhances a detection task. For ex-
ample, an increase of the signal duration in an NoSp condi-
tion results in a decrease of the signal threshold for signal
durations up to 300 ms~Zwicker and Zwicker, 1984; Wilson
and Fowler, 1986; Wilson and Fugleberg, 1987; Bernstein
and Trahiotis, 1999!. The second property is related to the
temporalresolutionof the binaural auditory system. Several
studies have revealed that the auditory system is sluggish in
its processing of interaural differences. For example, the
minimum audible angle of a sound source strongly depends
on its velocity ~Perrott and Musicant, 1977!. Experiments
using time-varying interaural intensity differences~IIDs! re-
vealed that IID detection shows a low-pass behavior with a
cutoff frequency of about 20 Hz~Grantham, 1984!. The de-
tection of dynamic ITDs seems to be even worse; Grantham
and Wightman~1978! showed that ITD detection has a low-

a!Now at: Philips Research Laboratories Eindhoven, Prof. Holstlaan 4,
NL-5656 AA Eindhoven, The Netherlands. Electronic mail:
jeroen.breebaart@philips.com
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pass response with a cutoff frequency of 2 to 5 Hz. Detection
experiments performed with a masker which has a time-
varying interaural correlation show that the binaural auditory
system has a time constant between 44 and 243 ms
~Grantham and Wightman, 1979; Kollmeier and Gilkey,
1990; Culling and Summerfield, 1998; Akeroyd and Sum-
merfield, 1999!, which is rather high compared to the 4 to 44
ms for monaural processing~Kollmeier and Gilkey, 1990;
Plack and Moore, 1990!. The aim of the current study is to
demonstrate that the model presented in Breebaartet al.
~2001a! can also account for these temporal phenomena.

II. METHOD

A. Relevant stages of the model

In the Introduction, a coarse description of the general
model setup was given. In this section, the stages of the
model that are relevant for the simulations described in this
paper~i.e., temporal behavior! are discussed in more detail.
For a detailed description of the complete model, see Bree-
baartet al. ~2001a!.

~i! Filtering of the gammatone filterbank. The filterbank
present in the peripheral processing stage determines
the spectral resolution of the model, in line with the
equivalent rectangular bandwidth~ERB! estimates
published by Glasberg and Moore~1990!. Due to the
limited bandwidth of the filters in the gammatone fil-
terbank, ringing occurs which influences forward-
masking thresholds for very short signal delays.

~ii ! A chain of five adaptation loops is included in the
peripheral preprocessor. These adaptation loops limit
the detectability of short low-level signals presented
shortly after the offset of a high-level masker. Due to
this limitation, the monaural detection model by Dau
et al. ~1996a! has been successful in predicting detec-
tion performance in monaural nonsimultaneous mask-
ing conditions~Dau et al., 1996b, 1997!. Because the
current model includes the same stages as the model
by Dau et al. ~1996a!, this predictive scope is inher-
ited by our model. Furthermore, because the binaural
interaction follows the peripheral adaptation~cf.
Kohlrausch and Fassel, 1997!, binaural forward mask-
ing will also be limited in its steepness through the
presence of the adaptation loops.

~iii ! Central temporal window. In the binaural processor,
EI-type elements calculate the squared-difference sig-
nal between the outputs of the peripheral processor
for each auditory filter. These difference signals are
convolved with a double-sided exponential window
with an equivalent rectangular duration~ERD! of 60
ms to account for a limited binaural temporal resolu-
tion. Because this window operates on the difference
signal, the same window is used to analyze IIDs and
ITDs as well as binaural detection data.

~iv! Compressive input–output characteristic of EI-type
elements. The temporally smoothed difference signal
of the EI-type elements is compressed logarithmically.
In combination with an additive internal noise, this

stage results in thresholds of interaural differences
that depend on the interaural cross correlation of the
reference stimuli.

~v! Optimal detector in the central processor. The EI-type
element outputs are corrupted by an additive internal
noise. Subsequently, the internal representations of
the external stimuli are compared to a template that
consists of the average masker-alone representation.
The differences between the actual stimulus and the
template are weighted and integrated both in the time-
and the frequency domain according to an optimal
criterion. This enables the optimal detector to reduce
the influence of the internal noise, and to accumulate
information about the signal by adapting its observa-
tion interval ~matched temporal integrator!.

B. Procedure and stimuli

The procedure, the method of generation of stimuli, and
the model calibration were the same as those described in the
spectral paper~Breebaartet al., 2001b!. In particular, all
model parameters were kept fixed for all simulations de-
scribed in this paper and were the same as in the previous
paper. For details regarding the procedure and model calibra-
tion, refer to Breebaartet al. ~2001b!. In all simulations, the
duration, level, on- and offset ramps, bandwidth, and onset
delay of both the maskers and signals equaled the values
used in the experiments with human subjects. If more data
sets from various authors with different experimental settings
were used, the experimental settings from one of these stud-
ies were used for determining the model simulations. Com-
parison with the other data sets was possible because in such
conditions, we either calculated binaural masking level dif-
ferences~BMLDs! or normalized the thresholds with the
spectral level of the masking noise.

III. SIMULATIONS

A. NrSp and NrSm correlation dependence for
wideband noise

This section deals with the detection of a signal in the
presence of a masker with various~fixed! values of the in-
teraural correlation~r!. Similar stimuli were discussed in the
spectral paper~Breebaartet al., 2001b, Sec. III E! focusing
mainly on the bandwidth dependence of the masker. In this
section, the nonstationary behavior of interaural differences
in such conditions will be discussed. By ‘‘nonstationary’’ we
mean that the expected values of the statistical properties,
such as the interaural correlation, are constant, but that these
properties evaluated on a short-time basis change as a func-
tion of time within each interval. It is therefore valuable to
discuss NrSp thresholds in the current paper, since these
experiments reflect the detection of a change in thedistribu-
tion of interaural differences rather than the detection of the
presenceof interaural cues.

Robinson and Jeffress~1963! measured thresholds for a
wideband NrSp condition. They used a 150-ms, 500-Hz
tone as signal presented in a 150-ms noise masker. The
masker had a spectral level of 50 dB/Hz. Their data are
shown in the left panel of Fig. 1~open symbols!, together

1106 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Breebaart et al.: Binaural processing model. III.



with the model predictions~filled symbols!. The binaural
masking level difference~BMLD ! is shown as a function of
the interaural masker correlation. For a correlation of11, the
condition corresponds to NoSp and a large BMLD is ob-
served, which decreases with decreasing correlation. If the
masker is interaurally uncorrelated~r50!, a BMLD of only
2 to 3 dB is present, which completely disappears if the
correlation is decreased further towards21.

The right panel shows data for a monaural signal~i.e.,
NrSm!, adapted from Wilbanks and Whitmore~1968!. In
this experiment, a 200-ms signal was used, also with a fre-
quency of 500 Hz. The spectral masker level was 33 dB/Hz.
The data show a similar curve as the NrSp condition, with
two important differences. First, the BMLD atr511 is 6 dB
smaller for the NrSm condition. Second, almost no BMLD is
observed in the NrSm condition withr50, while the NrSp
condition still shows a BMLD of a few dB at this masker
correlation.

To understand why the BMLDs decrease with a decrease
in the masker correlation, it is useful to first have a closer
look at the way these partially correlated maskers are gener-
ated. Usually, the Nr masker is obtained by combining the
waveforms of two or three independent noise sources. We
will focus on the method using two noise sources, keeping in
mind that the method using three noise sources is in principle
similar ~cf. van der Heijden and Trahiotis, 1997!. If two in-
dependent noise sources having time-domain waveforms
given byN1(t) andN2(t) are used to generate a noise with
an interaural correlation ofr, the left and right channels L(t)
and R(t) consist of the following linear combination of these
noises:

L~ t !5 1
2A2A11rN1~ t !1 1

2A2A12rN2~ t !,

R~ t !5 1
2A2A11rN1~ t !2 1

2A2A12rN2~ t !.
~1!

If such a stimulus is presented to the model, and if we
neglect the processing of the peripheral preprocessor, the
waveforms L(t) and R(t) enter an EI-type element that op-
timally cancels the masker~no internal delay or level adjust-
ment, i.e.,t5a50!. In our implementation~see Breebaart
et al., 2001a!, the output~E! of the EI-type element is then
given by

E~ t !5~L~ t !2R~ t !!2. ~2!

Substitution of Eq.~1! into Eq. ~2! results in

E~ t !5~222r!N2
2~ t !. ~3!

In a very similar way, it can be shown that the addition
of an interaurally out-of-phase signal@Sp(t)# to the same
masker results in

E~ t !5~222r!N2
2~ t !14Sp

2 ~ t !. ~4!

The processes in the model that follow the EI-type ele-
ment basically consist of time averaging resulting in a run-
ning averageE of the energy of (222r)N2(t), followed by
the logarithmic input–output relation of the EI-type ele-
ments. As can be observed from Eq.~3!, a decreasing inter-
aural correlationr results in an increasing amount of masker
energy that cannot be canceled by the EI-type elements. As
described in the first paper~Breebaartet al., 2001a!, this re-
sults in higher signal thresholds due to the logarithmic
input–output behavior. The above explanation also holds for
the NrSm condition, except for the fact that the amount of
signal energy in Eq.~4! is decreased by a factor of 4. Thus,
to achieve a similar change inE as for an Sp signal, the
signal level must be increased by 6 dB, an effect that is
clearly found in the data forr.0.7. For lower correlation
values, the signal level in the NrSm condition approaches
the monaural threshold and hence thresholds remain constant
if the correlation is reduced further.

B. NrSp thresholds for narrow-band noise

Breebaart and Kohlrausch~2001! measured NrSp
thresholds as a function of both the correlation and the
masker bandwidth. The masker duration was 300 ms. A
500-Hz sinusoid with a duration of 200 ms was used as the
signal. Breebaart and Kohlrausch~2001! found that for a
narrow-band masker with a bandwidth of 10 Hz, thresholds
varied more with the interaural correlation than for a wide-
band masker. The narrow-band masker resulted in a much
steeper curve for correlations between 0.8 and11 compared
to the wideband case. This is depicted in Fig. 2. Both the
10-Hz-wide~squares! and the 1000-Hz-wide~triangles! data
are shown as a function of the masker correlation. The black
symbols denote the model predictions; the white symbols are
experimental data. The separation between the narrow-band
and the broadband data is due to the choice of a constant
overall masker level of 65 dB SPL, which gives a higher
spectral level for the 10-Hz-wide masker.

Breebaart and Kohlrausch~2001! argued that the differ-
ences between the 10-Hz curve and the 1000-Hz curve are
due to the fact that two different factors limit the detection
process: internal errors and external variability. For the wide-
band masker, the thresholds are determined by the internal

FIG. 1. NrSp ~left panel! and NrSm ~right panel!
BMLDs as a function of the interaural masker correla-
tion. The white symbols are experimental data adapted
from Robinson and Jeffress~1963! for NrSp and from
Wilbanks and Whitmore~1968! for NrSm. The black
symbols are model predictions.
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errors. In our model, the specific relation between threshold
and interaural correlation results from the logarithmic input–
output curve present in the EI-type elements which was ex-
plained in Sec. II A.

For the narrow-band condition, other factors are impor-
tant. The temporal sluggishness filter effectively calculates a
running average of the output of Eq.~3! if a masker alone is
present. This output increases if the signal is present. Be-
cause this output serves as a decision variable, the model
must look for fluctuations in this variable that are attributable
to the addition of the signal. Since the squared waveform of
N2(t) is present in Eq.~3!, a running average ofN2(t) is
obtained, multiplied with a scalar which depends on the in-
teraural correlation. If the bandwidth ofN2 is very small, the
energy estimateE shows large fluctuations due to the limited
number of degrees of freedom in the noise. If the standard
deviation of these fluctuations is larger than thechangein E
due to the addition of the signal with a certain level, it is very
unlikely that the model is able to detect the signal because of
the large amount ofstimulus variability. This is exactly what
happens in the narrow-band NrSp condition. Instead of be-
ing limited by internal errors, the thresholds are limited by
external stimulus fluctuations ifr,1. Since the amount ofE
energy increases with decreasing correlation@as can be ob-
served from Eq.~3!#, the amount of fluctuations inE also
increases with decreasing correlation, hence resulting in in-
creasing thresholds. This property is not altered by the loga-
rithmic input–output function of the EI-type elements, since
both the fluctuations and the change in the output due to the

signal are transformed by the same process. Thus, for the
narrow-band condition withr at or below 0.98, thresholds
are relatively high due to the ‘‘external’’ variability inE.
Only whenr51 does external variability play no role, and
thresholds are only determined by the internal error and are
therefore relatively low.

C. Interaural cross-correlation discrimination

Gabriel and Colburn~1981! measured just-noticeable
differences~jnd’s! in interaural cross correlation from two
reference correlations~0 and11! at several bandwidths. The
total noise level was kept constant at 75 dB SPL and the
stimuli were spectrally centered at 500 Hz. At a reference
correlation of11, their results indicated that for bandwidths
less than 115 Hz the correlation jnd was equal to about
0.004, while for larger bandwidths, the jnd increased mono-
tonically with the noise bandwidth. On the other hand, at a
reference correlation of 0, the jnddecreasedwith increasing
bandwidth, having a value of 0.7 for narrow-band stimuli~3
Hz! and 0.3 for the broadband case~4500 Hz!. Their results
are summarized in Fig. 3. The left panel shows the correla-
tion jnd’s at a reference correlation of11, the right panel at
a reference correlation of 0. The white symbols are the ex-
perimental data for different subjects; the black symbols de-
note model predictions.

The model predictions for a reference correlation of11
~left panel! show a completely different behavior from the
experimental data: the experimental data increase with in-
creasing bandwidth, while the model predictions show a
monotonic decrease with increasing bandwidth. Only for the
data at 40 and 115 Hz is there a close resemblance between
model predictions and experimental data. The decrease in
correlation jnd with increasing bandwidth for the model can
be explained as follows. For all bandwidths, the reference
condition has a correlation of11. Consequently, the stimulus
can be eliminated completely by the model. Thus, the refer-
ence intervals result in no internal activity for EI-type ele-
ments that are optimally tuned to this detection task. If the
interaural correlation of the stimulus is reduced, the masker
cannot be canceled completely, which results in some activ-
ity in the model. If the stimulus bandwidth is small~i.e., 3 to
10 Hz!, this cue for detection is available in the on-frequency
filter and in some adjacent filters due to spread of excitation.
If the bandwidth is increased, the number of auditory filters
that contains information about the change in the correlation
increases since the change in the interaural correlation occurs

FIG. 2. Running-noise NrSp thresholds for a masker bandwidth of 10 Hz
~squares! and 1000 Hz~triangles!. The overall masker level was 65 dB SPL
for both bandwidths. The black symbols are model predictions; the white
symbols are data adapted from Breebaart and Kohlrausch~2001!.

FIG. 3. Just-noticeable differences in the interaural cor-
relation at a reference correlation of11 ~left panel! and
0 ~right panel! as a function of the bandwidth of the
stimulus. The white symbols are experimental data
adapted from Gabriel and Colburn~1981! for two dif-
ferent subjects. The filled symbols are model predic-
tions.
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at the complete spectrum of the stimulus. This enables the
model to integrate information across auditory filters, result-
ing in an effective reduction of the internal noise. This in
turn results in lower thresholds, as observed in the model
predictions. This effect is not observed in the experimental
data, however.

The right panel of Fig. 3 shows data for the reference
correlation of 0. Both model predictions and experimental
data show a decrease in the correlation jnd with increasing
bandwidth, although the model is more sensitive to changes
in the correlation at bandwidths beyond 40 Hz. This decrease
in the correlation jnd can be explained by considering stimu-
lus uncertainty. If the bandwidth is very small~3 Hz!, the
fluctuations in the output of the EI-type elements are very
large ~see Sec. III B.!. Increases in the bandwidth result in
more degrees of freedom in the masker and hence less un-
certainty in the output of the EI elements. This decreased
uncertainty is reflected by the decrease in the correlation jnd.
For bandwidths beyond 115 Hz, increases in the bandwidth
have almost no effect on the stimulus uncertainty because
these parts of the stimulus fall outside the auditory filter and
hence thresholds remain constant.

D. NoSp signal duration

An important property that has a very strong effect on
thresholds in an NoSp condition is the duration of the signal.
The threshold behavior in this experimental paradigm basi-
cally reflects the ability of the binaural auditory system to
integrate information over time. Several studies showed an
increase in detection performance of up to 25 dB if the signal
duration is increased from 2 to 250 ms~cf. Yost, 1985; Wil-
son and Fowler, 1986; Wilson and Fugleberg, 1987; Bern-
stein and Trahiotis, 1999!. The results of these studies are
shown in Fig. 4~white symbols! for a center frequency of
500 Hz ~left panel! and for 4 kHz ~right panel!. Since in
these studies different noise levels were used ranging from
26.3 to 47 dB/Hz, we expressed thresholds as the ratio be-
tween signal level and spectral masker density. The thresh-
olds decrease with a slope of 4.5 dB/oct for durations up to
about 60 ms, while for longer durations, this slope is shal-
lower ~1.5 dB/oct!. The model predictions are shown by the
black symbols in Fig. 4. They were derived for a 500-ms
wideband noise masker with a spectral energy density of
36.2 dB/Hz~similar to Wilson and Fugleberg, 1987!.

The model predictions show a very similar signal-
duration dependence to the experimental data. These results
can be explained as follows. First, consider a signal of very
short duration~2 ms!. In this case, the signal interval con-

tains interaural differences which are present within a short
period of time compared to the duration of the binaural win-
dow ~about 60 ms!. As described in the first model paper
~Breebaartet al., 2001a!, the output of each EI-type element
is averaged over time by a temporal integrator. Consequently,
the cue for detection at theaveragedoutput of such a tem-
poral window is strongly reduced for a very short signal.
Therefore, the signal must have a relatively high level to
elicit a change in the averaged output that can be detected by
the model. If the duration of the signal is increased but does
not exceed the duration of the temporal window, the average
output of the temporal window increases and hence the sig-
nal level decreases at threshold. Since the output of the tem-
poral averager is proportional to the signal energy, this pro-
cess accounts for a decrease of 3 dB for each doubling of the
of signal duration, as long as the signal duration does not
exceed the time constant of the temporal averager. For dura-
tions exceeding 60 ms, this process does not influence the
detection process.

An additional effect of 1.5 dB per duration doubling
results from the reduction of the internal error with increas-
ing signal duration by the optimal detector. A longer signal
duration means that the average output is available for a
longer time. This enables the model to reduce the internal
error in the decision variable in a similar way as was de-
scribed for spectral integration of information~see Breebaart
et al., 2001b, for details!. After the temporal averager, an
additive noise is combined with the output of the EI-type
elements, followed by an optimal detector. If, after the tem-
poral integrator, the cue for detection is available for a long
time, the optimal detector can decrease the amount of noise
in its decision variable by integrating the EI-element output
over the total signal duration. In this way, a doubling in the
signal duration results in a doubling in the overall difference
in output between masker and masker plus signal, while the
amount of noise increases with the square root of 2. Hence,
the detectability of the signal is increased, which results in a
lower threshold. Thresholds are expected to decrease with
1.5 dB per doubling of signal duration. Thus, the combined
effect of the processes described above accounts for the 4.5
dB per doubling for signal durations below 60 ms and 1.5 dB
beyond 60 ms.

The slope of 4.5 dB/doubling for signal durations below
60 ms and 1.5 dB/doubling beyond 60 ms is also present in
the model simulations at 4 kHz~right panel of Fig. 4!. Ex-
cept for an overall difference of about 4 dB, these model
predictions are very close to the experimental data, although

FIG. 4. NoSp thresholds as a function of the signal
duration. Data in the left panel are for a signal fre-
quency of 500 Hz, in the right panel for a signal of 4
kHz. The white squares are data adapted from Wilson
and Fugleberg~1987!, the upward triangles from Yost
~1985!, the downward triangles from Wilson and
Fowler ~1986!, and the diamonds from Bernstein and
Trahiotis ~1999!. The black symbols are model predic-
tions. Thresholds are given as signal levelre masker
spectrum level.
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the difference in slope below and beyond 60 ms cannot be
deduced from the experimental data.

E. NoSp masker duration

Besides reports on the duration of the signal, several
studies have been published on the effect of the duration of
the masker. Basically three configurations have been tested.
The first uses a forward noise fringe of variable length~Rob-
inson and Trahiotis, 1972; Zwicker and Zwicker, 1984; Yost,
1985!, while in the second configuration, a backward noise
fringe is used~Trahiotis et al., 1972; Zwicker and Zwicker,
1984; Yost, 1985!. A third condition includes a signal which
is temporally centered in the masker~Kohlrausch, 1986!. The
duration of the fringe in these studies varied between 10 and
256 ms; the center frequency was always 500 Hz~except for
Zwicker and Zwicker, 1984, using 400 Hz!. Most experi-
ments were performed with relatively short signals~10 to 32
ms!. The experimental results are shown in Fig. 5. The
upper-left panel shows data for a forward fringe, the upper-
right panel for a backward fringe. The lower panel shows
four different curves for four different masker durations~25,
50, 100, and 500 ms! as a function of center frequency. The
white symbols are data from different data sets, the black
symbols are the model predictions for a 20-ms, 500-Hz sig-
nal added to a broadband masker with a level of 50 dB/Hz
~similar to Trahiotiset al., 1972!. Thresholds are expressed
as the ratio between signal energy and spectral masker den-
sity to enable comparison between data sets.1

The predicted thresholds hardly change if the masker
duration is varied. This is in contrast to what is observed if
the signal duration is changed, as discussed in Sec. D. A
maximum decrease of 5 dB is observed experimentally if the
forward masker fringe is increased~top-left panel of Fig. 5!.
The model predictions show no effect of the masker duration
at all, except for very short forward fringes. The absence of a
distinct effect of masker duration is expected, since the out-
put of an EI-type element optimally tuned for this condition

has no activity for a masker alone and has some activity
during the presence of the signal. Since this activity is used
as a cue for the detection, and since it does not depend on the
duration of the masker, the model’s predictions do not, in
principle, depend on the masker duration. The decrease in
thresholds for very short forward fringes is a consequence of
the monaural adaptation loops~Dau et al., 1996a!. These
loops are not completely charged during the first 25 ms of
the stimulus and a substantial overshoot in the output of the
adaptation loops exists just after the onset. If interaural dif-
ferences are presented within this short period of time, they
will result in a stronger change at the output of EI-type ele-
ments than if they were presented with a longer forward
masker fringe. Therefore, the thresholds are up to 5 dB lower
during the first 25 ms. This effect is clearly visible in the
upper-left panel of Fig. 5 for short forward fringes and in the
lower panel~with the centered signal!. In the latter case,
simulated thresholds are more than 10 dB lower than the
experimental data for a 25-ms masker~2.5-ms forward
fringe!. For masker durations of 50 ms and beyond, the
model predicts nearly constant thresholds, while the experi-
mental data show a slight decrease with increasing masker
duration. On the other hand, the backward fringe has no in-
fluence on the state of the adaptation loops; hence, the
thresholds do not depend on the duration of the backward
fringe, as demonstrated in the right panel of Fig. 5.

F. Maskers with phase transitions in the time domain

The previous sections dealt with the ability of the bin-
aural auditory system tointegrateinformation over time. Be-
sides integration, another very important temporal property
that can be measured is the temporalresolutionof the sys-
tem. In analogy to the frequency-domain phase transition
which we discussed in the accompanying paper~Breebaart
et al., 2001b!, an interaural phase transition can be applied in
the time domain. As the spectral phase transition enabled the
estimation of the spectral resolution, the time-domain

FIG. 5. NoSp thresholds as a function of the masker
duration. The upper-left panel denotes experimental
data with a forward fringe, the upper-right panel with a
backward fringe. The lower panel shows thresholds for
a signal temporally centered in a masker for four differ-
ent masker durations~squares denote 500 ms, upward
triangles 100 ms, downward triangles 50 ms, and dia-
monds 25 ms! as a function of the center frequency. The
white squares in the upper panels are experimental data
for a 500-Hz, 32-ms signal adapted from Robinson and
Trahiotis ~1972!, the upward triangles are from the
same study with a 256-ms signal, the diamonds are
adapted from Zwicker and Zwicker~1984! for a 400-Hz
signal. The black symbols are model predictions for a
500-Hz, 20-ms signal.

1110 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Breebaart et al.: Binaural processing model. III.



equivalent enables estimation of the temporal resolution.
One possible realization of such a phase transition is a
masker which is first interaurally in phase and then interau-
rally out of phase. This condition is referred to as NopSp if
an interaurally out-of-phase signal is used. In a similar way,
NpoSp refers to a masker that is interaurally out of phase
first, followed by an in-phase noise. If the signal is centered
within the in-phase masker portion, the effective condition is
NoSp and a large BMLD is observed. On the other hand, if
the signal is presented during the out-of-phase masker por-
tion, no BMLD is expected. Experimental data have shown
that for signal positions close to the masker phase transition,
a gradual change of the threshold is observed~Kollmeier and
Gilkey, 1990; Holubeet al., 1998!. The experimental data of
individual subjects from Kollmeier and Gilkey~1990! are
shown in Fig. 6. These data were measured with a 500-Hz,
20-ms signal added to a broadband noise with a spectral
energy density of 40 dB/Hz. The thresholds are plotted as a
function of the signal center relative to the occurrence of the
phase transition of the masker. The upper-left panel corre-
sponds to an NpoSp condition, the upper-right panel to
NopSp. In both conditions, a gradual change in threshold is
observed near the phase transition~0 ms!. The model predic-
tions ~black symbols! have a similar gradual change in
threshold as the experimental data and follow the lower
bound of the four subjects.

The gradual change as observed in Fig. 6 is thought to
reflect thetemporal resolutionof the binaural auditory sys-
tem. In the model, this resolution is limited by the temporal
averager at the output of all EI-type elements; the stepwise
masker correlation change is heavily smoothed by the aver-
ager, and hence thresholds show a gradual change instead of
a stepwise one.

The lower panels in Fig. 6 show data obtained for a
corresponding ‘‘monaural’’ condition. Both the signal and
the two masker portions were presented interaurally out of
phase~NpNpSp!, and one of the masker portions was de-
creased in level by 15 dB. The data in the lower-left panel
were obtained for a masker that drops by 15 dB at the second

half of the total stimulus@this condition is referred to as
Np~215dB!NpSp#, while the data in the lower-right panel
were obtained for a 15-dB increase at the stimulus center.
The open symbols denote data from different subjects
adapted from Kollmeier and Gilkey~1990!; the filled sym-
bols are model predictions. Clearly, the time constant for
processing monaural cues is much shorter than for the pro-
cessing of binaural cues. The ability of the present model to
also predict monaural forward- and backward masking relies
on a completely different process from that involved in pre-
dicting the binaural temporal resolution effects. The monau-
ral data are predicted due to the presence of the adaptation
loops prior to any binaural interaction. Since the model in-
corporates all the stages of the monaural model described by
Dau et al. ~1996a, b!, it inherits the predictive power of that
model for all cases where no binaural interaction is needed.

An extension of the experiment with one masker phase
transition in the time domain is obtained by using two phase
transitions. Culling and Summerfield~1998! measured detec-
tion thresholds of a 500-Hz 20-ms Sp signal which was
added to a broadband in-phase noise masker~No! of variable
duration, preceded and followed by 400 ms of interaurally
uncorrelated noise. The spectral energy density of the noise
was 40 dB/Hz. We refer to this condition as NuouSp. Cull-
ing and Summerfield~1998! found that thresholds decrease
by up to 12 dB with increasing No duration from 20 to 960
ms. The data are shown in Fig. 7. The white symbols are data
for three different subjects; the black symbols are model pre-
dictions.

For No durations between 20 and 400 ms, the modeled
thresholds agree well with the subjects’ data. For further in-
creases in No duration there is a discrepancy, because the
experimental data tend to decrease further, while the mod-
eled thresholds remain constant. This indicates that the tem-
poral resolution of the human binaural auditory system is
very well represented by the model, but that some really
long-term processes with a temporal extension of 500 ms and
more are not covered by our present model structure.

Besides using stepwise correlation changes in the

FIG. 6. NpoSp ~upper-left panel! and NopSp ~upper-
right panel! thresholds as a function of the temporal
position of the signal center relative to the masker–
phase transition. The lower-left and lower-right panels
correspond to the monaural Np~215dB!NpSp and
~215dB!NpNpSp conditions, respectively~see the
text!. The 0-dB point on the ordinate denotes the non-
transient NpSp thresholds. White symbols are experi-
mental data for different subjects adapted from Koll-
meier and Gilkey~1990!; the black symbols are model
predictions.
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masker, experiments have also been performed with a sinu-
soidally changing interaural masker correlation. Holube
et al. ~1998! measured the detectability of a 500-Hz, 20-ms
signal as a function of the correlation modulation period. The
signal was always centered at a temporal position where ei-
ther an No or Np noise was present. The masker duration
was 2500 ms for the modulation periods of 2- and 1 s and
750 ms for shorter periods. A bandlimited masker~0.1 to 1
kHz! was used with an overall level of 75 dB SPL. The
results ~white symbols! combined with model predictions
~black symbols! are shown in Fig. 8. The left panel corre-
sponds to a signal presentation at a position where the noise
was interaurally in phase, the right panel where it was out of
phase. Thresholds are expressed relative to the monaural
~NoSo! thresholds.

The thresholds for the signal presentation centered on
No decrease with increasing modulation period. This is the
result of the decreasing amount of Np noise at the input of
the temporal window of the EI-type element during the pre-
sentation of the signal. A similar argument holds for the pre-
sentation during the Np masker phase. With decreasing pe-
riod, an increasing amount of Np noise is present in the
EI-type element during signal presentation, resulting in
higher thresholds.

In contrast to earlier modeling approaches~Kollmeier
and Gilkey, 1990; Holubeet al., 1998!, our implementation
does explain data for stepwise and sinusoidal correlation
modulation with thesametemporal window. We will come
back to this observation in the General Discussion~Sec. IV!.

G. Discrimination of dynamic interaural intensity
differences

Grantham~1984! measured observers’ ability to detect
time-varying interaural intensity differences. The stimuli
consisted of interaurally uncorrelated noises of which the
envelopes were sinusoidally modulated. The task was to dis-
criminate between a modulation which was interaurally in
phase and a modulation which was interaurally out of phase,
the latter resulting in interaural intensity differences. The
noise used in this experiment had a bandwidth of 0.4 octaves
centered at 500 Hz and had a level of 75 dB SPL. The stimu-
lus duration was 1000 ms. The results of Grantham~1984!
~open symbols! combined with the model predictions~filled
symbols! are shown in Fig. 9.

As can be observed in Fig. 9, the thresholds increase
with increasing modulation rate, indicating a low-pass modu-
lation function of the binaural auditory system. Although the
data show large variations across subjects, the model predic-
tions are a good representation of the subject denoted by the
downward triangles. The general trend is that of a low-pass
filter; the modulation index required at threshold increases
with increasing modulation frequency. In our model, this can
be understood as follows. The unmodulated noise that was
used had an interaural correlation of 0. If a sinusoidal modu-
lation is superimposed on the noise waveform, the interaural
correlation of the noise remains unchanged. Now, consider
the output of an EI-type element centered at the stimulus
center frequency anda5t50. For the interaurally in-phase

FIG. 7. NuouSp detection thresholds as a function of the duration of the No
noise. White symbols are experimental data for different subjects adapted
from Culling and Summerfield~1998!; black symbols are model predictions.

FIG. 8. Detection thresholds for an Sp signal presented
in a noise masker with a sinusoidally modulated inter-
aural correlation. Thresholds are plotted relative to the
monaural~NoSo! threshold. The left panel corresponds
to a signal presentation at a point where the interaural
masker correlation was11, the right panel to a masker
correlation of21. The white symbols are data adapted
from Holubeet al. ~1998!; the black symbols are model
predictions.

FIG. 9. Modulation depth~in dB! required for discrimination of interaural
in-phase modulation from out-of-phase modulation as a function of the
modulation frequency. The white symbols denote results for different sub-
jects adapted from Grantham~1984!; the black symbols are model predic-
tions.
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modulator~i.e., the reference stimuli!, the output of the EI-
type element has a similar pattern as the modulator: during
positive modulator phases the masker energy is increased
and hence the uncorrelated masker results in an increased
amount of activity. On the other hand, a negative modulator
phase results in a decrease in the EI activity. These modula-
tions are, however, only present for low modulation frequen-
cies ~,10 Hz!; for higher modulation frequencies the EI-
output modulation depth decreases due to the temporal
averaging. Thus, as long as the modulation period is beyond
the time constant of the temporal averager of the EI-type
elements, the externally presented monaural modulation is
reflected by a modulation of the EI-type element output. The
out-of-phase modulator results in hardly any modulation in
the EI-type element output: every attenuation~i.e., negative
modulator phase! of the left-ear signal is accompanied by an
amplification of the right-ear signal~i.e., a positive modula-
tor phase! and vice versa, resulting in only a very small
effect on the EI activity. Thus, as long as the modulations in
the EI-type output due to the in-phase modulator are clearly
visible ~i.e., slow modulations!, the model shows a low
modulation threshold which increases with increasing modu-
lation frequency.

H. Discrimination of dynamic interaural time
differences

Grantham and Wightman~1978! measured the detect-
ability of sinusoidally time-varying interaural time differ-
ences present in a low-pass noise. The spectra of the noise
stimuli were approximately flat between 10 and 3000 Hz.
The presentation level was 70 dB SPL, the duration 440 ms.
Grantham and Wightman~1978! found that the peak ITD
required for detection strongly depends on the modulation
frequency, having a value of about 30ms at a modulation rate
of 0 Hz, which increases to 90ms at 20 Hz. Interestingly, the
thresholds decrease again for higher modulation rates, reach-
ing a value of about 30ms at a modulation rate of 500 Hz.
The results are shown in Fig. 10. The white symbols denote
the experimental data; the black symbols are model predic-
tions.

The bell-shaped curve which is seen in the experimental
data is not observed in the model predictions. Considering
the properties of the model, this is expected, since the aver-
age or peak interaural difference that occurs in this stimulus
does not depend on the modulation rate. Therefore, the
model predictions do not show a bell-shaped curve but de-
crease monotonically by a factor of about 2.5. This decrease

is related to the fact that the ITD at the onset of the signal is
set to 0 and changes sinusoidally during the stimulus. If a
modulation rate of 10 Hz is used, the first maximum in the
ITD occurs 25 ms after the stimulus onset. At a modulation
rate of 20 Hz, the maximum occurs at 12.5 ms, etc. As dis-
cussed in Sec. III E, interaural differences closer to the onset
of the stimulus result in lower thresholds due to the over-
shoot in the peripheral adaptation loops. Therefore, the ITD
thresholds shown in Fig. 10 decrease with increasing modu-
lation rate.

I. Binaural forward masking

In the previous experiments, the signal was always pre-
sented simultaneously with the masker. If a short signal is
presentedafter the masker, a phenomenon referred to as for-
ward masking is observed. For signals that are presented at
increasing delays with respect to the masker offset, the
thresholds decrease gradually towards the absolute threshold
instead of showing a stepwise change~cf. Punch and Carhart,
1973; Yama, 1992; Kohlrausch and Fassel, 1997!. This el-
evation is observed for signal delays of up to 200 ms. More-
over, a binaural release of masking can be observed if the
signal is presented interaurally out of phase compared to an
in-phase signal. For example, Yama~1992! measured
forward-masking thresholds for a 10-ms, 250-Hz signal com-
bined with a low-pass~0–2.5 kHz, overall level of 70 dB
SPL!, 500-ms running noise. Linear ramps of 5-ms duration
were used to gate both signal and masker. The results show a
BMLD of about 14 dB for simultaneous masking, which

FIG. 10. Peak interaural time difference in microseconds at threshold as a
function of the modulation frequency for the detection of sinusoidally vary-
ing interaural time differences. The open symbols are experimental data
adapted from Grantham and Wightman~1978! representing different sub-
jects; the black symbols are model predictions.

FIG. 11. Signal thresholds for NoSp ~triangles! and
NoSo conditions~squares! as a function of the time
difference between masker and signal offset~left panel!
and corresponding BMLDs~right panel!. White sym-
bols are experimental data adapted from Yama~1992!;
black symbols are model predictions. The signal dura-
tion was 10 ms. The symbols at the left in both panels
denote thresholds for simultaneous masking.
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decreases to a few dB for signal delays of 100 ms, as can be
observed in the left panel of Fig. 11. Thresholds are shown as
a function of the time difference between signal and masker
offset. The squares denote monaural~i.e., NoSo! thresholds;
the triangles denote binaural~NoSp! thresholds. The right
panel shows the corresponding BMLDs, for both the model
and the experimental data.

As can be observed from Fig. 11, the model~black sym-
bols! shows a similar threshold behavior as the experimental
data. For simultaneous masking, a BMLD of 14 dB is ob-
served in the experimental data and a few dB less for the
model predictions. Both the binaural and monaural forward-
masking thresholds show a decrease towards the absolute
threshold, which is about 35 dB for both the So and Sp
signal. In the region of 0 to 100 ms, a substantial BMLD can
be observed which is, however, smaller than the BMLD for
simultaneous masking.

Results that seem to be in contradiction with those found
by Yama ~1992! were obtained by Kohlrausch and Fassel
~1997!. Their forward-masking experiments only showed
BMLDs for signal delays up to 20 ms instead of the 100 ms
found by Yama ~1992!. The data were obtained with a
300-ms frozen-noise masker which was spectrally flat be-
tween 20 and 1000 Hz. The overall masker level was 70 dB
SPL. A 20-ms, 500-Hz signal was used. The same values
were used to obtain the model predictions. However, the
frozen-noise sample was different from the one used in the
experiments. The results and model predictions are shown in
Fig. 12. The left panel corresponds to monaural conditions
~NoSo!, the right panel to binaural conditions~NoSp!.

In the NoSo condition, thresholds start to decrease as
soon as the offset of the signal occurs after the masker offset.
In contrast, NoSp thresholds remain constant for signal de-
lays up to about 10 ms. For larger signal delays, the thresh-
olds gradually decrease with signal delay towards the abso-
lute threshold. This decrease is stronger for the monaural
~NoSo! condition than the binaural~NoSp! condition.

Hence, a substantial BMLD is only found for signal delays
up to 20 ms. Kohlrausch and Fassel~1997! also measured
forward masking thresholds for a 20-ms masker. The wave-
form of this short masker was identical to the last 20 ms of
the long masker. The results are shown in Fig. 13 in the same
format as Fig. 12.

The main difference between the threshold behavior of
300-ms and 20-ms maskers is the slope of the forward-
masking curve, which is steeper for the short masker. In the
model, this steeper curve is the result of the fact that the
adaptation loops which are part of the peripheral preproces-
sor are not completely ‘‘charged’’ if a masker of only 20 ms
is used~Dau et al., 1996b!.

Also in this condition, the model shows BMLDs only
for signal delays of up to 20 ms, perfectly in line with the
experimental data. The difference in BMLD behavior be-
tween the conditions shown Fig. 11 on the one hand and in
Figs. 12 and 13 on the other hand is related to the difference
in signal duration that was used. Yama~1992! used a rela-
tively short signal~10 ms!, while Kohlrausch and Fassel
~1997! used a 20-ms signal. If a short signal is presented to
the model, the onset of the signal will result in an increase of
the output of the peripheral adaptation loops compared to the
output in the absence of the signal. On the other hand, if the
signal is turned off, the adaptation loops are~at least par-
tially! adapted to the~higher! input signal; hence, the signal
offset results in a decrease of the output. Moreover, due to
the adaptation of the system, the activity after the offset will
be less than if no signal was present. An example of this
property can be seen in the lower panel of Fig. 7 of Dau
et al. ~1996a!: the presence of the signal results in both an
overshoot at the signal onset and an undershoot at the signal
offset. If the duration is sufficiently long compared to the
temporal resolution of the monaural system, the model can
use both the overshoot at the onset of the signal and the
undershoot at the offset of the signal to detect the signal’s
presence. If a very short signal is used, however, the tempo-

FIG. 12. Forward-masking thresholds for a 20-ms So
signal ~left panel! and an Sp signal ~right panel! as a
function of the time difference between masker and sig-
nal offset. A 300-ms frozen-noise~No! served as the
masker. The white symbols are experimental data
adapted from Kohlrausch and Fassel~1997!; the black
symbols are model predictions.

FIG. 13. Forward-masking thresholds for a 20-ms So
signal ~left panel! and an Sp signal ~right panel! as a
function of the time difference between masker and sig-
nal offset. In this case, the masker had a duration of
only 20 ms. The white symbols are experimental data
adapted from Kohlrausch and Fassel~1997!; the black
symbols are model predictions.
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ral averager at the output of the adaptation loops partially
cancels the undershoot by the overshoot, resulting in a
smaller overall effect at the output of the temporal averager.
In the binaural case, the temporal window does not reduce
the detectability of the signal because the window is applied
after the computation of thesquared differencebetween the
left and right channels. Therefore, monaural thresholds are
elevated more strongly if the signal duration is decreased
from 20 to 10 ms than binaural thresholds. This is also ob-
served in the model predictions. If a 20-ms signal is used
~Figs. 12 and 13!, both the monaural and binaural cues are
about equally strong and no BMLD is observed for signal
delays beyond 20 ms. When using a 10-ms signal, however,
the monaural thresholds are elevated more than the binaural
thresholds, resulting in a BMLD which is still present even
for signal delays up to 100 ms.

IV. GENERAL DISCUSSION

We have shown that our binaural model is quite success-
ful in describing the dependence of binaural detection thresh-
olds on temporal stimulus properties. These properties in-
clude the effect of signal and masker duration, forward
masking, and detection against stimuli with a time-varying
interaural correlation. By means of a temporal integrator fol-
lowed by an optimal detector in the time domain, the model
accounts both for temporal resolution and for temporal inte-
gration properties within a single framework. It is interesting
to note that a similar framework in the spectral domain is
present in the model~i.e., a set of bandpass filters followed
by an optimal detector in the frequency domain!, also lead-
ing to very good predictions as a function of spectral stimu-
lus parameters~see Breebaartet al., 2001b!.

Although many of the simulations shown in this paper
and in the previous papers show a good fit between the data
and the predictions, very similar results would probably be
obtained if the basic EI interaction in the model was replaced
by an EE~or cross-correlation! interaction. There are, how-
ever, some specific experimental conditions that may give
rise to some modeling difficulties. In the first model paper
~Breebaartet al., 2001a!, we expected that models based on
the interaural cross correlation may not account for the effect
of both signal and masker duration. Two methods of comput-
ing the interaural correlation were discussed. The first com-
prised computation over the complete stimulus~i.e., masker
duration!. We argued that this method would result in a
strong increase of detection thresholds with an increase of
masker duration, which is not found in experimental data.
The second method comprised computation of the correla-
tion only for the stimulus part that contains the signal. In this
case, a maximum effect of 1.5 dB/oct of signal duration is
expected, which is not in line with experimental results
showing a stronger influence of signal duration for durations
below about 60 ms. It is therefore difficult to explain the
effects of both masker and signal duration with a model
based on cross correlation. The simulation results in Sec.
III D and III E show that a model based on EI-type interac-
tion in combination with an optimal detector shows a perfor-
mance which is more in line with the experimentally ob-
tained results.

The simulations as a function of interaural correlation
and bandwidth revealed that the detection performance of the
model can in principle be limited by two sources of errors,
namely stimulus uncertainty in the externally presented sig-
nals and errors in the internal accuracy~internal noise!.

The data in Figs. 6 and 7~stepwise correlation change in
the time domain! revealed that a double-exponential window
with time constants of 30 ms~equivalent rectangular dura-
tion, or ERD, of 60 ms! can account for the limited temporal
resolution of the binaural system which is observed in differ-
ent experiments, which often reveals different underlying
temporal windows. The shape and ERD of the window were
chosen to fit the experimental results of Kollmeier and
Gilkey ~1990!. A somewhat larger value for the ERD of 100
ms was found by Culling and Summerfield~1998!. Their
estimate was based on a Gaussian window. They also fitted
their data with a double-exponential window, resulting in
ERDs between 48 and 117 ms, which is much closer to the
temporal window we used throughout the whole paper.
These results support the fact that the ERD itself is not a
very valuable property to discuss without mentioning the
window shape from which it is derived.

The data in Fig. 8 were obtained for a sinusoidally
changing masker correlation. The ERD found by Holube
et al. ~1998! that fitted these data~using a double-
exponential window! was 91 to 122 ms. A similar experi-
ment by Grantham and Wightman~1979! revealed an ERD
of 139 to 189 ms. Despite these rather large ERDs compared
to the ERD of our model, the simulations give a good fit to
the data. This suggests that not only the shape of the tempo-
ral window, but also the stimulus configuration has an influ-
ence on the ERD that is estimated from experimental data:
experiments with stepwise correlation changes result in
lower estimates of the time constants than sinusoidal corre-
lation changes~Kollmeier and Gilkey, 1990; Holubeet al.,
1998!.

A possible explanation for these differences in the esti-
mate of the ERD was given by Holubeet al. ~1998!. They
stated that ‘‘the reason for this mismatch seems to be the
different detection strategies employed for the various tasks
that are affected by the consistency of binaural information
across frequency and time.’’ In their fitting procedure, Koll-
meier and Gilkey~1990! and Holubeet al. ~1998! obtained
the predicted thresholds by computing the weighted integra-
tion of the instantaneous interaural cross correlationat the
temporal center of the signal. For the sinusoidal changes in
the correlation, it is likely that this detection strategy results
in the highest signal-to-masker ratio, given the fact that both
the temporal window and the correlation modulation are
symmetric around that moment. It is not obvious, however,
that this strategy is also optimal for the stepwise correlation
changes. In fact, an analysis of the optimal detector in our
model revealed that within the framework of our model, the
optimal position for detecting the signal is about 10 ms fur-
ther away from the masker phase transition~i.e., off-time
listening!. Hence, by analyzing the correlation slightly away
from the temporal center of the signal, lower thresholds are
obtained. Consequently, the fitting procedure used by Koll-
meier and Gilkey~1990! and Holubeet al. ~1998! for step-
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wise correlation changesunderestimatesthe time constants
present in the system. This is perfectly in line with their
experimental results: the time constants for stepwise correla-
tion changes were about a factor of 2 lower than for the
sinusoidal correlation changes.

One of the experimental findings that the present model
could not account for is the bandwidth dependence of inter-
aural correlation jnd’s for a reference correlation of11 ~see
Fig. 3!. The experimental data show a substantial decrease in
performance with bandwidth, while the model’s performance
increases. A possible explanation for this discrepancy is that
the binaural auditory system can only integrate cues across
frequency if these cuesare highly correlatedacross auditory
filters. Since the data show the strongest increase in the cor-
relation jnd for bandwidths beyond the ERB of the auditory
filters, it is likely that the increase in the thresholds results
from across-frequency effects instead of within-filter stimu-
lus properties. If a stimulus with a correlation of11 is pre-
sented, the stimulus can be canceled completely. The reduc-
tion of the correlation can thus in the model be detected by
an increase in the residual noise after optimal cancellation. If
the noise is broadband, this residue is in principle indepen-
dent across peripheral filters. Our model does not incorporate
the correlation of cues across frequency. However, it could
be possible that the binaural auditory system does.

Another experimental result that cannot be accounted for
by the model is the low-pass characteristic that is obtained
with dynamically varying ITDs~Fig. 10!. A model that can
account for these data is the position-variable model of Stern
and Bachorski~1983!. In their model, the intracranial locus
of the stimulus is estimated by computing a weighted cen-
troid of the running cross-correlation function. The running
cross-correlation function is computed using an exponen-
tially decaying averaging window with a fixed time constant.
If the ITD is modulated with a period that is longer than the
duration of the temporal averager, the peak of the running
cross-correlation function follows the externally presented
ITD. Consequently, the weighted centroid modulates simi-
larly. If the ITD modulation frequency is increased, the low-
pass characteristic of the running cross correlation averages
the ITD over time. This results in a lower but wider peak of
the cross-correlation function. Moreover, the maximum dis-
placement of the peak decreases. Consequently, the ampli-
tude of the time-varying centroid of the cross correlation
decreases. Since this centroid is used as a decision variable,
thresholds increase with increasing modulation rate. In fact,
the model of Stern and Bachorski~1983! was very successful
in predicting the data shown in Fig. 10 for the left side of the
bell-shaped curve.

It would in principle be possible to modify our model in
such a way that it does not use increases in the activity in the
EI-type pattern but rather an estimate of the position of the
sound source as a decision variable. This can be facilitated
by scanning the position of the minimum within the EI-type
element activity pattern. The reason that we did not base the
model’s decision process on a position variable is that such
an approach has a detrimental effect on the fits of other data.
For example, in our second paper~Breebaartet al., 2001b!,
NoSp thresholds were discussed as a function of the band-

width of the masking noise. The predicted thresholds as well
as the experimental data show approximately constant
thresholds for bandwidths up to twice the ERB of the periph-
eral filters. We expect that a position-variable model, inde-
pendently of whether the binaural interaction is based on EE
or EI processing, cannot account for this result. The addition
of an Sp signal to a diotic masker results in the presence of
dynamically varying IIDs and ITDs in the stimulus. The rate
of fluctuation of these differences depends on the bandwidth;
a larger bandwidth corresponds to faster fluctuations. Conse-
quently, the NoSp thresholds for a position-variable model
are expected to increase with increasing bandwidth, which is
not in line with the experimental data. In summary, we do
not see how the absence of an effect of the ITD modulation
rate in bandlimited NoSp conditions and the clear effect of
ITD modulation shown by Grantham and Wightman~1978!
can be explained with the same detection mechanism.

Finally, the strong overshoot in the peripheral adaptation
loops which results in lower detection thresholds for a bin-
aural signal presented during the first 25 ms of the masker is
an unwanted effect. In a certain way, we can end this series
of binaural modeling papers with a remark similar to one
made at the end of the discussion by Dauet al. ~1996b!. The
temporal dynamics and nonlinear compression effects of the
adaptation loops are useful in understanding a number of
binaural effects like binaural forward masking and the influ-
ence of overall interaural level differences on binaural un-
masking and on lateralization, while for some specific con-
ditions, their temporal dynamic is too strong. Obviously, we
so far have not found the optimal realization of this stage.
Therefore, we will, together with our colleagues in Olden-
burg, continue in our efforts to improve the understanding of
this part of our monaural and binaural models.
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Spatial unmasking of speech has traditionally been studied with target and masker at the same,
relatively large distance. The present study investigated spatial unmasking for configurations in
which the simulated sources varied in azimuth and could be either near or far from the head. Target
sentences and speech-shaped noise maskers were simulated over headphones using head-related
transfer functions derived from a spherical-head model. Speech reception thresholds were measured
adaptively, varying target level while keeping the masker level constant at the ‘‘better’’ ear. Results
demonstrate that small positional changes can result in very large changes in speech intelligibility
when sources are near the listener as a result of large changes in the overall level of the stimuli
reaching the ears. In addition, the difference in the target-to-masker ratios at the two ears can be
substantially larger for nearby sources than for relatively distant sources. Predictions from an
existing model of binaural speech intelligibility are in good agreement with results from all
conditions comparable to those that have been tested previously. However, small but important
deviations between the measured and predicted results are observed for other spatial configurations,
suggesting that current theories do not accurately account for speech intelligibility for some of the
novel spatial configurations tested. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1386633#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.71.An, 43.66.Rq@LRB#

I. INTRODUCTION

When a target of interest~T! is heard concurrently with
an interfering sound~a ‘‘masker,’’ M!, the locations of both
target and masker have a large effect on the ability to detect
and perceive the target. Previous studies have examined how
T and M locations affect performance in both detection~e.g.,
see the review in Durlach and Colburn, 1978 or, for example,
recent work such as Good, Gilkey, and Ball, 1997! and
speech intelligibility tasks~e.g., see the recent review by
Bronkhorst, 2000!. Generally speaking, when the T and M
are located at the same position, the ability to detect or un-
derstand T is greatly affected by the presence of M; when
either T or M is displaced, performance improves.

While there are many studies of spatial unmasking for
speech~e.g., see Hirsh, 1950; Dirks and Wilson, 1969;
MacKeith and Coles, 1971; Plomp and Mimpen, 1981;
Bronkhorst and Plomp, 1988; Bronkhorst and Plomp, 1990;
Peissig and Kollmeier, 1997; Hawley, Litovsky, and Colburn,

1999!, all of the previous studies examined targets and
maskers that were located far from the listener. These studies
examined spatial unmasking as a function of angular separa-
tion of T and M without considering the effect of distance.
One goal of the current study was to measure spatial un-
masking for a speech reception task when a speech target and
a speech-shaped noise masker are within 1 meter of the lis-
tener. In this situation, changes in source location can give
rise to substantial changes in both the overall level and the
binaural cues in the stimuli reaching the ears~e.g., see Duda
and Martens, 1997; Brungart and Rabinowitz, 1999; Shinn-
Cunningham, Santarelli, and Kopcˇo, 2000!. Because the
acoustics for nearby sources can differ dramatically from
those of more distant sources, insights gleaned from previous
studies may not apply in these situations. In addition, previ-
ous models~which do a reasonably good job of predicting
performance on similar tasks; e.g., see Zurek, 1993! may not
be able to predict what occurs when sources are close to the
listener precisely because the acoustic cues at the ears are so
different than those that arise for relatively distant sources.

For noise maskers that are statistically stationary~sucha!Electronic mail: shinn@cns.bu.edu
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as steady-state broadband noise in anechoic settings, but not,
for instance, amplitude-modulated noise or speech maskers!,
spatial unmasking can be predicted from simple changes in
the acoustic signals reaching the ears~e.g., see Bronkhorst
and Plomp, 1988; Zurek, 1993!. For T fixed directly in front
of a listener, lateral displacement of M causes changes in~1!
the relative level of the T and M at the ears~i.e., the target to
masker level ratio, or TMR!, which will differ at the two ears
~a monaural effect! and ~2! the interaural differences in T
compared to M~a binaural effect, e.g., see Zurek, 1993!. For
relatively distant sources, the first effect arises because the
level of the masker reaching the farther ear decreases~par-
ticularly at moderate and high frequencies! as the masker is
displaced laterally ~giving rise to the acoustic ‘‘head
shadow’’!. Thus, as M is displaced from T, one of the two
ears will receive less energy from M, resulting in a ‘‘better-
ear advantage.’’ Also, for relatively distant sources the most
important binaural contribution to unmasking occurs when T
and M give rise to different interaural time differences
~ITDs!, resulting in differences in interaural phase differ-
ences~IPDs! in T and M, at least at some frequencies~e.g.,
see Zurek, 1993!. The overall size of the release from mask-
ing that can be obtained when T is located in front of the
listener and a steady-state M is laterally displaced~and both
are relatively distant from the listener! is on the order of 10
dB ~e.g., see Plomp and Mimpen, 1981; Bronkhorst and
Plomp, 1988; Peissig and Kollmeier, 1997; Bronkhorst,
2000!. Of this 10 dB, roughly 2–3 dB can be attributed to
binaural processing of IPDs, with the remainder resulting
from head shadow effects~e.g., see Bronkhorst, 2000!.

If one restricts the target and masker to be at least 1
meter from the listener, the only robust effect of distance on
the stimuli at the ears is a change in overall level~e.g., see
Brungart and Rabinowitz, 1999!. Thus, for relatively distant
sources, the effect of distance can be predicted simply from
considering the dependence of overall target and masker
level on distance; there are no changes in binaural cues, the
better-ear-advantage, or the difference in the TMR at the
better and worse ears.

There are important differences between how the acous-
tic stimuli reaching the ears change when a sound source is
within a meter of and when a source is more than a meter
from the listener~e.g, see Duda and Martens, 1997; Brungart
and Rabinowitz, 1999; Shinn-Cunninghamet al., 2000!. For
instance, a small displacement of the source towards the lis-
tener can cause relatively large increases in the levels of the
stimuli at the ears. In addition, for nearby sources, the inter-
aural level difference~ILD ! varies not only with frequency
and laterality but also with source distance. Even at rela-
tively low frequencies, for which naturally occurring ILDs
are often assumed to be zero~i.e., for sources more than
about a meter from the head!, ILDs can be extremely large.
In fact, these ILDs can be broken down into the traditional
‘‘head shadow’’ component, which varies with direction and
frequency, and an additional component that is frequency
independent and varies with source laterality and distance
~Shinn-Cunninghamet al., 2000!.

In the ‘‘distant’’ source configurations previously stud-
ied, the better ear is only affected by the relative laterality of

T versus M; the only spatial unmasking that can arise for T
and M in the same direction is a result of equal overall level
changes in the stimuli at the two ears. Moving T closer than
M will improve the SRT while moving T farther away will
decrease performance, simply because the level of the target
at both ears varies with distance~equivalently!. In contrast,
when a source is within a meter of the head, the relative level
of the source at the two ears depends on distance. Changing
the distance of T or M can lead not only to changes in overall
energy, but changes in the amount of unmasking that can be
attributed to binaural factors, the difference in the TMR at
the two ears~as a function of frequency!, and even which is
the better ear. In addition, overall changes in the level at the
ears can be very large, even for small absolute changes in
distance. Although the distances for which these effects arise
are small, in a real ‘‘cocktail party’’ it is not unusual for a
listener to be within 1 meter of a target of interest~i.e., in the
range for which these effects are evident!.

We are aware of only one previous study of spatial un-
masking for speech intelligibility in which large ILDs were
present in both T and M~Bronkhorst and Plomp, 1988!. In
this study, the total signal to one ear was attenuated in order
to simulate monaural hearing impairment. Unlike the
Bronkhorst and Plomp study, the current study focuses on the
spatial unmasking effects that occur when realistic combina-
tions of IPD and ILD, consistent with sources within 1 m of
the listener, are simulated for different T and M geometries.

II. EXPERIMENTAL APPROACH

A common measure used to assess spatial unmasking
effects on speech tasks is the speech reception threshold
~SRT!, or the level at which the target must be presented in
order for speech intelligibility to reach some predetermined
threshold level. The amount of spatial unmasking can be
summarized as the difference~in dB! between the SRT for
the target/masker configuration of interest and the SRT when
T and M are located at the same position.

In these experiments, SRT was measured for both
‘‘nearby’’ sources~15 cm from the center of the listener’s
head! and ‘‘distant’’ sources~1 m from the listener!. Tested
conditions included those in which~1! the speech target was
in front of the listener and M was displaced in angle and
distance;~2! M was in front of the listener and T displaced in
angle and distance; and~3! T and M were both located on the
side, but T and M distances were manipulated.

The goals of this study were to~1! measure how changes
in spatial configuration of T and M affect SRT for sources
near the listener;~2! explore how the interaural level differ-
ences that arise for nearby sources affect spatial unmasking;
and~3! quantify the changes in the acoustic cues reaching the
two ears when T and/or M are near the listener.

A. Subjects

Four healthy undergraduate students~ages ranging from
19–23 years! performed the tests. All subjects had normal
hearing thresholds~within 15 dB HL! between 250 and 8000
Hz as verified by an audiometric screening. All subjects were
native English speakers. One of the subjects was author JS
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with relatively little experience in psychoacoustic experi-
ments; the other three subjects were naive listeners with no
prior experience.

B. Stimuli

1. Source characteristics

In the experiments, the target~T! consisted of a high-
context sentence selected from the IEEE corpus~IEEE,
1969!. Sentences were chosen from 720 recordings made by
two different male speakers. These materials have been em-
ployed previously in similar speech intelligibility experi-
ments~Hawley et al., 1999!. The recordings, ranging from
2.41–3.52 s in duration, were scaled to have the same rms
pressure value in their ‘‘raw’’~nonspatialized! forms. An ex-
ample sentence is ‘‘The DESK and BOTH CHAIRS were
PAINTED TAN,’’ with capitalized words representing ‘‘key
words’’ that are scored in the experiment~see Sec. C!.

The masker~M! was speech-shaped noise generated to
have the same spectral shape as the average of the speech
tokens used in the study. For each masker presentation, a
random 3.57-s sample was taken from a long~24-s! sample
of speech-shaped noise~this length guaranteed that all words
in all sentences were masked by the noise!. Figure 1 shows
the rms pressure level in 1/3-octave bands~dB SPL! of the
24-s-long masking noise and the average of the spectra of the
speech samples used in the study.

2. Stimulus generation

Raw digital stimuli ~i.e., IEEE sentences and speech-
shaped noise sampled at 20 kHz! were convolved with
spherical-head head-related transfer functions~HRTFs! off-
line ~see below!. T and M were then scaled~in software! to
the appropriate level for the current configuration and trial.
The resulting binaural T and M were then summed in soft-
ware and sent to Tucker-Davis Technologies~TDT! hardware
to be converted into acoustic stimuli~using the same equip-
ment setup described in Hawleyet al., 1999!. Digital signals
were processed through left- and right-channel D/A convert-
ers ~TDT DD3-8!, low-pass filters~10-kHz cutoff; TDT

FT5!, and attenuators~TDT PA4!. The resulting binaural
analog signals were passed through a Tascam power ampli-
fier ~PA-20 MKII! connected to Sennheiser headphones~HD
520 II!. No compensation for the headphone transfer func-
tion was performed. A personal computer~Gateway 2000
486DX! controlled all equipment and recorded results.

3. Spatial cues

In order to simulate sources at different positions around
the listener, spherical-head HRTFs were generated for all the
positions from which sources were to be simulated. These
HRTFs were generated using a mathematical model of a
spherical ~9-cm-radius! head with diametrically opposed
point receivers~ears; for more details about the model or
traits of the resulting HRTFs see Rabinowitzet al., 1993;
Brungart and Rabinowitz, 1999; Shinn-Cunninghamet al.,
2000!. Source stimuli~T and M! were convolved to generate
binaural signals similar to those that a listener would expe-
rience if the T and M were played from specific positions in
anechoic space.

It should be noted that the spherical-head HRTFs are not
particularly realistic. They contain no pinnae cues~i.e., con-
tain no elevation information!, are more symmetrical than
true HRTFs, and are not tailored to the individual listener. As
a result, sources simulated from these HRTFs are distin-
guishably different from sounds that would be heard in a
real-world anechoic space. As a result, the sources simulated
with these HRTFs may not have been particularly ‘‘external-
ized,’’ although they were generally localized at the simu-
lated direction. There was no attempt to evaluate the realism,
externalization, or localizability of the simulated sources us-
ing the spherical-head HRTFs. Nonetheless, the spherical-
head HRTFs contain all the acoustic cues that are unique to
sources within 1 m of thelistener~i.e., large ILDs that de-
pend on distance, direction, and frequency; changes in IPD
with changes in distance!, a result confirmed by comparisons
with measurements of human subject and KEMAR HRTFs
for sources within 1 m~see, for example, Brown, 2000;
Shinn-Cunningham, 2000!. Further, because the unique
acoustic attributes that arise for free-field near sources are
captured in these HRTFs, we believe that any unique behav-
ioral consequences of listening to targets and maskers that
are near the listener will be observed in these experiments.

4. Spatial configurations

In different conditions, the target and masker were simu-
lated from any of six locations in the horizontal plane con-
taining the ears; that is, at three azimuths~0°, 45°, and 90° to
the right of midline! and two distances from the center of the
head~15 cm and 1 m!. The 15 spatial configurations inves-
tigated in this study are illustrated in Fig. 2. The three panels
depict three different conditions: target location fixed at~0°,
1 m! @Fig. 2~a!#, masker fixed at~0°, 1 m! @Fig. 2~b!# and
target and masker both at 90°@Fig. 2~c!#. All subsequent
graphs are arranged similarly. Note that the configuration in
which T and M are both located at~0°, 1 m! appears in both
panels~a! and~b! of Fig. 2; this spatial configuration was the
~diotic! reference used in computing spatial masking effects.

FIG. 1. Average spectral shape of speech-shaped noise masker and speech
targets, prior to HRTF processing.
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5. Presentation level

If we had simulated a masking source emitting the same
energy from different distances and directions, the level of
the masker reaching the better ear would vary dramatically
with the simulated position of M. In addition, depending on
the location of M, the better ear can be either the ear nearer
or farther from T. For instance, if T is located at~90°, 1 m!
and M is located at~90°, 15 cm! @see Fig. 2~c!, bottom left
panel#, T is nearer to the right ear, but the left ear will be the
‘‘better ear.’’

In order to roughly equate the masker energyreaching
the better ear~as opposed to keeping constant the distal en-
ergy of the simulated masker!, masker level was normalized
so that the root-mean-square~rms! pressure of M at the better
ear was always 72 dB SPL. With this choice, the masker was
always clearly audible at the worse ear~even when the
masker level was lower at the worse ear! and at a comfort-
able listening level at the worse ear~even when the masker
level was higher at the worse ear!. Of course, the worse-ear
masker level varied with spatial configuration, and could ei-
ther be greater or less than 72 dB SPL depending on the
locations of T and M.

C. Experimental procedure

All experiments were performed in a double-walled
sound-treated booth in the Binaural Hearing Laboratory of
the Boston University Hearing Research Center.

An adaptive procedure was used to estimate the SRT for
each spatial configuration of T and M. In each adaptive run,
the T level was adaptively varied to estimate the SRT, which
was defined as the level at which subjects correctly identified
50% of the T sentence key words.

For each configuration, at least three independent,
adaptive-run threshold estimates were averaged to form the
final threshold estimate. If the standard error in the repeated
measures was greater than 1 dB, additional adaptive runs

were performed until the standard error in this final average
was equal to or less than 1 dB.

The T and M locations were not knowna priori by the
subject, but were held constant through a run, which con-
sisted of ten trials. Runs were ordered randomly and broken
into sessions consisting of approximately seven runs each.

Within a run, the first sentence of each block was re-
peated multiple times in order to set the T level for subse-
quent trials. The first sentence in each run was first played at
44 dB SPL in the better ear. The sentence was played repeat-
edly, with its intensity increased by 4 dB with each repeti-
tion, until the subject indicated~by subjective report! that he
could hear the sentence. The level at which the listener re-
ported understanding the initial sentence set the T level for
the second trial in the run. On each subsequent trial, a new
sentence was presented to the subject. The subject typed in
the perceived sentence on a computer keyboard. The actual
sentence was then displayed~along with the subject’s typed
response! on a computer monitor~visible to the subject! with
five ‘‘key words’’ capitalized. The subject then counted up
and entered into the computer the number of correct key
words perceived. Scoring was strict, with incorrect suffixes
scored as ‘‘incorrect;’’ however, homophones and misspell-
ings were not penalized. Listeners heard only one presenta-
tion of each T sentence.

If the subject identified at least three of the five key
words correctly, the level of the T was decreased by 2 dB on
the subsequent trial. Otherwise~i.e., if the subject identified
two or fewer key words!, the level of the T was increased by
2 dB. Thus, if the subject performed at or above 60% correct,
the task was made more difficult; if the subject performed at
or below 40% correct, the task was made easier. This proce-
dure ~which, in the limit, will converge to the presentation
level at which the subject will achieve 50% correct! was
repeated until ten trials were scored. SRT was estimated as
the average of the presentation levels of the T on the last
eight ~of ten! trials.

III. RESULTS

A. Target-to-masker levels at speech reception
threshold

In order to visualize the changes in relative spectral lev-
els of T and M with spatial configuration, the average TMR
in third-octave spectral bands was computed as a function of
center frequency at 50%-correct SRT and plotted in Fig. 3.

By construction~because T and M have the same spec-
tral shape!, the TMR is equal in both ears and independent of
frequency for configurations in which T and M are located at
the same position~i.e., for two diotic configurations and two
configurations with T and M at 90°!. However, in general,
the overall spectral shape of both T and M depends on spatial
configuration and the TMR varies with frequency.

In the diotic reference configuration, the TMR is27.6
dB @e.g., see Fig. 3~a!, bottom left panel#. In other words,
when the diotic sentence is presented at a level 7.6 dB below
the diotic speech-shaped noise, subjects achieve threshold
performance in the reference configuration. This diotic refer-
ence TMR is plotted as a dashed horizontal line in all panels

FIG. 2. Spatial configurations of target~T! and masker~M!. Conditions:~a!
T fixed ~0°, 1 m!; ~b! M fixed ~0°, 1 m!; and ~c! T and M at 90°.
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in order to make clear how the TMR varies with spatial
configuration. When threshold TMR at the better ear is lower
than the diotic reference TMR, the results indicate the pres-
ence of spatial masking effects that cannot be explained by
overall level changes. In such cases, other factors, such as
differences in binaural cues in T and M, are likely to be
responsible for the improvements in SRT.

Figure 3~a! shows the results when T is fixed at~0°, 1
m!. For these spatial configurations, the TMR at the better
~left! ear ~dotted line with symbols! is generally equal to or
smaller than the reference TMR. TMR is lowest when M is
located at~45°, 1 m! ~bottom center panel!; in this case, the
TMR at low frequencies is as much as 14 dB below the
diotic reference TMR~the TMR at higher frequencies is ap-
proximately equal to the diotic reference TMR!. The worse-
ear TMR ~right ear; solid line! is often much smaller than
that of the better ear, particularly when M is at 15 cm.

When the masker is fixed at the reference position~0°, 1
m! @Fig. 3~b!#, the TMR at the better~right! ear~solid line! is
below the reference TMR at all frequencies for all four cases
in which T is laterally displaced. The magnitude of this im-
provement is roughly the same~2–3 dB! whether T is near or
far, at 45° or 90°. In the diotic case for which T is at~0°, 1
m! and M is at~0°, 15 cm! @top-left panel in Fig. 3~b!#, the
TMR is roughly 4 dB larger than in the diotic reference
configuration. This result indicates a small spatialdis-
advantage in this diotic configuration compared to the ‘‘typi-
cal’’ diotic reference configuration when T and M are both
distant after taking into account the overall level of M.

In all four configurations for which both T and M are
located laterally@Fig. 3~c!#, the TMR at the better ear is
roughly 3–4 dB larger at all frequencies than the diotic ref-
erence TMR. In other words, listeners need a laterally lo-

cated speech source to be presented at a relatively high level
when it competes with a masker located in the same lateral
direction. This is even true when M is at 1 m and T is at 15
cm @top right panel of Fig. 3~c!#, despite the fact that the
better-~right-! ear stimulus is at a substantially higher overall
level than the worse-~left-! ear stimulus in this configura-
tion.

B. Mean difference in monaural TMRs

The results in Fig. 3 show that the difference in the
TMRs at the two ears can be very large when either T or M
is near the listener~a direct consequence of the very large
ILDs that arise for these sources!. This difference is impor-
tant for understanding and quantifying the advantage of hav-
ing two ears, independent of any binaural processing advan-
tage. For instance, if a monaurally impaired listener’s intact
ear is the acoustically worse ear, the impaired listener will be
at a larger disadvantage for many of the tested configurations
than when both T and M are distant. In order to quantify the
magnitude of these acoustic effects, the absolute value of the
mean of the difference in left- and right-ear TMR was calcu-
lated, averaged across frequencies up to 8000 Hz.

The leftmost data column in Table I gives the mean of
uTMRright2TMRleftu at SRT, averaged across frequency. Be-
cause the TMRs change with frequency, this estimate cannot
predict SRT directly; for instance, moderate frequencies
~e.g., 2000–5000 Hz! convey substantially more speech in-
formation than lower frequencies. Nonetheless, these calcu-
lations give an objective, acoustic measure, weighting all
frequencies equally, of differences in the better and worse ear
signals.

From symmetry and because T and M have the same
spectral shape, the difference in better- and worse-ear TMR
is the same if M is held at~0°, 1 m! and T is moved or T is
fixed and M is moved~see Table I, comparing top and center
sections!.

For configurations in which both T and M are far from
the head, the acoustic difference in the TMRs at the two ears
ranges from 5–10 dB, depending on the angular separation
of T and M. If T remains fixed and a laterally located M is
moved from 1 m to 15 cm~or vice versa!, the difference
between the better and worse ear TMR increases substan-
tially. For instance, with T fixed at~0°, 1 m! and M at~90°,
15 cm!, the difference in TMR is nearly 20 dB~third line in
Table I!. For spatial configurations in which one source is
near the head but not in the median plane, part of this differ-
ence in better- and worse-ear TMR arises from ‘‘normal’’
head-shadow effects and part arises due to differences in the
relative distance from the source to the two ears~Shinn-
Cunninghamet al., 2000!.

In the configurations for which both T and M are located
at 90°, there is no difference in the TMR at the ears when T
and M are at the same distance. When one source is near and
one is far, the TMR at the ears differs by roughly 13 dB.

It should be noted that there are even more extreme
spatial configurations than those tested here. For instance,
with T at ~290°, 15 cm! and M at~190°, 15 cm! the acous-
tic difference in the TMRs at the two ears would be on the
order of 40 dB~i.e., twice the difference obtained when one

FIG. 3. Target-to-masker level ratio~TMR! in 1/3-octave frequency bands
for left ~dotted lines with symbols! and right~solid lines! ears as a function
of center frequency at speech reception threshold. Conditions:~a! T fixed
~0°, 1 m!; ~b! M fixed ~0°, 1 m!; and ~c! T and M at 90°.
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source is diotic and one source is at 90°, 15 cm!. This analy-
sis demonstrates that one novel outcome of T and M being
very close to the head is that the difference in the TMRs at
the two ears can be dramatically larger than in previously
tested configurations.

C. Spatial unmasking

Figure 4 plots the amount of spatial unmasking for each
spatial configuration.1 In the figure, the amount of ‘‘spatial
unmasking’’ equals the decrease in the distal energy the tar-
get source must emit for subjects to correctly identify 50% of
the target key words if the distal energy emitted by the mask-
ing source were held constant. This analysis includes
changes in the overall level of T and M reaching the ears
with changes in source position~and assumes that SRT de-
pends only on TMR and is independent of the absolute level
of the masker for the range of levels considered!.

When T is fixed at~0°, 1 m! @Fig. 4~a!#, the release from
masking is largest when the 1-m M is at 45° and decreases
slightly when M is at 90°. The dependence of the unmasking
on M distance is roughly the same for all M directions: mov-
ing M from 1 m to 15 cmincreases the required T level by
roughly 13 dB for M in all tested directions~0°, 45°, and
90°!.

When M is fixed ahead@Fig. 4~b!#, moving the 1-m-
distant T to either 45° or 90° results in the same unmasking.
Moving the T close to the head~15 cm! results in a large
amount of spatial unmasking, primarily due to increases in
the level of T reaching the ears. For a given T direction, the
effect of decreasing the distance of T increases with its lat-
eral angle.

Figure 4~c! shows the spatial unmasking that arises
when T and M are both located at 90°. When T and M are at

the same distance@either at 15 cm, circles at left of Fig. 4~c!;
or at 1 m, squares at right of Fig. 4~c!#, there is a 3-dB
increase in the level the target source must emit compared to
the reference configuration. When T and M are at different
distances, spatial unmasking results are dominated by differ-
ences in the relative distances to the head.

FIG. 4. Spatial advantage~energy a target emits at threshold for a constant-
energy masker! relative to the diotic configuration. Positive values are de-
creases in emitted target energy. Large symbols give the across-subject
mean; small symbols show individual subject results. Conditions:~a! T fixed
~0°, 1 m!; ~b! M fixed ~0°, 1 m!; and ~c! T and M at 90°.

TABLE I. Spatial effects for different spatial configurations tested. Leftmost data column shows the mean of the
absolute differenceuTMRright2TMRleftu at SRT, averaged across frequencies up to 8000 Hz. The second data
column gives the predicted magnitude of the difference in the monaural left- and right-ear SRTs from the Zurek
model calculations. The third data column gives the binaural advantage calculated from Zurek model calcula-
tions ~the difference in predicted SRT for binaural and monaural better-ear listening conditions!.

Left/right
asymmetry
~acoustic
analysis!

~dB!

Left/right
asymmetry

~Zurek
predictions!

~dB!

Binaural
advantage

~Zurek
predictions!

~dB!

T
~0°, 1 m!

M ~15 cm! M ~0°! 0 0 0
M ~45°! 17.5 14.6 2.0
M ~90°! 19.6 17.9 1.5

M ~1 m! M ~0°! 0 0 0
M ~45°! 9.8 7.5 2.4
M ~90°! 6.4 5.2 2.2

M
~0°, 1 m!

T ~15 cm! T ~0°! 0 0 0
T ~45°! 17.5 14.5 1.5
T ~90°! 19.6 17.2 1.5

T ~1 m! T ~0°! 0 0 0
T ~45°! 9.8 7.5 1.9
T ~90°! 6.4 5.2 2.2

T & M
~90°!

T ~15 cm! M ~15 cm! 0 0 0
M ~1 m! 13.2 12.6 0.8

T ~1 m! M ~15 cm! 13.2 12.6 0.9
M ~1 m! 0 0 0
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D. Discussion

Our findings are generally consistent with previous re-
sults that show that speech intelligibility improves when T
and M give rise to different IPDs, and that spatially separat-
ing a masker and target tends to reduce threshold TMR.

However, in some of the spatial configurations tested,
the threshold TMR at the better ear is greater than the TMR
in the diotic reference configuration. For instance, in all four
spatial configurations with T and M at 90°@Fig. 3~c!#, the
better-ear TMR is roughly the same~independent of the rela-
tive levels of the better and worse ears! and elevated com-
pared to the TMR in the diotic reference configuration. These
results are inconsistent with predictions from previous mod-
els, which generally assume that binaural performance is al-
ways at least as good as would be observed if listeners were
presented with the better-ear stimulus monaurally. Discrep-
ancies between the current findings and predictions from an
existing model~Zurek, 1993! are considered in detail in the
next section.

For distant sources, changing the distance of T or M
may change the overall level at the better ear, but it causes an
essentially identical change at the worse ear. Thus, the dif-
ference between listening with the worse and the better ears
is independent of T and M distance when T and M are at
least 1 m from the listener. One of the novel effects that
arises when either T or M is within 1 meter of the head is
that the difference between the TMR at the better and worse
ears can be dramatically larger than if both T and M are
distant~see Table I!. For the configurations tested, the differ-
ence in the TMRs at the two ears can be nearly double the
difference that occurs when both T and M are at least a meter
from the listener@e.g., 19.6 dB for a diotic T and M at~90°,
15 cm! versus 9.8 dB for diotic T and M at~90°, 1 m!#.

Analysis of the spatial unmasking~Fig. 4! emphasizes
the large changes in overall level that can arise with small
displacements of a source near the listener. For the configu-
rations tested, the change in the level that the target must
emit to be intelligible against a constant level masker ranges
from 231 to 115 dB ~relative to the diotic reference con-
figuration!.

IV. MODEL PREDICTIONS

A. Zurek model of spatial unmasking of speech

Zurek ~1993! developed a model based on the Articula-
tion Index ~AI,2 Fletcher and Galt, 1950; ANSI, 1969; Pav-
lovic, 1987! to predict speech intelligibility as a function of
target and masker location. AI is typically computed for a
single-channel system as a weighted sum of target-to-masker
ratios ~TMRs! across third-octave frequency bands. In
Zurek’s model, the TMRs at both ears are considered, along
with interaural differences in the T and M.

To compute the predicted intelligibility, Zurek’s model
first computes the actual TMR at each ear in each of 15
third-octave frequency bands~spaced logarithmically be-
tween 200 to 5000 Hz!. The ‘‘effective TMR’’ (Ri) in each
frequency bandi is the sum of~1! the larger of the two true
TMRs at the left and right ears and~2! an estimate of the
‘‘binaural advantage’’ in bandi. The binaural advantage in

each band, derived from a simplified version of Colburn’s
model of binaural interaction~Colburn, 1977a, b!, depends
jointly on center frequency and the relative IPD of target and
masker at the center frequency of the band. The advantage in
a particular frequency band equals the estimated binaural
masking level difference~BMLD ! for a ‘‘comparable’’ tone-
in-noise detection task. Specifically, if the difference in the
IPD of T and M at the center frequency of bandi is equal to
x rad, the binaural advantage in bandi is estimated as the
expected BMLD when detecting a tone at the band center
frequency in the presence of a diotic masker when the tone
has an IPD ofx rad. The maximum binaural advantage in a
band@taken directly from Zurek, 1993, Fig. 15.2, and shown
in Fig. 5~a! as a function of frequency# occurs when, at the
band center frequency, the IPD of T and M differ byp rad.
When the difference in the T and M IPD at the band center
frequency is less thanp rad, the binaural advantage in the
band is lower ~in accord with the Colburn model!. The
amount of information (g i) in each band~the ‘‘band effi-
ciency’’! is computed as

g i5H 0, Ri,212 dB

Ri112, 212 dB,Ri,18 dB

30, Ri.18 dB

. ~1!

This operation assumes that there is no incremental improve-
ment in target audibility with increases in TMR above some
asymptote~i.e., 18 dB! and no decrease in target audibility
with additional decrements in TMR once the target is below
masked threshold~i.e., 212 dB!. The analysis implicitly as-
sumes that the target is well above absolute threshold. Fi-
nally, the values ofg i are multiplied by the frequency-
dependent weights shown in Fig. 5~b! ~which represent the
relative importance of each frequency band for understand-
ing speech! and summed to estimate the effective AI. The
effective AI can take on values between 0.0~if all Ri are less
than or equal to 12 dB! and 1.0~if all Ri are greater than or

FIG. 5. Binaural AI model assumptions~Zurek, 1993!. Panel ~a! shows
maximal binaural advantage~improvement in effective target-to-masker
level ratio or TMR! as a function of frequency, which only arises when IPD
of T and M differ by 180°. Panel~b! shows weighting of information at each
frequency for speech intelligibility.
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equal to 18 dB!. For a given speech intelligibility task and a
given set of speech materials, percent correct is a monotonic
function of AI ~e.g., see Kryter, 1962!; for the high-context
speech materials used in the present study, this correspon-
dence, as derived by Hawley~2000!, is shown in Fig. 6.

Using this model, Zurek~1993! was able to predict the
spatial unmasking effects observed in a number of studies
that used steady-state maskers~such as broadband noise! and
positioned both T and M at a distance of at least 1 m from
the subject ~e.g., Dirks and Wilson, 1969; Plomp and
Mimpen, 1981; Bronkhorst and Plomp, 1988, among others!.
In this paper, we apply this model to cases when the target
and/or masker are close to the subject~i.e., 15 cm!.

B. Predicted speech intelligibility at speech reception
threshold

In order to calculate model predictions of the current
results, the IPDs in the spherical-head HRTFs were analyzed.
Figure 7, which plots the IPD in the HRTFs~as a function of
frequency! for the positions used in the study, shows that
IPD varies dramatically with source laterality and only
slightly with distance~e.g., see Brungart and Rabinowitz,
1999; Shinn-Cunninghamet al., 2000!. Using the left- and
right-ear TMRs at the measured SRT~Fig. 3!, the difference
in T and M IPD was used to compute the effective TMR~the
TMR at the better ear, adjusted for binaural gain! and the
‘‘band efficiency’’ in each frequency band. From these val-
ues, the AI was calculated and used to predict percentage
correct key words using the mapping shown in Fig. 6.

We applied a similar analysis to the left and right ear
stimuli in isolation~i.e., for a comparable configuration but
with one of the ears ‘‘turned off’’!. To generate these mon-
aural predictions, the appropriate monaural TMR~Fig. 3!
was used to compute the AI directly~excluding any binaural
contributions!. In this way, we predicted not only the
percentage-correct words for binaural stimuli but also left-
and right-ear monaural stimuli.

Figure 8 shows the predicted percentage correct on our

high-context speech task when the T and M levels equaled
those presented at SRT. Predictions are shown for binaural
listeners~x’s! as well as monaural-left and monaural-right
listeners ~triangles and circles, respectively!. The relative
levels of T and M used in the predictions are those at which
subjects correctly identified approximately 50% of the sen-
tence key words. Thus, the model correctly predicts an ob-
served result when the prediction is close to 50%. For our
purposes, predictions falling within the gray area in each
panel~within 10% of the defined 50%-correct threshold! are
considered to match measured performance.3 Note that in the

FIG. 6. Assumed relationship between AI and percent words correct as-
sumed for high-context speech~as described in Hawley, 2000!. Dashed lines
show threshold level for the experiments reported herein.

FIG. 7. Interaural phase differences as a function of frequency for the
spherical-head HRTFs.~a! Near distance~15 cm! in top panel.~b! Far dis-
tance~1 m!.

FIG. 8. Predicted percent-correct word scores from model using TMRs and
binaural cues present at threshold~actual performance indicated by gray
region!. Bold exes show binaural model predictions; triangles and circles
give monaural, left- and right-ear predictions, respectively. Conditions:~a! T
fixed ~0°, 1 m! and M at each of 6 locations;~b! M fixed ~0°, 1 m! and T at
each of 6 locations; and~c! T and M at 90° and 15 cm or 1 m.
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model, predicted monaural performance~triangles or circles!
is always less than or equal to binaural performance~exes!,
because any binaural processing will only increase the AI
calculated from the better ear~and hence the predicted level
of performance!.

The one constant feature in Fig. 8 concerns the worse-
ear monaural predictions. In every configuration for which
the TMR differs in the two ears@four in Fig. 8~a! ~circles!,
four in Fig. 8~b! ~triangles!, and two in Fig. 8~c! ~rightmost
triangle in top panel, leftmost circle in bottom panel!# the
worse-ear, predicted percent correct is 0%.

Figure 8~a! shows predictions for T fixed ahead. For the
diotic configurations@left side of Fig. 8~a!# both ears receive
the same stimulus, left- and right-ear monaural predictions
are identical, and there is no predicted benefit from listening
binaurally. For all configurations in which M is at 1 m@lower
panel, Fig. 8~a!#, binaural predictions fall within or slightly
above the expected range. Predictions for the better~left! ear
are near 30% correct when the 1-m M is positioned laterally.
When M is at 15 cm@upper panel in Fig. 8~a!#, the binaural
model predictions are generally higher than observed perfor-
mance, but the error is only significant when M is at~90°, 15
cm! ~binaural prediction near 90% correct!. The monaural
better-ear prediction is slightly below measured performance
when M is at~45°, 15 cm! and substantially above measured
performance when M is at~90°, 15 cm!.

Figure 8~b! shows the predictions when M is fixed at
~0°, 1 m!. For this condition, the binaural predictions fit the
data well for all configurations in which T is at the farther~1
m! distance@lower panel in Fig. 8~b!#. For the distant, later-
ally displaced T, better-ear predictions fall well below true
binaural performance~19% correct for T at 45° and 90°!.
When T is at 15 cm, the binaural model predictions are less
accurate, overestimating performance for T at 0° and under-
estimating performance for T at 90°.

In all four configurations in which T and M are posi-
tioned at 90°@Fig. 8~c!#, the model predicts that both binau-
ral performance and monaural better-ear performance should
be much better than what was actually observed, with the
predictions ranging from 86% to 95% correct.

C. Predicted spatial unmasking

The Zurek model~1993! was also used to predict the
magnitude of the spatial unmasking in the various spatial
configurations. To make these predictions, the mapping in
Fig. 6 was used to predict the AI at which 50% of the key
words are identified~see the dashed lines in Fig. 6!. We then
computed the level that T would have to emit in order to
yield this threshold AI for each spatial configuration~assum-
ing that the level emitted by M is fixed! and subtracted the
level T would have to emit in the diotic reference configura-
tion. Similar analysis was performed for left- and right-ear
monaural signals in order to predict the impact of having
only one functional ear.

Results of these predictions are shown in Fig. 9. In the
figure, the large symbols show the mean unmasking found in
the binaural experiments~presented previously in Fig. 4!,
while the lines with small symbols show the corresponding
binaural ~solid lines!, left-ear ~dashed lines!, and right-ear

~dotted lines! predictions. To the extent that the model is
accurate, the difference in binaural and better-ear predictions
at each spatial configuration gives an estimate of the binaural
contribution to spatial unmasking; the difference between the
binaural and worse-ear predictions predicts how large the
impact of listening with only one ear can be~i.e., if the
acoustically better ear is nonfunctional!.

The binaural predictions capture the main trends in the
data, accounting for 99.05% of the variance in the measure-
ments. The only binaural predictions that are not within the
approximate 1-dB standard error in the measurements corre-
spond to the same configurations for which the predicted
percent-correct scores fail.

D. Difference between better- and worse-ear
thresholds

The spatial unmasking analysis presented in Fig. 9 sepa-
rately estimates binaural, monaural better-ear, and monaural
worse-ear thresholds~in dB!. From these values, we can pre-
dict the binaural advantage~i.e., the difference between the
binaural and the better-ear threshold! and the difference be-
tween the better- and worse-ear thresholds~at least to the
extend that the Zurek, 1993 model is accurate!. These values
are presented in Table I. The difference between the better-
and worse-ear thresholds~second data column! is calculated
as the absolute value of the difference~in dB! of the thresh-
old T levels for left- and right-ear monaural predictions. This
difference ranges from 5–18 dB for configurations in which
T and M are not in the same location. Comparing these es-
timates~which weigh the TMR at each frequency according

FIG. 9. Spatial advantage~energy a target emits at threshold for a constant-
energy masker! and model predictions, relative to diotic reference. Symbols
show across-subject means of measured spatial advantage, repeated from
Fig. 4. Lines give model predictions: solid line for binaural model; dotted
and dashed lines for left and right ears~without binaural processing!, re-
spectively. In any one configuration, the difference between the solid line
and the better of the dotted or dashed lines gives the predicted binaural
contribution to unmasking; the difference between the dotted and dashed
lines yields the predicted better-ear advantage.
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to the AI calculation! to estimates made from the strict
acoustic analysis~which weigh all frequencies up to 8000 Hz
equally; first data column! shows~not unexpectedly! that the
two methods yield very similar results. The predicted binau-
ral advantage~third data column in Table I!, defined as the
difference between binaural and monaural better-ear model
predictions for each configuration, is uniformly small, rang-
ing from 0–2 dB.

E. Discussion

The Zurek model~1993! does a very good job of pre-
dicting the results for all spatial configurations similar to
those that have been tested previously. In fact, the model
fails only when T and/or M are near the head or when both T
and M are located laterally.

Of the 15 independent spatial configurations tested, pre-
dicted performance is better than observed for six configura-
tions, worse than observed for one configuration, and in
agreement with the measurements in the remaining eight
configurations. In six of the seven configurations for which
the model prediction differs substantially from observed per-
formance, T and/or M have ILDs that are larger than in pre-
viously tested configurations.

The Zurek model uses a simplified version of Colburn’s
model ~1977a, b! of binaural unmasking to predict the bin-
aural gain in each frequency channel, given the interaural
differences in T and M. Colburn’s original model accounts
for the fact that binaural unmasking decreases with the mag-
nitude of the ILD in M because the number of neurons con-
tributing binaural information decreases with increasing ILD.
The simplified version of the Colburn model used in Zurek’s
formulation does not take into account how the noise ILD
affects binaural unmasking. If one were to use a more com-
plex version of the Colburn binaural unmasking model, the
predicted binaural gain would be smaller for spatial configu-
rations in which there is a large ILD in the masker. Binaural
predictions from such a corrected model would fall some-
where between the current binaural and better-ear predic-
tions.

Unfortunately, such a correction will not improve the
predictions. In particular, of the seven predictions that differ
substantially from the measurements, there is only one case
in which decreasing the binaural gain in the model prediction
could substantially improve the model fit@T at ~0°, 1 m! and
M at ~90°, 15 cm!; see Fig. 9~a!, circle at right side of panel#.
In five of the remaining configurations in which the predic-
tions fail @circle symbol at left of Fig. 9~b! and all four ob-
servations in Fig. 9~c!#, even the better-ear model analysis
predicts more spatial unmasking than is observed, and in the
final configuration@e.g., circle symbol at right of Fig. 9~b!#
both the binaural and better-ear analysis predict less unmask-
ing than was observed. In fact, for this configuration, any
decrement in the binaural contribution of the model will de-
grade rather than improve the binaural prediction fit.

The model assumes that binaural processing can only
improve performance above what would be achieved if lis-
tening with the better ear alone. Current results suggest that
this may not always be the case; we found that measured
binaural performance is sometimes worse than the predicted

performance using the better ear alone. We know of only one
study that found a binauraldis-advantage for speech un-
masking. Bronkhorst and Plomp~1988! manipulated the
overall interaural level differences of the signals presented to
the subjects in order to simulate monaural hearing loss. Sub-
jects were tested with binaural, better-ear monaural, and
worse-ear monaural stimuli as well as conditions in which
the total signal to one of the ears was attenuated by 20 dB. In
some cases, monaural performance using only the better-ear
stimulus was near binaural performance; in these cases, at-
tenuating the worse ear stimulus by 20 dB had a negligible
impact on performance. If both ears had roughly the same
TMR but the IPDs in T and M differed, binaural performance
was best, performance for left- and right-ear monaural con-
ditions was equal~and worse than binaural performance!,
and attenuating either ear’s total stimulus caused a small
~1–2 dB! degradation in SRT. Of most interest, in conditions
for which there was a clear ‘‘better ear’’~i.e., when the TMR
was much larger in one ear than the other!, performance with
the better ear attenuated by 20 dB was worse than monaural
performance for the better-ear stimulus, even though the
better-ear stimulus was always audible. The researchers
noted that this degradation in performance appears to be
‘‘due to a ‘‘disturbing’’ effect of the relatively loud noise
presented in the other ear’’~Bronkhorst and Plomp, 1988, p.
1514!, because the better-ear stimulus played alone yielded
better performance than the binaural stimulus. In the current
experiment, some of the configurations for which the binau-
ral predictions exceeded observed performance had a worse-
ear signal that was substantially louder than the better-ear
signal. However, when T was at~90°, 15 cm! and M was at
~90°, 1 m!, binaural performance was worse than predicted
better-ear performance, even though the worse-ear signal
was quieter than the better-ear signal. One possible explana-
tion for these results is that large ILDs in the stimuli can
sometimes degrade binaural performance below better-ear
monaural performance, even if the worse-ear stimulus is qui-
eter than the better-ear stimulus.

Finally, it should be pointed out that while the overall
rms level of the stimuli was held constant at the better ear,
the spectral content in T and M changed with spatial position
as a result of the HRTF processing. It may be that some of
the prediction errors arise from problems with the monaural,
not binaural, processing in the model. Further experiments
are needed to directly test whether binaural performance is
worse than monaural better-ear performance in spatial con-
figurations like those tested.

V. CONCLUSIONS

The results of these experiments demonstrate that the
amount of spatial unmasking that can arise when T and/or M
are within 1 m of alistener is dramatic. For a masker emit-
ting a fixed-level noise, the level at which a speech target
must be played to reach the same intelligibility varies over
approximately 45 dB for the spatial configurations consid-
ered. Much of this effect is the result of simple changes in
stimulus level with changes in source distance; however,
other phenomena also influence these results.
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It is well known that, on spatial unmasking tasks, mon-
aural listeners are at a disadvantage compared to binaural
listeners. In roughly half of the possible spatial configura-
tions, the better-ear advantage is lost and any binaural pro-
cessing gains are ineffective for these listeners~e.g., see
Zurek, 1993!. However, the current results suggest that when
either T or M are close to the listener, monaural listeners can
suffer from disadvantages~compared to normal-hearing lis-
teners! that are as much as 13 dB greater observed for con-
figurations in which T and M are at least 1 meter from the
listener@i.e., from Table I, when T is at~0°, 1 m!, the esti-
mated left/right asymmetry is 19.6 dB for M at~90°, 15 cm!
and only 6.4 for M at~90°, 1 m!#. Specifically, for the con-
figurations tested, the worse-ear TMR can be nearly 20 dB
lower than the better-ear TMR. While the current experi-
ments did not measure performance of monaural listeners
directly, this analysis supports the view that having two ears
provides an enormous advantage to listeners in noisy envi-
ronments, especially when the sources of interest are close to
the listener. However, much of the benefit obtained from
listening with two ears appears to derive from having two
independent ‘‘mixes’’ of T and M, one of which often has a
better TMR than the other. The specifically binaural process-
ing advantages expected in the tested configurations are
comparable to those observed in previous studies, on the
order of 2 dB. Of course, even 2 dB of improvement in TMR
can lead to vast improvements in speech intelligibility near
SRT, leading to improvements in percent-correct word iden-
tification of over 20%.

The current experiments included a number of novel
spatial configurations that have not previously been investi-
gated. For many of these configurations, the Zurek model of
spatial unmasking of speech fails to predict observed perfor-
mance. The reasons underlying these failures~which all
simulate either T or M very near the listener or have both T
and M located at 90°! must be investigated further. One of
the failed predictions may be partially corrected by consid-
ering a binaural unmasking model that takes into account the
ILD in the masker@i.e., when M is at~90°, 15 cm! and T is
at ~0°, 1 m!#. However, such a correction will not improve
the model predictions for any of the remaining configura-
tions for which the model fails.

Analysis suggests that binaural processing of interaural
phase decreases SRT by 1–2 dB for the configurations con-
sidered in the current study, similar to the gain observed for
configurations in which T and M are both at least 1 meter
from the listener~e.g., see Bronkhorst, 2000!. However, for
the configurations in which better-ear monaural predictions
of SRT are lower than the SRTs observed with binaural pre-
sentations, there may actually be a disadvantage to listening
with two ears ~compared to listening with the better ear
alone!. Additional experiments using monaural control con-
ditions must be performed in order to fully explore whether
large ILDs degrade speech intelligibility or whether monau-
ral better-ear performance is worse than predicted in these
configurations.
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Consonant identification under maskers with sinusoidal
modulation: Masking release or modulation interference?a)
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The present study investigated the effect of envelope modulations in a background masker on
consonant recognition by normal hearing listeners. It is well known that listeners understand speech
better under a temporally modulated masker than under a steady masker at the same level, due to
masking release. The possibility of an opposite phenomenon, modulation interference, whereby
speech recognition could be degraded by a modulated masker due to interference with auditory
processing of the speech envelope, was hypothesized and tested under various speech and masker
conditions. It was of interest whether modulation interference for speech perception, if it were
observed, could be predicted by modulation masking, as found in psychoacoustic studies using
nonspeech stimuli. Results revealed that masking release measurably occurred under a variety of
conditions, especially when the speech signal maintained a high degree of redundancy across several
frequency bands. Modulation interference was also clearly observed under several circumstances
when the speech signal did not contain a high redundancy. However, the effect of modulation
interference did not follow the expected pattern from psychoacoustic modulation masking results. In
conclusion,~1! both factors, modulation interference and masking release, should be accounted for
whenever a background masker contains temporal fluctuations, and~2! caution needs to be taken
when psychoacoustic theory on modulation masking is applied to speech recognition. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1384909#

PACS numbers: 43.71.Es, 43.66.Dc@KRK#

I. INTRODUCTION

A number of investigations have demonstrated that lis-
teners reach higher levels of speech understanding under a
temporally fluctuating noise background than a steady~un-
modulated! noise background presented at the same level
~Wilson and Carhart, 1969; Festen and Plomp, 1990;
Bronkorst and Plomp, 1992; Howard-Jones and Rosen, 1993;
Takahashi and Bacon, 1992; Eisenberget al., 1995; Bacon
et al., 1998!. This is attributed to listeners’ ability to detect
speech cues at moments the instantaneous level of the
masker is low. Because a modulated masker would not
evenly mask the entire duration of a speech waveform as
much as a masker without modulation would, this phenom-
enon has been referred to as a release from masking, or al-
ternatively described as listening-in-the-valley~or -dip!. The
improvement of speech intelligibility in SRT~speech recep-
tion threshold! typically amounts to 6–10 dB for normal-
hearing listeners. The present study tests for the possibility of
an opposite scenario; speech intelligibility could also be re-
duced due to the interference of temporal modulations in a
masker with the auditory processing of modulations in the
speech envelope. Conservatively speaking, a fluctuating
masker might have the effect of reducing speech intelligibil-
ity in a direction that counteracts the effect of masking re-
lease.

A. Modulation detection interference „MDI… and
modulation masking „MM…

The above hypothesis originates from psychoacoustic
experiments where listeners’ sensitivity to amplitude modu-
lation ~AM ! in a signal was measured under the presence of
a modulated masker; listeners were less able to detect AM
when there was competing modulation in a masker. This was
demonstrated by both tonal carriers~Yost and Sheft, 1989,
1994; Yostet al., 1989; Bacon and Konrad, 1993; Bacon and
Moore, 1993; Baconet al., 1995; Strickland and Viemeister,
1996! and broadband noise carriers~Houtgast, 1989; Bacon
and Grantham, 1989!. Conventionally, the former is usually
referred to as modulation detection interference~MDI !, and
the latter is referred to as modulation masking~MM !.1 Both
MDI and MM are highly dependent upon the modulation
rates of the signal and masker; the effect is greatest when
two modulation rates are the same, and it decreases as the
difference between them increases. In other words, MDI~or
MM ! exhibits selectivity in the modulation frequency do-
main as an analogue to the selectivity in tone-on-tone mask-
ing. The concept of ‘‘modulation tuning’’ has been quantita-
tively established with a modulation filterbank theory by Dau
and his colleagues~1997!

B. Modulations in speech

Envelope modulations in the speech waveform are
known to play a significant role in speech intelligibility. In-
formation from amplitude modulation of the speech envelope
is particularly critical when speech is represented at limited
spectral resolution~e.g., van Tasellet al., 1987; Shannon

a!Portions of this paper were presented at 139th meeting of Acoustical So-
ciety of America, Atlanta, Georgia, June 2000.
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et al., 1995!. In the concept of speech transmission index
~STI!, the amount of modulation in the speech waveform is
quantitatively related to speech intelligibility~Houtgast and
Steeneken, 1985!. In addition, it was found that modulations
in the speech waveform between about 4 and 16 Hz play a
critical role in speech perception; filtering out~or reducing!
very fast/slow envelope fluctuations in the waveform did not
degrade sentence intelligibility as long as modulations re-
mained in the above range~Drullman et al., 1994a, 1994b!.

C. Specific goals and overview in experiments

From the above, it is reasonable to hypothesize that
modulation interference might occur in speech perception
under the background of a modulated masker. Modulations
in a masker would reduce sensitivity to detect modulations in
the speech envelope~according to MDI or MM; section A
above!; that is, modulations in a masker would reduce the
amount of speech modulations perceptually available to a
listener. With less available modulation information, as a re-
sult, speech intelligibility could be reduced~according to
studies on reducing modulations; see section B!. Neverthe-
less, most previous studies have reported data supporting
masking release. The present study primarily attempts to re-
solve the apparent paradox between two contradictory con-
cepts: masking release and modulation interference. Would
modulation interference ever be observed in speech
perception?2 If so, will it follow the same pattern as seen in
psychoacoustic MM/MDI results? Which of the two phe-
nomena would be observed under what conditions?

Two groups of experiments were performed in the
present study: one group with wide-band stimuli, the other
with bandlimited stimuli. Each of these adopted the experi-
mental paradigm used in parallel psychoacoustic MM/MDI
studies. Experiment 1 tested the selectivity of modulation
interference~if any! in the modulation frequency domain us-
ing wide-band stimuli. Experiment 2 tested the effect of
separation of carrier frequencies using bandlimited stimuli.
In experiments 3 and 4, wide-band and bandlimited stimuli
were tested, in the same experimental settings as experiments
1 and 2, respectively; but the speech stimuli contained re-
duced information in the spectral and temporal domains, in
order to test the same hypotheses under conditions where
speech cues are more limited and less redundant.

II. GENERAL METHODOLOGY

A. Subjects, equipment, stimuli, and task

Six normal-hearing listeners~pure-tone thresholds better
than 20 dB HL! between the ages of 21 and 29 participated
in the present study. They were compensated for their par-
ticipation. Sufficient practice sessions were given to each
subject prior to data collection to ensure stable performance.
Each subject, seated in a sound-attenuated booth, listened to
speech samples in /aCa/ context through Senheiser HD
25SP1 headphones. The 16 consonants tested were as fol-
lows: /b, d, g, p, t, k, z, s, m, n, f, v,u, ð, c, ʃ/. The frequency
range of speech stimuli used in the experiments was 100–
8000 Hz. Speech stimuli were recorded by four speakers
~two for each gender! and were digitized at a sampling rate

of 22 050 Hz. The duration of each speech stimulus ranged
from 0.8 to 1.3 s. MATLAB programs processed the stimuli
and controlled the experiments at a Macintosh PowerPC
9500. The sound card, Audiomedia III, of the computer had a
proper anti-aliasing filter at the output of the D/A converter.
Listeners responded by pressing a button on a response box
connected to the computer. Percent-correct scores of conso-
nant identification were measured. Calibration was refer-
enced to a 6-cc coupler measurement: the full, calibrated
amplitude was attenuated to keep the output at the head-
phone at 70 dB SPL throughout the experiments.

B. Assessment of modulation interference

Throughout the current study, the amount of modulation
interference was taken as a difference in percent-correct
scores~the score under an unmodulated masker minus the
score under a modulated masker!. This measure will be ab-
breviated as MI in this paper. If this amount is negative, it
would then indicate that masking release was observed.

III. EXPERIMENT 1—MODULATION FREQUENCY
DOMAIN

A. Rationale

In experiment 1, it was examined whether selectivity of
modulation masking in the modulation frequency domain
would be observed. Envelope modulations in speech were
restricted by low-pass filtering the envelope~temporal
smearing, Drullmanet al., 1994a!, so that the range of the
speech modulations available to listeners was limited. Spe-
cific questions addressed were~1! ‘‘will masking release or
modulation interference be observed?’’~i.e., is the recogni-
tion score under a modulated masker higher or lower than
under an unmodulated masker?!, ~2! ‘‘does the pattern of
modulation interference, if any, follow the modulation-
frequency selectivity pattern seen in MM/MDI results?’’ If
the underlying mechanisms of MM/MDI are still effective in
speech recognition, we could expect more interference when
the rate of modulation of the masker lies within the range of
speech modulations than when it falls outside of the speech
modulations. Figure 1 displays schematic plots of the ex-
pected MI pattern if the results follow that observed in psy-
choacoustic MM/MDI research.

B. Stimulus processing

1. Speech processing—Noiseband modulation
processing

In view of the fact that the present study involved tem-
poral ~envelope! processing in the auditory system, it was
preferable to use speech with reduced spectral resolution to
maximize the importance of temporal cues. Recognition of
speech with reduced spectral resolution has been extensively
studied by a number of investigators for listeners with
normal-hearing and impaired-hearing~Shannonet al., 1995;
Dorman et al., 1997; Fuet al., 1998; Turneret al., 1995,
1999!. The processing to achieve such reduction in spectral
resolution generally involves the following steps:~1! the
whole frequency range of speech is partitioned by bandpass
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filters into separate frequency bands,~2! the envelope of each
band is extracted~in the present study, the envelope was
extracted by the Hilbert transform! and is used to modulate a
bandlimited random noise in the same frequency band,~3!
these modulated noise bands are summed across all bands
with proper adjustments of levels to restore the general long-
term spectrum of the original signal. This processing strat-
egy, which has also been used as a simulation of a cochlear
implant, will be referred to as ‘‘noiseband modulation’’ pro-
cessing in this paper. In experiment 1, the number of pro-
cessing bands was chosen to be 12,3 and the division of
frequency bands was logarithmic, which made each band
roughly 1.4-octave wide. FIR filters for the filterbank were
designed to have 1 dB of passband ripple, and 40 dB of
stopband attenuation and to be approximately of the 200th
order. The slopes of the filter skirt characteristics exceeded
70 dB/oct except for the lowest band.

2. Speech envelope conditions

There were three conditions of speech stimuli, based
upon conditions of envelope processing:~1! low pass at 4 Hz
~LP4!, ~2! low pass at 16 Hz~LP 16!, ~3! no envelope-
processing~REF; control condition!. The low-pass filtering

of the envelope was accomplished in the same manner as in
the study by Drullmanet al. ~1994a! except for minor differ-
ences. Figure 2 displays a block diagram of the signal pro-
cessing for experiment 1. Figure 3 illustrates some of the
speech waveforms and modulation spectra to demonstrate
the effect of the envelope filtering.

3. Masker conditions

The masker was wide-band random noise with a uni-
form distribution and was either unmodulated or subjected to
sinusoidal modulation~modulation depth: 100%! at one of
the following rates: 1.5, 3, 9, 25, or 40 Hz. The starting phase
of the sinusoidal modulation was random on each trial. After
pilot experiments, the signal-to-noise ratio~SNR! was cho-
sen to be 5 dB in all of the conditions~except for condition
REF of 2 dB!4 in order to obtain recognition scores avoiding

FIG. 1. A schematic plot for expected pattern of MI. Positive or negative MI
represents modulation interference or masking release, respectively. Accord-
ing to the MM/MDI principles, with low-pass filtering of the speech enve-
lope, the MI curve should show the pattern ofhigh-high-low-low. ~It is high
when the masker modulation is in the region of speech modulations, other-
wise it is low.!

FIG. 2. A block diagram of the signal
processing for experiment 1~and 3!.
This processing is basically a combi-
nation of noiseband modulation~Shan-
non et al., 1995! and envelope filter-
ing ~Drullman et al., 1994a, b!.
Noise1 is used for the processing of
noiseband modulation, and noise2 is
used for the masker. Both noise1 and
noise2 are not correlated with each
other. For simplicity, only the first and
last bands are displayed.

FIG. 3. Waveforms and corresponding modulation spectra of /aka/ spoken
by a male speaker;~a! REF, ~b! LP4, ~c! HP8 ~cf. experiment 3!. Visit
http://www.geocities.com/bomjunkwon/sounds/kwonturner01.htm to play
sound samples.
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a ceiling~or floor! effect. The long-term spectral shape of the
masker was matched with the speech spectrum.

C. Procedure

Initially, the score for each speech condition was mea-
sured without a masker to obtain a reference score level.
Next, a masker was added to the speech at the chosen SNR
with either no modulation or a selected modulation rate.
Each speech3masker session consisted of 64 trials. All
blocks of conditions were tested in a randomized order to
avoid an order effect. Subjects were provided with feedback
on each trial.

D. Results and discussion

The left panels of Fig. 4 display group mean recognition
scores as a function of modulation rate of the masker for
each speech condition~LP4, LP16, REF!. Scores from the
quiet condition~without a masker! are also indicated by a
dotted line~with a markQ! in each graph. The ‘‘Q’’ score in
condition REF is 85.9%, which is somewhat lower than
some previous studies where almost perfect scores were
measured with eight-channel processing.5 The amount of
modulation interference, MI, i.e., the difference in scores be-
tween conditions with the unmodulated masker and the
modulated masker is plotted in the right panels of Fig. 4. In
most of the speech3masker conditions, MIs are negative,
i.e., masking release was prevalent over modulation interfer-
ence. A one samplet-test rejected the hypothesis that the
gross mean of MI was zero (p,0.05). Neither an effect of
modulation rate@F(4,60)52.07, p50.096# nor an effect of
speech condition@F(2,60)50.09, p50.91# was significant
in a repeated measure of ANOVA. It is quite obvious that the

MI curves in Fig. 4 do not follow the expected pattern from
MM/MDI, as in the schematic drawings in Fig. 4.

Does the effect of modulation interference exist in
speech recognition? Even though the results suggest that
masking release was the predominant effect, the possibility
still remains that modulation interference~even without a
specific modulation-frequency selectivity! contributed to the
measurements, thus the MI curves in Fig. 4 might reflect the
‘‘net’’ effect of both phenomena, masking release and modu-
lation interference. It is worthwhile to note that three MI
curves in Fig. 4 even appear to be parallel, which is con-
firmed by nonsignificant interaction between two factors,
modulation rates and speech condition@F(8,60)51.03, p
50.43#. Because the modulations in the speech stimuli in
condition REF are not restricted, the effect of modulation
interference in this condition was not expected to exhibit
modulation-frequency selectivity6 as would be seen in the
other two conditions. The similar shape in all the MI curves
indicates that the restriction in speech envelope modulations
did not make a noticeable difference in present measure-
ments. Thus the psychoacoustic phenomenon of MM/MDI is
not applicable to speech recognition~at least in the modula-
tion frequency domain!.

IV. EXPERIMENT 2—CARRIER FREQUENCY DOMAIN

A. Rationale, stimulus conditions, and
procedures

In experiment 2, the effect of carrier frequency on
modulation interference was examined using bandlimited
speech and noise. Seven frequency bands, each roughly 2.5-
octave wide, were selected in the frequency region 100–

FIG. 4. Result of experiment 1. Wide-
band speech was processed by twelve-
channel noiseband modulation pro-
cessing. Three conditions of speech
stimuli were tested, LP4, LP16, and
REF, according to the low-pass cutoff
frequency in the speech envelope.
Signal-to-noise ratio was 5 dB~except
that it was 2 dB in REF!. ~Left! Per-
cent scores of consonant recognition
as a function of modulation rate of the
masker for speech conditions. ‘‘un-
mod’’ indicates a steady~unmodu-
lated! masker. Dotted line with a mark
Q in each panel indicates the score
measured without the masker.~Right!
The pattern of MI, the amount of
modulation interference, i.e., the dif-
ference from the score under the un-
modulated masker. Free-hand sche-
matic drawings in LP4 and LP16
represent the shape of the MI curve
that would have been obtained if the
selectivity in modulation masking was
in effect ~cf. Fig. 1!.
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8000 Hz~refer to Fig. 5 for frequencies of each band!. Seven
FIR bandpass filters were designed for each band, with filter
slopes of at least 80 dB/oct.

The maskers were random noise, filtered through a
bandpass filter corresponding to each of the bands~band 1
through band 7!. The same set of /aCa/ speech stimuli was
used as in experiment 1. Three speech conditions were
tested: speech at band 3, at band 4, and at band 5. The rms
levels of speech and masker were matched before they were
combined. Therefore, the ‘‘nominal’’ signal-to-noise ratio
was always 0 dB.

For each of the three speech conditions, scores without a
masker were initially obtained for a baseline reference. The
masker, in each of the seven bands, was either unmodulated
or sinusoidally modulated at 8 Hz~modulation depth: 100%!.
For each condition of speech~band 3, 4, or 5!, masker band
~band 1, 2,..., or 7!, and masker modulation type~unmodu-
lated or modulated!, 64 trials were run to obtain the score for
each subject.

B. Results and discussion

Group mean scores are plotted in the left panels of Fig.
6 for each speech condition as a function of the masker band.
Bars marked byQ indicate scores for the quiet condition
~without a masker!. The general pattern of recognition scores
as a function of carrier band of the masker reflects the degree

of spectral masking; the score is lowest when the speech and
masker are in the same carrier frequency band, and it in-
creases as the carrier band of the masker is further away
from the speech band. TheQ scores are 60%–70%. These
scores decrease by as much as 30%–40% when a masker at
the same band as speech is added. The scores with the un-
modulated masker, when the masker is more than two bands
away from the speech, are not different from theQ scores.
This indicates that the bandlimited noise masker without
modulations at this level, located more than two or three
octaves away from the speech, does not have a substantial
influence upon speech recognition.

MI curves in the right panels in Fig. 6 show that there
was a significant amount of interference when the masker
band was spectrally remote from the speech band~especially
when the masker band was higher in frequency than the
speech band!. This large degree of interference decreases as
the speech and masker bands are closer. Furthermore, when
the two bands are the same, the MI becomes negative; that is,
masking release is observed. The effect of the masker band
was significant @F(6,119)55.0, p,0.001#. This pattern
makes an interesting contrast with previous MDI results;
MDI as a function of carrier frequency separation is flat
~Yost and Sheft, 1994! or often increases as the carrier fre-
quencies are close due to within-channel processing~Bacon
and Konrad, 1993; Bacon and Moore, 1993!. This may be

FIG. 5. A block diagram of the signal processing for
experiment 2~and 4!. Speech and noise are bandpass
filtered, and noise is either sinusoidally modulated at 8
Hz or unmodulated. The rms was matched before they
were mixed. Frequencies of each band are displayed in
the table. Additionally, bandlimited speech was pro-
cessed for experiment 4 through the noiseband modula-
tion ~3-ch or 2-ch!.

FIG. 6. Result of experiment 2.
Speech was bandlimited in either band
3, 4, or 5. ~Left! Percent-correct of
consonant recognition scores as a
function of the frequency band of a
masker. Left and right bar in each con-
dition represent the score under the
unmodulated and modulated masker,
respectively. The condition with a
mark Q in each panel represents the
score without a masker.~Right! MI
plots for each condition, the difference
in scores~score under the modulated
masker minus score under the un-
modulated masker!.
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attributed to the combined contribution from masking release
and modulation interference. When the speech and masker
were far from each other~especially when the masker was at
a high frequency band!, the effect of modulation interference
was dominant, and this was in part because the masker did
not have a strong effect of peripheral masking, i.e., no room
for a release to occur. As the masker moved closer to the
speech band, the effect of masking release became stronger,
and the contribution from modulation interference relatively
decreased. Masking release was the main factor that made
the present trend different from MDI results. In psychoa-
coustics within-channel processing somewhat increased
MDI; in the present experiment within-channel processing
increased masking release.

Unlike experiment 1, where masking release was preva-
lent, clear evidence of modulation interference~i.e., positive
MI ! was demonstrated under certain conditions in experi-
ment 2. Why is the effect of modulation interference more
visible in experiment 2? It is conceivable that a greater effect
of masking release would be measured when the speech tar-
get has rich information as in experiment 1. In other words,
masking release would occur when a speech waveform has a
high degree of redundancy across frequency so that listeners
can identify phonemes from a ‘‘partially’’ masked speech
waveform. It is not difficult to imagine that such a process
would be less effective when the speech contains less redun-
dancy. For this reason, in experiment 2, where bandlimited
speech was the target stimulus, relatively more effect of
modulation interference was measured. Therefore, we further
hypothesized that modulation interference might be most vis-
ible when the speech waveform did not provide a sufficient
degree of redundancy that would facilitate masking release.
This was tested in experiments 3 and 4.

V. EXPERIMENT 3 AND 4

A. Rationale, stimulus, and procedures

Masking release was conspicuous with wide-band
speech stimuli~experiment 1!, and modulation interference
was observable under several conditions with bandlimited
speech stimuli~experiment 2!. Therefore, it seems that, while
both masking release and modulation interference are possi-
bly playing a role in speech perception under a modulated
masker, the effect of modulation interference might be en-
hanced~or the effect of masking release is lessened! when
speech stimuli do not contain a high degree of redundant
information. To test this hypothesis, speech conditions with
less redundancy were tested in experiments 3 and 4. Two
more conditions were tested in experiment 3 as an extension
of experiment 1: speech with poorer spectral resolution and
speech without amplitude fluctuations at syllabic rates. In
experiment 4, which is an extension of experiment 2, three
more conditions with limited spectral resolution within the
narrow band were tested~note that spectral resolution was
intact in experiment 2!. The experimental procedures and
participants in experiment 3 and 4 were the same as experi-
ments 1 and 2.

Specific speech processing conditions tested in experi-
ment 3 are as follows:~1! four-channel noiseband modula-

tion with the envelope low-pass filtered at 16 Hz~LP16-4ch!,
~2! twelve-channel noiseband modulation with the envelope
high-pass filtered at 8 Hz~HP8!. Speech with four-channel
noiseband processing was used to test the effect of reduced
spectral resolution, or the effect of less speech information
available to listeners. With the same rationale as in experi-
ment 1, the envelope was low-pass filtered to determine
whether selectivity of modulation masking would be ob-
served. In the second condition, the spectral resolution was
twelve-channel, the same as in experiment 1, but the enve-
lope was high-pass filtered. As a counterpart to ‘‘envelope-
smearing’’ in the low-pass envelope, speech with the high-
pass envelope does not allow slow amplitude fluctuations,
which may be considered as ‘‘syllable-deprived’’ speech@cf.
Fig. 3~c!#. For this case, the selectivity of modulation mask-
ing was tested by seeing if high MI was observed under the
maskers with high modulation rates~the opposite of Fig. 1!.
The level of the masker was adjusted to yield 5 dB of SNR
for both of the conditions. The signal processing procedure
in experiment 3 was the same as in experiment 1, except for
a different number of channels for LP16-4ch, and the high-
pass filtering stage of the envelope for HP8. The processing
for high-pass filtering of the envelope followed the steps
adopted by Drullmanet al. ~1994b!.

In experiment 4, the speech conditions were as follows:
~1! speech at band 4, three-channel processing;~2! speech at
band 4, two-channel processing; and~3! speech at band 5,
three-channel processing. The scheme for the band division
was logarithmic. Because each bandwidth is approximately
2.5-octave, a logarithmic partition of three- or two-channel
noiseband modulation processing makes individual bands
approximately 0.8-octave wide, or 1.25-octave wide, respec-
tively. The same level and type of the masker was used as
experiment 2: 0 dB SNR, and either unmodulated or sinusoi-
dally modulated at 8 Hz.

B. Results and discussion—Experiment 3

Percent-correct scores and Ml for condition LP16-4ch
are plotted in the top panels of Fig. 7. The mean score for
four-channel processing without a masker is 50.9%. The
amounts of modulation interference, as seen in the right top
panel, are close to zero and are not statistically significant
(p50.06). This result differs from experiment 1 in that the
effect of masking release is now reduced, as expected, due to
the poor spectral resolution, and yet the effect of modulation
interference is not significantly increased either. In the lower
panels of Fig. 7, results for condition HP8 are plotted. Sig-
nificant Mls are noticeable in this condition: consonant iden-
tification was more difficult under a modulated masker than
under an unmodulated masker. Comparison between the Ml
curves and the schematic drawings indicates that the selec-
tivity representing psychoacoustic MM/MDl is not found,
consistent with experiment 1. To summarize, reducing spec-
tral resolution resulted in a decrease in masking release, al-
though it stopped short of substantially enhancing the effect
of modulation interference. On the other hand, ‘‘syllable-
deprived’’ speech was highly susceptible to modulation inter-
ference and listeners were not able to take advantage of
‘‘listening-in-the-valley.’’
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C. Results and discussion—Experiment 4

In Fig. 8, percent-scores and Ml from experiment 4 are
plotted. In comparison with experiment 2, the percent-scores
in Fig. 8 are generally lower than those in Fig. 6, as ex-
pected, due to the poorer spectral resolution of the speech
target. The general characteristic in the Ml patterns in experi-
ment 4 ~the right column of Fig. 8! is still similar to what
was seen in experiment 2: the Ml is lowest when the speech
and the masker are in the same band, and it increases as the
masker band moves away from the speech band. It should be
noted that Mls in experiment 4~Fig. 8! are generally higher
than in experiment 2. A contrast analysis reveals that Mls in
experiment 4 are significantly higher than Mls in experiment
2 (p50.002), which confirms the hypothesis that speech

with less redundancy would induce more modulation inter-
ference.

VI. GENERAL DISCUSSION

A. Masking release or modulation interference?

The primary interest in the present study was to investi-
gate the effect of temporal fluctuations~modulation! of a
masker upon speech recognition. The data in the present
study suggest that two effects, masking release and modula-
tion interference, ought to be taken into account. It is likely
that both factors are potentially involved in the speech mask-
ing process whenever a masker contains temporal fluctua-
tions. Although under some instances one may be more
dominant than the other, there is no evidence to exclude ei-

FIG. 7. Result of experiment 3, in the
same format Fig. 4, for conditions
LP16-4ch ~four-channel noiseband
modulation with low-pass envelope
with the cutoff frequency 16 Hz! and
HP8 ~twelve-channel noiseband
modulation with high-pass envelope
with the cutoff frequency 8 Hz!. The
signal-to-noise ratio was 5 dB.~Left!
Percent-scores and MI plots for condi-
tions LP16-4ch and HP8.~Right! MI
plots for each condition. Schematic
drawings are also accompanied; see
the caption for Fig. 4 for details.

FIG. 8. Result of experiment 4 in the
same format as Fig. 6.~Left! Percent-
correct scores as a function of the
masker band for speech condition
band 4-3ch, band 4-2ch, and band
5-3ch. ~Right! MI plots for each con-
dition.
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ther factor. Therefore, it is sensible to regard the Ml measure-
ment as the net result from the two counteracting effects.

1. Masking release

Masking release is a phenomenon in which listeners pre-
sumably take advantage of temporal ‘‘dips’’ in a masker,
when listening to speech under the presence of a masker. In
many studies the ability of ‘‘dip-listening’’ has been dis-
cussed in relation with listeners’ temporal resolution~e.g.,
Zwicker and Schorn, 1982; Buus, 1985!; it was suggested
that listeners with sensorineural hearing loss would have
poorer temporal resolution because they enjoy the dip-
listening to a much lesser degree than listeners with normal
hearing ~Festen and Plomp, 1990; Bronkorst and Plomp,
1992; Baconet al., 1998!. In this concept, it may be thought
that the greater the portion of speech stimulus physically
exposed through a dip, the greater chance that the amount of
masking release is observed. For example, the effect of
masking release would be higher with an interrupted noise
~square wave modulated noise! than with sinusoidally modu-
lated noise~Baconet al., 1998!. Also the higher modulation
depth in the masker would result in a greater effect of mask-
ing release; for a speech-babble masker, the number of talk-
ers needs to be small~less than four! to maximize the effect,
as more distinct temporal fluctuations are produced in such a
masker~Pollack and Pickett, 1958!. Another factor bound to
the masking release for speech-listening is ‘‘top-down’’ pro-
cessing; it is well known that the human auditory system is
capable of restoring missing phonemes by proper use of con-
text ~cf. Warren, 1970!. Although linguistic context was not
available in the present experiments, in which nonsense syl-
lables were used as stimuli, missing portions of the speech
waveform could be largely reconstructed by their neighbor-
hood context~such as formant transitions! as long as the
masker did not cover the entire duration of the stimulus. It is
highly likely that this ‘‘information-rich’’ nature of speech
stimuli enhanced masking release observed in the present
experiments. The close relation between the degree of
‘‘information-rich’’ or redundancy in speech stimuli and
masking release was demonstrated in the present experi-
ments; in experiments 3 and 4 the effect of masking release
is reduced or even lost under conditions with less informa-
tion available in the speech stimulus.

a. Relation with comodulation masking release.Despite
of the proximity in terminology, comodulation masking re-
lease~CMR! has been discussed in a little different context
from masking release observed in speech experiments. CMR
usually refers to the improvement in~nonspeech! signal de-
tection when the background noise is modulated coherently
~co-modulation! across frequency in comparison with the
condition where such comodulation in noise does not exist.
CMR has generally been investigated with respect to across-
channel processing of the auditory system~e.g., Hallet al.,
1984, 1988; Carlyonet al., 1989!. However, a few studies
have demonstrated considerable contribution from within-
channel processing~Schooneveldt and Moore, 1987; Rich-
ards et al., 1997; Verheyet al., 1999!, in which temporal
beats in the masker waveform due to the within-channel in-
teractions among stimuli might be attributed to the detection

improvement. Perhaps at least part of masking release for
speech has a common theoretical ground with this within-
channel effect of CMR—‘‘listening-in-the-valley.’’ It might
not be coincidental that, in experiment 2, masking release
occurred when the speech and masker were at the same
band—the within-channel masking condition.

2. Modulation interference

In the present study, modulation interference predomi-
nantly occurred in condition HP8~‘‘syllable-deprived
speech’’! in experiment 3, and in several conditions of ex-
periments 2 and 4, when the effect of traditional masking
was minimal. It may be worthwhile to look into individual
cases to understand the nature of modulation interference in
speech. For condition HP8 in experiment 3, the auditory pro-
cessing of speech envelope was hindered by modulations in a
masker by means of modulation interference. Although the
speech stimulus did not have syllabic fluctuations in the en-
velope @cf. Fig. 3~c!#, listeners were still able to track and
recover the~lost! syllabic distinction and to identify the me-
dial consonant under the quiet and unmodulated masker.
Once the masker was modulated, however, their ‘‘syllable-
portion-tracking’’ ability degenerated, which reduced the
scores by around 10% from the score under an unmodulated
masker.

The deterioration of speech intelligibility due to modu-
lation of a masker may be explained by selective attention of
auditory objects discussed by Bergman~1990!. In experi-
ments 2 and 4, when the noise band was spectrally remote
from the speech band, especially at a high frequency, as dis-
cussed earlier, the unmodulated noise did not have a masking
effect: listeners did not experience a noticeable difficulty
segregating the unmodulated noise from the speech. Once
the high frequency noise band was modulated, however, the
noise band caused a perceptual illusion: it was processed as
if it were a part of speech band. Even though the noiseband
did not have the spectral characteristic of the speech target,
listeners were inadvertently attending to high frequency
noiseband due to its amplitude modulation, which resulted in
a decrease in the score under the modulated masker. These
instances of modulation interference, including those in con-
dition HP8 ~experiment 3!, indicate that modulation of a
masker may induce an illusory attention which would cause
phonemic confusion that would not normally occur under an
unmodulated masker.

One might wonder why only one factor, masking re-
lease, has been a major focus of investigation in speech ex-
periments, if the other factor, modulation interference, al-
ways coexisted. This is probably because most of the
previous experiments have focused on the robustness of hu-
man speech recognition to take advantage of redundant
speech information. There are many sources of redundancy
available at each level of speech recognition. Most studies
have used sentence materials in their experiments, which al-
lowed the listeners to take advantage of the context. For
some studies with nonsense syllable tests~e.g., Howard-
Jones and Rosen, 1993!, the experiments were devised in
favor of masking release, for example, using square wave
modulation. The contribution of modulation interference was
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most likely hidden in those studies, therefore, the existence
of modulation interference might have been largely ignored.
As found in the present study, modulation interference does
occur under certain circumstances and is suspected to have
some effect even when masking release was predominantly
observed. The possibility exists that listeners with senso-
rineural hearing loss or cochlear implant users, who may not
receive the full redundancy of speech, may be even more
vulnerable to the effects of modulation interference than the
normal-hearing listeners of the present study.

B. Relevancy of a psychoacoustic MDI „or MM … to
speech experiments

Finally, it is worth speculating on one of the most inter-
esting findings in the present study—lack of selectivity of
modulation interference in the modulation frequency domain
~experiments 1 and 3!. This is at odds with apparent selec-
tivity of MM/MDI in the modulation frequency domain,
which have allowed us to regard MM/MDI pattern as
‘‘modulation tuning.’’ Discussion on this issue might be par-
ticularly insightful considering the growing interest among
recent investigators in describing the temporal properties of a
signal in the modulation frequency domain by means of
modulation spectrum~e.g., Dauet al., 1997; Schreiner and
Langner, 1996!, analogous to conventional spectrum analy-
sis. If a modulation filterbank exists and speech modulations
are processed in such a frame, the interference due to modu-
lation naturally should exhibit a characteristic of modulation
masking. What happened to this process?

First, the discrepancy may be attributed to the difference
in the listener’s task. In traditional MM/MDI studies, listen-
ers had only to detect whether or not there was modulation.
In the present study, listeners were told to identify phonemes,
i.e., detecting modulations in a stimulus was not the only
goal in the task, all of the other aspects of speech cues be-
yond amplitude modulation could be utilized to perform the
identification task. The difference in the task—detection and
identification—might have caused a different degree of the
involvement of cognitive factors. Perhaps an identification
experiment with nonspeech or synthetic speech stimuli under
similar experimental conditions could yield some findings
that bridge the gap between the present study and previous
MM/MDI studies.

Second, a difference in the nature of modulations be-
tween the masker and the speech target is another factor that
contributed to the discrepancy. Modulations in a speech
waveform are characterized by their transiency~except for
syllabic rate of modulation!, which is contrasted with peri-
odicity in the masker modulation. For example, modulations
in a stimulus /ata/ that carry the relevant cues for the pho-
neme /t/ reside only in a limited time range. Applying a
masker with periodic modulation to ‘‘mask’’ the ‘‘time-
limited modulation’’ in the target would not be successful in
this sense, and it is not surprising that the results did not
follow the usual pattern of masking, i.e., frequency selectiv-
ity. Instead of being governed by the rules of modulation
‘‘tuning,’’ modulation interference in speech was subject to
perceptual grouping of auditory objects, where modulation
of the masker may result in a misleading cue for recognition.

It should be noted that, as Moore points out~1997, pp.
166–168!, the concept of modulation tuning is still contro-
versial: this tuning is, at best, very broad and often quite
shallow. Moreover, there have been several studies reporting
results hard to interpret by means of a modulation filterbank
~Sheft and Yost, 1997; Kwon and Shannon, 2001!. Although
early MM/MDI studies have spawned the concept of modu-
lation tuning, MM/MDI may alternatively be better associ-
ated with the concepts unrelated to modulation masking,
such as auditory grouping~e.g., Hall and Grose, 1991; Yost,
1992!. If one wants to construct a masker that would induce
a high degree of modulation interference in speech percep-
tion, one should make the condition facilitate auditory group-
ing; for example, modulation in the masker needs to roughly
resemble the speech modulations and also to be synchro-
nized to cause perceptual fusion. Nevertheless, we still feel
hesitant to discard the concept of a modulation filterbank.
The modulation filterbank model has been successfully em-
ployed to interpret several auditory processes related to en-
velope processing~for example, Dauet al., 1999; Verhey
et al., 1999; Derleth and Dau, 2000!. Another reason to give
consideration to the model would be that the model is based
upon well-developed quantitative analyses, which the alter-
native theory—auditory grouping—lacks for the most part. A
thorough investigation would resolve this issue. At least, we
can conclude from the present results that the masking para-
digm in the modulation frequency domain is not compatible
with the situation of speech recognition.

VII. SUMMARY AND CONCLUSION

~1! Both masking release and modulation interference
are believed to occur whenever a background masker con-
tains temporal fluctuations. Neither effect should be ignored
to better understand the nature of masking with temporal
fluctuations. The former effect is especially distinct when the
speech stimuli provide a high degree of redundant speech
information so that listeners can identify phonemes by only
partial portions of speech exposed between modulation peaks
in a masker. The latter effect is observed when modulation in
a masker interferes with speech envelope processing in the
auditory system in such a way as to hinder listeners’ syllable
processing, or by pretending to be a part of modulating
speech bands, which is not ordinarily possible by a noise
without modulations.

~2! Even though the modulation interference is believed
to be effective, it seems to operate in a far more complex
way than psychoacoustic MM/MDI. The general trend of
psychoacoustic modulation masking no longer appears in
speech recognition; the modulation rates of a speech target
and a masker do not predict the amount of modulation inter-
ference, and the amount of modulation interference decreases
as carrier frequencies of a speech target and a masker get
closer. This advises us that caution is necessary when a psy-
choacoustic principle, usually obtained from nonspeech
stimuli, is applied to speech recognition. The process of
speech recognition, as in the identification of phonemes or
words, is far more complex than a simple task such as de-
tection or discrimination along in a single stimulus dimen-
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sion. Therefore, previous findings on the modulation fre-
quency domain, such as a modulation filterbank and
modulation spectrum of speech, require more thorough in-
vestigation before they can be applied to speech perception.
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1Researchers often use the term MDI to denote across-channel modulation
masking without the strict requirement that carriers be tonal.

2To our knowledge, there are two studies in the literature reporting data that
may be interpreted as modulation interference~Danhauer and Leppler,
1979; Souza and Turner, 1994!. However, the theoretical basis for this
phenomenon was not discussed until van der Horst and Dreschler~1998!
attempted to mask the speech envelope by modulated maskers: unfortu-
nately, they did not find the effect of modulation masking for speech and
did not provide any further explanation.

3The choice of 12 was made on the consideration that fine structure of
speech should be destroyed to some extent, and the score in quiet back-
ground should not be at a ceiling.

4We tested a few other conditions of SNR and found that the effect of SNR
was minimal or inconclusive~Kwon, 2000!. The general pattern of results
was similar to what is reported here.

5This might be attributed to the selection of consonants in this study; fre-
quent confusion usually occurs in noise-modulation processing between the
pairs /f,Y/, /v, ð/, and /ð,c/, and not all of these consonants were selected
in the previous studies. Also the division of frequency bands in this study
might have contributed to the lower performance; it was found that the
‘‘optimal’’ performance was observed when the bands were divided linearly
at low frequency and logarithmically at high frequency~Fu, 1997!. There-
fore, it is possible the listeners performed sub-optimally in this study with
the logarithmic frequency division in the whole band.

6In fact, we do not rule out the selectivity in condition REF, because the
modulation spectrum of speech has its own shape, and some sort of selec-
tivity could result from the shape. However, it is not clearly known what
role the modulation spectrum plays in the selectivity of modulation inter-
ference, as masking release also intervenes in the present measurements.
Thus although MI pattern in condition REF might have its own ‘‘shape,’’
we simply argue that it should not exhibit the same selectivity that could be
found in condition LP4 and LP16 if psychoacoustic MM/MDI was effec-
tive.
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The formant hypothesis of vowel perception, where the lowest two or three formant frequencies are
essential cues for vowel quality perception, is widely accepted. There has, however, been some
controversy suggesting that formant frequencies are not sufficient and that the whole spectral shape
is necessary for perception. Three psychophysical experiments were performed to study this
question. In the first experiment, the first or second formant peak of stimuli was suppressed as much
as possible while still maintaining the original spectral shape. The responses to these stimuli were
not radically different from the ones for the unsuppressed control. In the second experiment,
F2-suppressed stimuli, whose amplitude ratios of high- to low-frequency components were
systemically changed, were used. The results indicate that the ratio changes can affect perceived
vowel quality, especially its place of articulation. In the third experiment, the full-formant stimuli,
whose amplitude ratios were changed from the original and whoseF2’s were kept constant, were
used. The results suggest that the amplitude ratio is equal to or more effective thanF2 as a cue for
place of articulation. We conclude that formant frequencies are not exclusive cues and that the whole
spectral shape can be crucial for vowel perception. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1384908#

PACS numbers: 43.71.Es, 43.71.An@CWT#

I. INTRODUCTION

Since the classic study of Peterson and Barney~1952!, it
has been recognized that vowels are perceived based on
spectral resonances called formants and that the lower two or
three formant frequencies are the essential cues for vowel
perception. Klatt~1982! suggested that formant frequency
changes could cause a change in phonetic quality while
changing other parameters such as formant bandwidth or
spectral tilt would not induce a change in phonetic quality,
but be perceived as a change of speaker or transmission
channel. The target model of vowel perception explains that
vowels are represented as these formant frequencies and are
perceived as a result of a comparison between inputs and
targets. This formant hypothesis is now widely accepted, the
primary reason being that the concept of formant can unify
vowel characteristics among articulatory, acoustic, and per-
ceptual aspects~Strange, 1989!. However there has been
some concern raised against a formant hypothesis being re-
garded as providing exclusive cues for vowel perception. We
will now discuss these problems in detail.

The first problem is the difficulty in extracting formant
frequencies. Although auditory systems have a ‘‘harmonics
sieve’’ mechanism, which can extract harmonics of a certain
fundamental frequency (F0) and suppress other components
~Darwin and Gardner, 1986; Culling and Darwin, 1994!,
little is known about the mechanism of extracting formant
frequencies from harmonics. The simplest model of the ex-

traction could be a local peak picking of the spectrum, which
was implicitly assumed in several studies~e.g., Lea and
Summerfield, 1994!. de Cheveigne and Kawahara~1999!
clearly pointed out that a harmonic representation does not
contain all the information about a spectral envelope which
directly reflects vocal tract shape. There must be lack of
information by nature. The peak-picking extraction thus can-
not work accurately whenF0 is high such as in a women’s
voice, or when adjacent formant frequencies are close such
as with first and second formant frequencies (F1,F2) of a
back vowel orF2 and third formant frequency (F3) of a
front vowel. All of these situations are observed frequently in
natural speech.

The second problem of the formant hypothesis is that
some cues other than formant frequency can also affect
vowel perception. Chistovich and Lublinskaja~1979! found
that a change in the relative amplitude of adjacent formants
could induce a change in the perceived vowel quality when
the formant-frequency separation was less than 3–3.5 bark.
The spectral averaging process named ‘‘center of gravity
~COG!’’ was proposed to explain this phenomenon. Assmann
~1991! examined the COG effect on back vowels by using
multiformant synthesized speech and also found that some
amplitude changes could affect the perceived vowel quality
whenF0 of the stimulus was high~250 Hz!. Contrary to the
COG hypothesis, the shifts of phoneme boundary were larger
when the formant-frequency separation was greater than 3.5
bark. Beddor and Hawkins~1990! investigated the effect of
spectral prominence on vowel perception with synthesized
vowel stimuli whose first formant bandwidths were manipu-a!Electronic mail: masashi.itou@f.rd.honda.co.jp
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lated. They concluded that spectral peak frequency was pri-
mary and spectral shape was secondary as cues for vowel
perception when the prominence of the peak was sufficient,
and that the entire spectral shape of the peak was the most
important cue when the prominence was not sufficient. These
results indicate that in some limited situations the spectral
shape can affect a perceived vowel quality even if formant
frequencies are constant.

Taking a position against the formant hypothesis, several
studies suggested that the whole spectral shape is required to
perceive vowels. Bladon~1982! raised three objections
against the formant hypothesis. The first was a reduction
objection, pointing out that there must be a lack of informa-
tion in translating the spectrum into formant frequencies. The
second was a determination objection concerned with the
difficulty in extracting formant frequency similar to that dis-
cussed previously. The third was a perceptual adequacy ob-
jection because there are some inconsistencies between
formant-frequency representation and perceptual distance.
Based on these objections, Bladon and Lindblom~1981! pro-
posed a ‘‘whole-spectrum model’’ that took no account of
formant frequency. The model calculated a spectral represen-
tation of loudness density versus pitch for each stimulus and
estimated perceptual quality distances between stimulus
pairs. This model showed a high correlation with the results
of psychophysical experiments. Further, Zahorian and
Jagharghi~1993! compared formant frequency and spectral
shape as a cue for vowel perception in automatic vowel clas-
sification experiments. Spectral shape was represented as the
coefficients in a discrete cosine transform expansion
~DCTCs! of a modified log amplitude spectrum with a bark
frequency scale. The performance for DCTCs was higher
than for formants even if fundamental frequency was added
to the formants, while this representation has more param-
eters than formant representation. This result supports the
whole-spectrum model. Zahorian and Jagharghi thus con-
cluded that DCTCs are a more complete representation of
vowels than are formants.

The purpose of this study is to verify the validity of
formant frequencies as cues for vowel perception through
psychophysical experiments. In particular, formant frequen-
cies and spectral shape are compared. Based on the results,
we will discuss the formant hypothesis and whole-spectrum
model.

II. EXPERIMENT 1

In order to evaluate the effectiveness of formant fre-
quencies for vowel perception as opposed to whole spectral
shape, a psychophysical experiment was performed with
three kinds of stimuli. The first stimuli were control stimuli
generated by a cascade-type Klatt synthesizer~Klatt, 1980!.
The parameters of the stimuli wereF1 andF2. The second
stimuli were withF1 suppressed and these were made from
the control by suppressing their first formant peaks while
maintaining the original spectral shapes as much as possible.
The frequencies of the suppressed formant peaks could not
be detected by local peak picking. The third stimuli were
with F2 suppressed, also generated in a manner similar to
the F1-suppressed stimuli.

A. Method

1. Stimuli

A spectral envelope of the control stimulus was synthe-
sized by a cascade-type Klatt synthesizer. The parameters are
listed in Table I. A total of 96 stimulus envelopes were syn-
thesized.F1 andF2 were variable while all other parameters
were constant.F1 was varied between 250 and 1250 Hz in
125-Hz steps andF2 was varied between 750 and 2250 Hz
in 125-Hz steps. Of these 117 stimuli, 21, whoseF1 –F2
separation was less than 200 Hz, were rejected because such
stimuli are unnatural~Klatt, 1980!. Based on these spectral
envelopes, harmonic complexes were generated with a fun-
damental of 125 Hz and in cosine phase. Each stimulus was
400 ms long and onset and offset were shaped with a 40-ms
raised cosine. After generation, all stimuli were normalized
to have identical values of rms amplitude. The sampling fre-
quency for all stimuli was 10 kHz.

A spectral envelope of theF1-suppressed stimulus was
made from a control envelope by suppressing the first for-
mant peak. The process of suppression satisfied the follow-
ing three criteria:~1! The spectral envelope in the suppressed
region was linear on scales of ERB-rate~equivalent rectan-
gular bandwidth! and logarithmic amplitude;~2! the enve-
lope and its first difference were continuous at both edges of
the suppressed region;~3! the suppressed region contained
the first formant peak and was as narrow as possible while
still satisfying the above two criteria. ERB rate was approxi-
mated by~Glasberg and Moore, 1990!,

ERB rate~ f !521.4 log10~4.37f 11.0!. ~1!

A total of 96F1-suppressed envelopes were calculated from
the control envelopes. Based on these envelopes, steady-state
harmonic stimuli were generated in the same fashion as the
control. Their amplitudes were also normalized in order to
maintain an identical rms value.

The F2-suppressed stimuli were generated from the
controls in the same manner as theF1-suppressed stimuli
except for the suppressed peak. In this case, the second for-
mant peak was suppressed and the first formant peak was
unchanged. The amplitudes of theF2-suppressed stimuli
were also normalized to the common rms value. Four panels

TABLE I. The control parameters for cascade-Klatt type synthesizer~Klatt,
1980! in experiment 1.F1 andF2 are variables whose minimum and maxi-
mum values are displayed, while other parameters are constant.

Symbol Name Value

F0 Fundamental frequency~Hz! 125
F1 First formant frequency~Hz! 250–1250
F2 Second formant frequency~Hz! 750–2250
F3 Third formant frequency~Hz! 2500
F4 Fourth formant frequency~Hz! 3500
F5 Fifth formant frequency~Hz! 4500
B1 First formant bandwidth~Hz! 62.5
B2 Second formant bandwidth~Hz! 62.5
B3 Third formant bandwidth~Hz! 125
B4 Fourth formant bandwidth~Hz! 125
B5 Fifth formant bandwidth~Hz! 125
FGP Glottal resonator frequency~Hz! 0
BGP Glottal resonator bandwidth~Hz! 100
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on the upper, middle, and bottom line of Fig. 1 show the
examples of amplitude spectra of the control,F1-suppressed
andF2-suppressed stimuli, respectively. The panels on each
column originally have the same formant frequencies.

2. Procedure and subjects

Stimulus generation and data collection were controlled
by a personal computer~IBM-PC!. All of the stimuli were
generated with 16-bit quantization and a 10-kHz sampling
rate with terminal analog method. They were presented at
about 75 dB SPL over headphones~LambdaNova CLASSIC,
STAX! in a sound attenuated room. Subjects were required
to respond with what vowel they heard, where the answers
were restricted to one of five Japanese vowels, /a/, /i/, /u/, /e/
and /o/. We recorded the response via a keyboard. After the
answer and a silence of more than 1 s, the next stimulus was
presented. Stimuli were not repeated and subjects had to se-
lect one of the allowed five choices.

The experiments consisted of three sessions, the control,
F1 suppression, andF2 suppression. All subjects served the
three sessions successively. Each session was divided into
four blocks and each block consisted of six trials. Each trial
consisted of 96 stimuli and the order of presentation of
stimuli was at random. Each subject performed one or two
blocks a day to keep the concentration level properly high.
The first trial of each block served as training and was not
used for analysis.

Four student volunteers, aged 22–23 years, participated
in the experiments. All of them were native Japanese speak-
ers and had no hearing loss.

B. Results and discussion

For all of three types of stimuli, 20 responses of each
subject were recorded. According to the responses, recogni-
tion rates of the five vowels were calculated at 96 lattice
points inF1 –F2 space. To obtain the phoneme boundaries
of each vowel, the recognition rates were required for all
points in F1 –F2 space. So, we calculated the recognition
rates at arbitrary points inF1 –F2 space by linear interpola-
tion of the rates of the surrounding four lattice points. Figure
2 shows these phoneme boundaries for control stimuli. Each
panel corresponds to a subject. The horizontal axis indicates
the first formant frequency (F1) of the stimuli and the ver-
tical axis indicates the second formant frequency (F2). The
thick and thin lines represent 50% and 90% phoneme bound-
aries, respectively. Although there was a little difference, the
relative locations of the five vowels on theF1 –F2 plane
were quite similar for every subject. These locations re-
semble other studies that examined Japanese vowel percep-
tion ~e.g., Ueda and Watanabe, 1987! and the study of Peter-
son and Barney~1952!. The results for control stimuli
support the formant hypothesis that vowels are represented
and perceived by formant frequencies.

FIG. 1. Examples of amplitude spectra of 12 stimuli in
experiment 1. Horizontal and vertical axes correspond
to frequency~kHz! and amplitude~dB!. ~a!–~d! Control
stimuli. ~e!–~h! F1-suppressed stimuli. ~i!–~l!
F2-suppressed stimuli.~a!, ~e!, ~i! F15500 Hz and
F251500 Hz. ~b!, ~f!, ~j! F151000 Hz and
F251500 Hz. ~c!, ~g!, ~k! F15500 Hz and
F252000 Hz. ~d!, ~h!, ~l! F151000 Hz and
F252000 Hz.

FIG. 2. Phoneme boundaries for the control stimuli in
experiment 1:~a! subject HI,~b! subject JO,~c! subject
NA, ~d! subject ON. Horizontal axis and vertical axis
correspond to first and second formant frequency of
stimuli, respectively. Thick lines represent 50% pho-
neme boundaries for each vowel. Thin lines represent
90% phoneme boundaries. The open triangles located at
the lower right in each panel correspond to the forbid-
den stimuli caused by the closed-formant criteria~see
the text!.
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Let us assume that vowels are recognized on the basis of
F1 andF2, and that these formant frequencies are extracted
by simple peak picking of the spectral envelope, in which
extracted perceptual first and second formant frequencies are
namedP1 and P2, respectively. Since this model cannot
extract the suppressed formant frequencies, it will interpret
F1-suppressed stimulus as thatP15F2 and P25F3. The
vowel calculated by this model thus would not vary accord-
ing to a suppressedF1, and would change only forF2 be-
cause all of the stimuli had constantF3 values. Further, the
results for control stimuli predict that the vowels would vary
from /i/ to /e/ to /a/ with an increase inF2.

The response forF1-suppressed stimuli however dis-
agrees with this prediction. Figure 3 shows the phoneme
boundaries forF1-suppressed stimuli. The horizontal axis
corresponds to suppressedF1 and the vertical axis corre-
sponds toF2. The thick and thin lines represent 50% and
90% phoneme boundaries, respectively. Contrary to the pre-
diction, there were some changes of perceived vowel quality
corresponding to suppressedF1. For example, the recogni-
tion rate of vowel /u/ decreased and the rate of /a/ increased
with an increase in suppressedF1 at F251125 Hz for all
subjects. Further, vowels /u/ and /o/ which did not appear as
predictions of the simple model were perceived at an above
90% in recognition rate in response to the stimulus with
suppressedF1. The pattern of phoneme boundaries for
F1-suppressed stimuli was closer to control than predicted.
The relative locations of the five vowels forF1-suppressed
stimuli resembled the control for subjects NA@Figs. 2~c! and
3~c!# and ON @Figs. 2~d! and 3~d!#. For subjects HI@Figs.
2~a! and 3~a!# and JO@Figs. 2~b! and 3~b!#, there were some
discrepancies between the control and theF1 suppression
especially in the region whereF2 was high, where the pre-
diction might explain the result.

Figure 4 shows the phoneme boundaries for
F2-suppressed stimuli. The horizontal axis corresponds to
F1 and the vertical axis corresponds to suppressedF2. The
simple model mentioned previously also would not be able
to extract suppressedF2 and would calculate thatP15F1
and P25F3. The perceived vowel thus would not change
according to suppressedF2 ~vertical axis!. This prediction
was also incompatible with the result. For all subjects,
changes of perceived vowel quality were observed corre-
sponding to suppressedF2. For instance, the recognition
rates for /u/ and /o/ were decreased and the rates for /i/ and
/e/ were increased with an increase of suppressedF2. The
results of experiment 1 cannot be explained by formant hy-
pothesis based on the simple peak-picking mechanism and
support the hypothesis that vowel quality is perceived by the
whole spectral shape.

The phoneme boundaries forF2 suppression were quite
similar to the control except around the region ofF1
5600 Hz andF251200 Hz. The similarity betweenF2 sup-
pression and control was apparently larger than the ones be-
tweenF1 suppression and control. This indicates that vowel
quality, especially its place of articulation~front/back!, can
be perceived even ifF2 information is not available. There
would thus be other cues for place of articulation instead of
the second formant frequency. The amplitude ratio of high-
to low-frequency components of the spectrum might be a
good candidate for one of these cues. Klatt~1980! pointed
out that formant peak amplitudeAn would be increased with
an increase in lower formant frequencyFm (n.m) in the
cascade-type synthesizer. Figure 5 shows the amplitude ra-
tios of A3 to A1 of F2-suppressed stimuli which are identi-
cal to those of control stimuli. Apparently, the amplitude ra-
tio almost linearly increases with the increase of suppressed
F2. This amplitude ratio might be used as a cue for place of

FIG. 3. Phoneme boundaries forF1-suppressed stimuli
in experiment 1 in the same manner as in Fig. 2 except
that the horizontal axis corresponds to suppressed first
formant frequency.

FIG. 4. Phoneme boundaries for theF2-suppressed
stimuli in experiment 1 in the same manner as in Fig. 2
except that vertical axis corresponds to suppressed sec-
ond formant frequency.
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articulation instead ofF2. This possibility was directly ex-
amined in the next experiment.

III. EXPERIMENT 2

Klatt ~1982! suggested that only formant frequencies
could affect perceived vowel quality while formant band-
width and spectral tilt could not, and that changes in band-
width and tilt were perceived as changes of speakers or trans-
mission channel. The result of experiment 1 for
F2-suppressed stimuli, however, implies that relative ampli-
tudes of high- to low-frequency components of the spectrum
can affect perceived vowel quality. The influence of this am-
plitude ratio to vowel perception will be examined here.

A. Method

1. Stimuli

In order to examine the perceptual effect of the ampli-
tude ratio more clearly, it is useful to change the lower for-
mant frequency and the higher formant amplitude of stimuli
independently. So the simple synthesizer was used in this
experiment instead of a cascade-Klatt synthesizer. The fre-
quency response wasR( f ) as described in the following:

R~ f !5max~10Dn~ f !/20!, n51,...,N. ~2!

Dn~ f !5An2
6u f 2Fnu

Bn
, ~3!

whereFn, Bn, andAn represented frequency, bandwidth, and
peak amplitude of thenth formant, respectively. The number
of formants,N, was four. Figure 6 shows amplitude spectra
of stimuli synthesized by this filter. Every slope of the peaks
had a linear correlation between frequency~Hz! and logarith-
mic amplitude~dB!. A total of 81 envelopes were synthe-
sized by varyingF1 andA1. F1 was varied between 250
and 1250 Hz in 125-Hz steps. The relative amplitude
A1 –A2 was varied between 0 and 48 dB in 6-dB steps.

Formant amplitudesA2, A3, andA4 were the same and they
changed in the same way. This amplitude change thus varies
negatively with the change of amplitude ratio of high- to
low-frequency components of the spectrum. The range of the
relative amplitude involved the range ofA1 –A3 of all the
control stimuli in experiment 1. Table II shows the param-
eters for the synthesizer. According to these envelopes,
cosine-phase harmonic stimuli with a 125-Hz fundamental
were generated in the same fashion as in experiment 1.
Stimulus duration was 400 ms and rise/fall times were 40 ms
with a half-length Hanning window. Amplitudes of all
stimuli were normalized in order to maintain an identical rms
value.

2. Procedure and subjects

The procedure of experiment 2 was the same as for ex-
periment 1 except for the number of stimuli involved in a
single trial. In experiment 2, a single trial consisted of 81
stimuli. Four blocks, consisting of six trials of stimuli, were
performed on each subject. The subjects in experiment 2
were the same as in experiment 1.

B. Results and discussion

Figure 7 shows the phoneme boundaries of vowels in
experiment 2. The four panels correspond to subjects. The
horizontal axis indicatesF1 (Hz) and the vertical axis indi-
catesA2 –A1 (dB). The thick and thin lines represent 50%
and 90% phoneme boundaries, respectively. These bound-
aries were obtained by linear interpolation as in experiment
1. If the relative amplitude of the stimulus did not affect the

FIG. 5. The amplitude ratios ofA3 to A1 for F2-suppressed stimuli as a
function of suppressedF2. Horizontal axis and vertical axis correspond to
suppressedF2 ~kHz! and A3 –A1 ~dB!, respectively. Closed circles~solid
line! represent the stimuli ofF15250 Hz. Squares~dotted line! represent
the stimuli of F15500 Hz. Crosses~dashed line! represent the stimuli of
F151250 Hz.

FIG. 6. Examples of amplitude spectra of the stimuli in experiment 2. The
horizontal axis and vertical axis correspond to frequency~kHz! and ampli-
tude ~dB!, respectively.~a! F15500 Hz andA22A15212 dB, ~b! F1
51000 Hz and A22A15212 dB, ~c!; F15500 Hz and A22A1
5236 dB, ~d! F151000 Hz andA22A15236 dB.

TABLE II. The control parameters for an envelope synthesizer in experi-
ment 2~see the text!. F1 andA1 are variables whose minimum and maxi-
mum values are displayed, while other parameters are constant in the ex-
periment.

Formant number
N

Frequency
Fn ~Hz!

Bandwidth
Bn ~Hz!

Amplitude
An ~dB!

1 250–1250 62.5 0–48
2 2500 125 0
3 3500 125 0
4 4500 125 0
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perceived vowel, all of the phoneme boundaries would be
parallel to the vertical axis. As shown in Fig. 7, the result
was not compatible with this prediction. For example, the
increase ofA2 –A1 induced the change of perceived vowel
from /u/ to /i/ whenF15375 Hz, and /o/ to /e/ whenF1 was
near 750 Hz. In all subjects it was observed that the relative
amplitude change could induce the change of perceived
vowel quality even if all of the formant frequencies were
constant. Since the closest separation ofF1 and F2 was
about 4.5 bark~F151250 Hz,F252500 Hz!, the amplitude
influence to vowel perception observed in this experiment
could not be explained by COG in which 3.5 bark of fre-
quency separation was critical to integrate the energy. The
critical band valueB was approximated by~Zwicker and
Terhardt, 1980!

B513 tan21~0.76f !13.5 tan21$~ f /7.5!2%. ~4!

Furthermore, the result supports the hypothesis that the
amplitude ratio of high- to low-frequency components of the
spectrum is an essential cue for place of articulation of per-
ceived vowel. Figure 7 indicates that stimuli whoseA2 –A1
were decreased, and the amplitudes of low-frequency com-
ponents were sufficiently larger than high-frequency compo-
nents, were perceived as back vowels, while the stimuli
whoseA2 –A1 were near zero and with the entire spectral
shape flat were perceived as front vowels. Comparing Fig. 4
with Fig. 7, the phoneme boundaries in experiment 2 had
patterns similar to those forF2-suppressed stimuli in experi-
ment 1. As shown in Fig. 5, the amplitude ratio was approxi-
mately linearly proportional to the suppressedF2. This im-
plies that the vertical axis in Fig. 4 was compatible with that
in Fig. 7 and the results in experiment 2 were consistent with
those forF2 suppression in experiment 1.

Beddor and Hawkins~1990! suggested that spectral
shape was the more important cue for vowel perception
rather than formant frequencies or COG when the spectral
prominence of the low-frequency region was not sufficient,
and that spectral shape was a secondary cue when the promi-
nence was sufficient. In experiment 2, stimuli had no spectral
peak between 1250 and 2500 Hz whereF2 peak often exists
for natural speech. If this lack ofF2 is interpreted as insuf-
ficient prominence ofF2, it is possible that the amplitude
influence of our experiment was only effective in limited
situations such as those suggested by Beddor and Hawkins.
This was examined in the next experiment.

IV. EXPERIMENT 3

In experiment 2 we found that the amplitude ratio of
high- to low-frequency components of the spectrum could
affect perceived vowel quality, especially its place of articu-
lation. However, it was not clear whether this amplitude in-
formation was always effective even if every formant peak
could be extracted by peak picking. To compare the influence
of the amplitude ratio with formant frequencies, a psycho-
physical experiment was performed. The stimulus was five-
formants synthesized vowels, in whichF2 was constant and
the amplitude ratios ofA1 to A3, A4 andA5 were variable.
Thus in this experiment the amplitude ratio competed with
the second formant frequency.

A. Method

1. Stimuli

The envelopesS( f ) of stimuli in experiment 3 were
almost the same as those of the controls in experiment 1
except for the second formants, which was fixed at 1500 Hz
throughout this experiment.S( f ) was calculated by the con-
volution of T( f ) andU( f ) as follows. At first, the envelope
T( f ) with five formants was synthesized by a cascade-Klatt
model at the fixedF2, in whichF1 was varied between 250
and 1250 Hz in 125-Hz steps and other parameters were
given as in Table I. Since the amplitude ratio of high- to
low-frequency components of the control increases with an
increase ofF2 ~Fig. 5!, this relationship was used in the
stimuli in this experiment.U( f ) was utilized to manipulate
amplitude ratios of stimuli with a parameter ‘‘nominalF2’’
and was defined by

U~ f !510V~ f !/20, ~5!

V~ f !5H 0 for f ,F2

ERB~ f !218.8

4.24
W for F2< f ,F3

W for f >F3,

~6!

W5R~F1, nominal F2!2R~F1, 1500!, ~7!

whereR(a,b) indicates the amplitude ratio~dB! of A3 to A1
of the control stimuli,F15a and F25b. The amplitude
ratio of A3 to A1 of S( f ) was thus equal toR(F1,
nominalF2), in which nominalF2 was varied between 750
and 2250 Hz in 125-Hz steps. Figure 8 shows amplitude
spectra of the stimuli. For example, the stimulus in Fig. 8~a!,
F15500 Hz and nominalF252000 Hz, has the same am-
plitude ratio ofA3 to A1 as the control stimulus in Fig. 1~c!,

FIG. 7. Phoneme boundaries in experiment 2. Each
panel corresponds to the result for an individual subject,
the arrangement is in the same manner as in Fig. 2. The
horizontal axis corresponds toF1 ~kHz!. Vertical axis
corresponds toA2 –A1. The thick line in~a! which sur-
rounds an isolated region represents 50% phoneme
boundary of vowel /u/.
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F15500 Hz andF252000 Hz. A total of 96 envelopes were
synthesized. Based on these envelopes, a cosine-phase har-
monic complex with 125-Hz fundamental was generated in
the same manner as in experiment 1. The duration was 400
ms and rise/fall times were 40 ms with half-length Hanning
window. Amplitudes of all stimuli were normalized in order
to have a common rms value.

2. Procedure and subjects

The procedure of experiment 3 was the same as in ex-
periment 1 except for the number of stimuli types. There was
only one type of stimuli in experiment 3 while there were
three types of stimuli in experiment 1. Four blocks, consist-
ing of six trials of 96 stimuli, were performed on each sub-
ject. The subjects were identical to those in experiment 1.

B. Results and discussion

Figure 9 shows the phoneme boundaries of each vowel
in experiment 3. The horizontal axis corresponds toF1 and
the vertical axis corresponds to nominalF2. The thick and
thin lines represent 50% and 90% phoneme boundaries cal-
culated by linear interpolation. Assuming formant frequen-
cies to be exclusive cues for perception, all phoneme bound-
aries should be parallel to the vertical axis, andF1’s at
boundaries should be predicted based on the results for con-
trol stimuli in experiment 1. For example, 50% boundary
between /u/ and /a/ should occur atF15854 Hz for subject
HI @Fig. 9~a!#, /i/–/u/ and /u/–/a/ boundaries should occur at

F15317 Hz and 799 Hz, respectively, for subject JO@Fig.
9~b!#, /i/–/e/ and /e/–/a/ boundaries should occur atF1
5385 Hz and 750 Hz, respectively, for subject NA@Fig.
9~c!#, /i/–/u/ and /u/–/a/ boundaries should occur atF1
5315 Hz and 786 Hz, respectively, for subject ON@Fig.
9~d!#. It was only in the region where nominalF2
51500 Hz that this prediction was compatible with the re-
sult. There were changes of perceptual vowel quality accord-
ing to nominalF2 in all subjects. Specifically, we observed
that three of four subjects perceived a vowel changed from
/u/ to /i/ with an increase of nominalF2 whenF1 was about
250 Hz, two of four subjects perceived a vowel changed
from /o/ to /e/ whenF1 was about 750 Hz, and all subjects
perceived a vowel changed from /a/ to /e/ whenF1 was from
about 875 to 1000 Hz. These results indicate that the ampli-
tude ratio can affect vowel perception even if all formant
frequencies are available.

The shaded lines in Fig. 9 represent 50% phoneme
boundaries for control stimuli in experiment 1. The bound-
aries in experiment 3 for subject NA@Fig. 9~c!# and ON@Fig.
9~d!# were quite similar to those found in experiment 1. For
subject HI @Fig. 9~a!# and JO @Fig. 9~b!#, there were no
stimuli perceived as vowel /o/ above a 50% recognition rate
in experiment 3. These were the major differences from ex-
periment 1. The recognition rates of front vowel /e/ were
however increased corresponding to nominalF2 for these
subjects. We conclude that, in general, high nominal-F2
stimuli are perceived as front vowels and low nominal-F2
stimuli are perceived as back vowels. This result supports
our hypothesis that amplitude ratio of spectrum is an essen-
tial cue for place of articulation. We might not conclude that
the amplitude ratio is an exclusive cue compared with second
formant frequency due to the differences among subjects.
However, the results imply that the amplitude ratio is no less
effective thanF2 for place of articulation.

V. GENERAL DISCUSSION

Formants form a central concept in speech production
that combines vocal tract shape with acoustical characteris-
tics of pronounced vowels~Fant, 1960!. For example, articu-
latory ‘‘openness’’ and ‘‘advance~place of articulation!’’
roughly corresponds toF1 and F2, respectively. Miller
~1989! investigated natural utterances of American English
vowels acoustically and showed that each of them was indi-
vidually clustered in auditory perceptual space~APS! corre-
sponding to formant frequencies and fundamental frequency.

FIG. 8. Examples of amplitude spectra of the stimuli in experiment 3. The
horizontal axis and vertical axis correspond to frequency~kHz! and ampli-
tude ~dB!, respectively.~a! F15500 Hz and nominalF252000 Hz, ~b!
F151000 Hz and nominalF252000 Hz, ~c! F15500 Hz and nominal
F251500 Hz, ~d! F151000 Hz and nominalF251500 Hz.

FIG. 9. Phoneme boundaries in experiment 3 in the
same manner as in Fig. 2 except that the vertical axis
corresponds to nominalF2. The thick line and thin line
represent 50% and 90% phoneme boundaries in experi-
ment 3. The shaded line represents 50% phoneme
boundaries for control stimuli in experiment 1.
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Further, he pointed out that vowels could be identified in this
APS with extremely high accuracy. This implies that formant
frequencies might be utilized as cues for vowel perception in
our auditory system.

Klatt ~1982! performed some psychophysical experi-
ments with synthesized vowels to evaluate the influence of
spectral-shape characteristics such as formant frequency, for-
mant bandwidth, spectral tilt, and filtering passband/
stopband on vowel perception. He concluded that the for-
mant frequency was the most important cue for vowel
perception, and that the other characteristics could not affect
the perception of the vowel quality although they induced
speaker individualities.

In our first experiment we examined the response for the
stimuli with the first or second formant suppressed. If for-
mant frequencies are exclusive cues for vowel quality per-
ception, this suppression should inevitably change the per-
ception of vowel quality. However, in contrast with this
prediction, the response for the suppressed stimuli was not
greatly changed from the control. These results cannot easily
be explained by formant hypothesis based on the local peak-
picking mechanism. It strongly implies to us that formant
frequencies are not exclusive cues for vowel perception.

In opposition to the formant hypothesis, Bladon~1981!
proposed a whole-spectrum model for vowel perception.
However, it does not seem to be appropriate to view this
model as opposed to the formant hypothesis because formant
frequency is also involved in the ‘‘whole-spectrum’’ charac-
teristics. In the automatic classification experiments using
naturally spoken vowel stimuli, Zahorian~1993! compared
the performances of two classification models, one based on
the DCTCs represented by a whole spectral shape and the
other based on the formant frequencies. The performance of
the former was higher than the latter even if the latter were
allowed to utilize the information of stimuli fundamental fre-
quencies. Although this result might indicate that some in-
formation other than formant frequencies is useful for vowel
perception, the model based on the DCTCs required more
input parameters than those based on formant frequencies.
The performance of the DCTCs model was worse than the
formant model for the same number of input parameters. In
other words, from the viewpoint of information compression,
formant frequencies were more effective in vowel perception
than the whole spectral shape. Consequently, the whole-
spectrum model should not be viewed as the complete oppo-
site of the formant hypothesis but it does suggest the incom-
pleteness of formant representation.

In addition to formant frequencies, we demonstrated that
the amplitude ratio of high- to low-frequency components
might also be a crucial cue for vowel perception. The result
of our second experiment showed that changes in this ratio
could induce a change in perceived vowel quality, especially
its place of articulation~front/back!. This cannot be ex-
plained by COG theory because the frequency separation in
our experiment was always greater than 3.5 bark. In speech
production theory, place of articulation is nearly perceived
depending on the frequencies of the second formant, in
which high-F2 and low-F2 stimuli are perceived as front
and back vowel, respectively. Since in the cascade-type

speech production model, the changes inF2 inevitably ac-
company the changes in higher formant amplitudes~Klatt,
1980!, the amplitude ratio might be regarded as only a sec-
ondary cue of formant frequency change. However, the am-
plitude ratio is easily perceived in our auditory system, while
the formant frequencies are not always detected distinctly. It
is reasonable to assume that this robust cue is utilized in our
vowel perception system. In fact, Lienard and Benedetto
~1999! found that the relative intensity of high- to low-
frequency components of speech became stronger when a
speaker intended to communicate with a listener in a remote
location. Since a high-frequency tone is attenuated greater
than a low-frequency one during propagation, this implies
that this pre-emphasis mechanism might cancel the inequal-
ity of attenuation and the amplitude ratio is very important
for vowel perception.

Beddor and Hawkins~1990! concluded that spectral
shape was the primary cue for vowel perception only when
the lower spectral prominence was weak, while it was sec-
ondary when the prominence was sufficient. In experiment 2,
there was no prominent peak in the frequency region of the
stimuli whereF2 was expected to be in natural speech. This
seems to agree well with the results in the limited conditions
as pointed out by Beddor and Hawkins. The results of our
third experiment, however, showed that the amplitude ratio
was still effective for vowel perception even when the
prominence of theF2 peak was sufficient. That is, the effect
of the amplitude ratio on the perception of place of articula-
tion was found to be equal to or greater than that ofF2. For
example, we observed in subjects that the increase of the
amplitude ratio caused increases in the recognition rates for
front vowels, whileF2 was constant. For two of four sub-
jects, the decrease of the amplitude ratio caused increases in
the recognition rates for back vowels, whileF2 was con-
stant. The similarity of the phoneme boundary pattern be-
tween experiment 3 and the control of experiment 1 for these
two subjects strongly supports the hypothesis that place of
articulation is perceived by the amplitude ratio@Figs. 9~c!
and ~d!#.

It should be noted that our hypothesis has at least three
problems. The first is the definition of the amplitude ratio. It
was defined as the relative amplitude of the higher to the first
formant peak in experiment 2 while it was defined as the
relative amplitude of the third formant to the first one in
experiment 3. These definitions are similar, but there is no
quantitative comparison between the two. So, if the ampli-
tude ratio is essential for vowel perception, it is crucial to
clarify how it is detected by our auditory system. It probably
appears as an excitation pattern of the neural network
~Moore and Glasberg, 1986!. The second problem of the am-
plitude ratio hypothesis is that it cannot explain the relation
between spectral shape and vowel height. ForF1-suppressed
stimuli in experiment 1, some recognition rates of vowels
changed depending on the suppression ofF1. Another cue
other than the amplitude ratio seems to be required to explain
this result. The third problem is a context effect. Since vowel
perception is known to be context dependent, there is a pos-
sibility that subjects adapted their criteria to each type of
stimuli in our experiments. We believe this influence might
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be small because there are no significant differences in sta-
tistics among the responses of each block through all experi-
ments. These questions remain for further study.

The results of our experiments indicate that vowels can
be perceived by the whole spectral shape of stimuli even if
their formant frequency is not available. The simplest model
for these results is storing the spectral shapes of all of vowels
as the templates, comparing input with them, and determin-
ing the output vowel based on the similarity between tem-
plates and input. This type of model has been adopted often
in recent commercially available systems for speech percep-
tion. However, this is obviously not proper as a cognitive
model for human beings because it cannot explain our excel-
lent ability at speaker adaptation with limited storage capac-
ity. This is the reason why an elegant compressed represen-
tation of whole spectrum shape is required. We propose the
amplitude ratio as one of candidates for the compressed rep-
resentation. This cannot be psychophysically verified using a
cascade-type synthesizer, which was used in several studies
~e.g., Fahey and Diehl, 1996!, because the synthesizer cannot
produce the formant frequencies and their amplitudes inde-
pendently. This might be one of the reasons why the effect of
amplitude ratio has not been clarified.

VI. CONCLUSIONS

~1! Formant frequencies are not exclusive cues for
vowel perception. All three of our experiments support this
conclusion. In experiment 1, a suppression of the first or
second formant peak did not cause a great difference in dis-
tribution patterns of recognition rates when whole spectral
shape was not largely changed~Figs. 2–4!. In experiments 2
and 3, a modification of whole spectral shape did induce a
change of perceived vowel even when all formant frequen-
cies were constant~Figs. 7 and 9!.

~2! The amplitude ratio of high- to low-frequency com-
ponents is no less effective for place of articulation than the
second formant frequency. Using a cascade-Klatt synthe-
sizer, the changes inF2 inevitably accompany the changes
in higher formant amplitudes~Fig. 5!. As seen in experiment
2, this change of the amplitude ratio of high- to low-
frequency components itself caused the change of perceived
vowel in its place of articulation~Fig. 7!. This effect was also
verified in experiment 3, in which the amplitude ratio of
high- to low-frequency components competed against the
second formant frequency~Fig. 9!.
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Speech recognition was measured as a function of spectral resolution~number of spectral channels!
and speech-to-noise ratio in normal-hearing~NH! and cochlear-implant~CI! listeners. Vowel,
consonant, word, and sentence recognition were measured in five normal-hearing listeners, ten
listeners with the Nucleus-22 cochlear implant, and nine listeners with the Advanced Bionics
Clarion cochlear implant. Recognition was measured as a function of the number of spectral
channels~noise bands or electrodes! at signal-to-noise ratios of115, 110, 15, 0 dB, and in quiet.
Performance with three different speech processing strategies~SPEAK, CIS, and SAS! was similar
across all conditions, and improved as the number of electrodes increased~up to seven or eight! for
all conditions. For all noise levels, vowel and consonant recognition with the SPEAK speech
processor did not improve with more than seven electrodes, while for normal-hearing listeners,
performance continued to increase up to at least 20 channels. Speech recognition on more difficult
speech materials~word and sentence recognition! showed a marginally significant increase in
Nucleus-22 listeners from seven to ten electrodes. The average implant score on all processing
strategies was poorer than scores of NH listeners with similar processing. However, the best CI
scores were similar to the normal-hearing scores for that condition~up to seven channels!. CI
listeners with the highest performance level increased in performance as the number of electrodes
increased up to seven, while CI listeners with low levels of speech recognition did not increase in
performance as the number of electrodes was increased beyond four. These results quantify the
effect of number of spectral channels on speech recognition in noise and demonstrate that most CI
subjects are not able to fully utilize the spectral information provided by the number of electrodes
used in their implant. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1381538#

PACS numbers: 43.71.Ky, 43.66.Sr, 43.66.Ts@CWT#

I. INTRODUCTION

Previous work with cochlear implants has demonstrated
that speech recognition increases with increasing number of
electrodes~Holmeset al., 1987; Dormanet al., 1989; Kileny
et al., 1992; Geier and Norton, 1992; Lawsonet al., 1993;
Collins et al., 1994; Lawsonet al., 1996; Fishmanet al.,
1997; Eddingtonet al., 1997!. However, most of this work
has been done in quiet listening conditions, while most ev-
eryday listening situations contain background noise, which
reduces intelligibility even for individuals with normal hear-
ing. In noisy listening conditions even normal-hearing~NH!
listeners with 16 spectral channels do not achieve the same
performance level as with full-spectrum speech~Fu et al.,
1998; Eddingtonet al., 1997!.

Studies with cochlear implants~Fishmanet al., 1997;
Eddington et al., 1997; Dorman and Loizou, 1997, 1998;
Dormanet al., 1997; Fuet al., 1998! have demonstrated that
speech recognition improves as the number of electrodes in-
creases in quiet listening conditions, at least up to four to
seven electrodes. Fuet al. ~1998! measured recognition of
vowels and consonants as a function of signal-to-noise ratio

in three cochlear implant listeners and in four normal-
hearing listeners in conditions simulating cochlear implants
with both CIS and SPEAK-like strategies. Recognition
scores for vowels and consonants decreased as the S/N level
worsened in all conditions. Recognition of vowels and con-
sonants was further measured in Nucleus-22 cochlear im-
plant users with either their normal SPEAK speech processor
or a custom processor with a four-channel CIS strategy. The
best cochlear implant users showed similar performance with
the CIS strategy in quiet and in noise to that of normal-
hearing listeners when listening to correspondingly spec-
trally degraded speech, suggesting that the noise susceptibil-
ity of cochlear implant users is at least partly due to the loss
of spectral resolution. Eddingtonet al. ~1997! found that
three implant listeners with the Ineraid device with six-
channel CIS processors were recognizing consonants and
sentences in both quiet and in noise at the same level as
normal-hearing listeners with four to six channel noise pro-
cessors.

Studies with acoustic hearing have demonstrated that
speech recognition is reduced when the spectral resolution is
degraded by spectral smearing or hearing impairment~Stel-
machowiczet al., 1985; Dubno and Dorman, 1987; Horst,
1987; ter Keurset al., 1992, 1993; Hillet al., 1968; Baer and
Moore, 1993, 1994; Turneret al., 1999; Shannonet al.,

a!Author to whom correspondence should be addressed. Electronic mail:
lfriesen@hei.org
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1995; Boothroydet al., 1996; Dormanet al., 1997; Dorman
and Loizou, 1997, 1998; Nejime and Moore, 1997; Edding-
ton et al., 1997; Fuet al., 1998!. In general, these studies
found that speech recognition in quiet listening conditions
was highly resistant to spectral smearing, with significant
decreases in performance occurring only when the spectrum
was smeared over 1000 Hz, or reduced to less than four
spectral channels. Speech recognition was more susceptible
to spectral smearing in the presence of added noise~Fu et al.,
1998; Baer and Moore, 1993; Nejime and Moore, 1997; Ed-
dingtonet al., 1997!.

In the present experiment, speech recognition was mea-
sured as a function of the number of electrodes in various
levels of noise, for three processing strategies: SPEAK, CIS,
and SAS. Speech recognition was also measured in normal-
hearing listeners with noise-band processors~Shannonet al.,
1995! as a function of the number of bands and signal-to-
noise ratio.

II. METHODS

A. Listeners

Ten adults~18 years and older! utilizing the Nucleus-22
cochlear implant with the SPEAK speech processing strategy

and nine adults using the Clarion cochlear implant device,
each having at least six months CI experience, participated in
this study. Five of the Clarion patients used the continuous
interleaved sampler~CIS! processor~Wilson et al., 1991!
and four used the simultaneous analog stimulation~SAS!
processor. All were postlingually deafened and native speak-
ers of American English. General demographic information
for the 19 subjects is presented in Tables I and II. All
Nucleus-22 listeners had 20 active electrodes available for
use, while Clarion users had either seven or eight, depending
on the speech processing strategy used: SAS users had seven
available electrode pairs and CIS users had eight available
electrode pairs. Five normal-hearing listeners, ranging in age
from 18 to 53 years, were recruited as controls.

B. Speech materials

Speech perception tests used were all presented without
lip-reading~sound only!. The tests consisted of medial vowel
and consonant discrimination, monosyllable word recogni-
tion, and sentence recognition.

Vowel stimuli were taken from materials recorded by
Hillenbrandet al. ~1995! and were presented to the listeners
with custom software~Robert, 1998!. Ten presentations~five

TABLE I. General information on Nucleus-22 listeners~CI5cochlear implant, HL5hearing loss, C.
Otosclerosis5Cochlear otosclerosis!.

Listener

Speech
processing
strategy

Age
~years! Gender

CI
ear Etiology

Age of HL
Onset

Age of
profound
HL onset

Hearing aid
usage

Duration
of

CI use
~years!L R L R L R

N3 SPEAK 56 M R Trauma 45 10 45 45 N N 7
N4 SPEAK 40 M R Trauma 35 35 35 35 N N 5
N6 SPEAK 65 F R Ototoxicity 54 54 54 54 Y Y 7
N7 SPEAK 55 M R Unknown 20 20 47 44 Y N 2
N9 SPEAK 55 F L Hereditary 8 8 38 38 Y Y 7

N14 SPEAK 63 M R Unknown 37 37 47 61 N Y 1
N15 SPEAK 70 F L C. Otosclerosis 62 62 75 75 Y Y 2
N17 SPEAK 71 F R Unknown 41 41 68 68 Y Y 1
N18 SPEAK 77 F R Otosclerosis 40 40 45 45 Y Y 1

N19 SPEAK 70 M L Unknown 40 40 62 56 Y N 1

TABLE II. General information of Clarion listeners ~CI5cochlear implant, HL5hearing loss,
C. Otosclerosis5cochlear otosclerosis!.

Listener

Speech
processing
strategy

Age
~years! Gender

CI
ear Etiology

Age of HL
Onset

Age of
profound
HL onset

Hearing aid
usage

Duration
of

CI use
~years!L R L R L R

C1 CIS 66 F L Otosclerosis 32 32 45 45 Y N 1
C3 CIS 56 M R Unknown 18 0 18 45 N N 3
C4 CIS 51 F L Meningitis 1.5 1.5 47 47 Y N 2
C5 CIS 38 M L Unknown 3 3 28 22 Y Y 2.5
C9 CIS 46 F R Ototoxicity 43 43 45 45 Y Y 0.5

C2 SAS 72 M R C. Otosclerosis 30 30 69 69 Y N 2
C6 SAS 61 F R Menieres 22 33 57 57 Y Y 1
C7 SAS 82 M R Unknown 15 15 63 63 N Y 2
C8 SAS 76 M R Unknown 18 64 75 64 Y N 0.5
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male and five female talkers! each of 12 medial vowels~/i Å
} u ( * # , É o ɑ e/! were presented in a /h/-vowel-/d/
context ~heed, hawed, head, who’d, hid, hood, hud, had,
heard, hoed, hod, hayed!. Chance level on this test was
8.33% correct and the 95% confidence level was 13.4% cor-
rect.

Consonant stimuli were taken from materials created by
Turner et al. ~1992, 1999! and Fuet al. ~1998!. Consonant
confusion matrices were compiled from 12 presentations~2
repetitions of 3 male and 3 female talkers! of each of 14
medial consonants /b d g p t k m n f sb v z Y/, presented in
an /a/-consonant-/a/ context. Tokens were presented in ran-
dom order by custom software~Robert, 1998; Shannonet al.,
1999! and the confusion matrices were analyzed for informa-
tion received on the production-based categories of voicing,
manner, and place of articulation~Miller and Nicely, 1995!.
Chance performance level for this test was 7.14% correct,
and the 95% confidence level was 11.1% correct.

The CNC Word Test from the Minimum Speech Test
Battery for Adult Cochlear Implant Users CD~House Ear
Institute and Cochlear Corporation, 1996! was used to evalu-
ate open-set phoneme and word recognition. The CD con-
tains ten lists of 50 monosyllabic words containing 150 pho-
nemes. Listener responses were scored separately for words
and phonemes correctly identified. Because there were more
test conditions~25! than lists of words~10!, the word lists
used in the conditions with the poorest scores were repeated.

Recognition of words in sentences was measured using
the Hearing in Noise Test~HINT! sentences~Nilssonet al.,
1994! from the Minimum Speech Test Battery for Adult Co-
chlear Implant Users CD~House Ear Institute and Cochlear
Corporation, 1996!. For each condition, data was collected
for ten sentences of varying lengths from each listener. The
sentences were of easy-to-moderate difficulty, presented with
no context and no feedback, and no sentences were repeated
to an individual listener. Sentences were scored in terms of
words correct.

C. Experimental speech processor conditions

Each listener was tested with five experimental speech
processors immediately after receiving them~no practice!.
Each of the five experimental processors was tested in quiet
and with four different signal-to-noise ratios~S/N! of 115,
110, 15, and 0 for a total of 25 conditions. The Nucleus-22
SPEAK processing strategy divides speech into 20 contigu-
ous frequency bands and normally assigns the output of each
band to one electrode pair. The listeners’ original frequency
band divisions were used. In the present experiment, proces-
sors were created with 2, 4, 7, 10, and 20 activated electrodes
by assigning the output of more than one band to a single
electrode pair. In the normal 20-electrode processor the out-
put of analysis bands 1, 2, 3, 4, and 5 would normally be
assigned to active electrodes 1, 2, 3, 4, and 5, respectively. In
the present experiment a four-electrode experimental proces-
sor was created by assigning the outputs of all five bands to
active electrode 3 only. In this case active electrodes 1, 2, 4,
and 5 received no stimulation. When this assignment pattern
was repeated along the entire electrode array the outputs of
the 20 analysis filters were presented to only four active elec-

trodes. In similar fashion, analysis filters were summed to
create processors with ten, seven, four, and two active elec-
trodes. In the seven-electrode condition the basal-most elec-
trode pair was assigned only two frequency bands instead of
three@see Fishmanet al. ~1997! for more details#.

In the normal SPEAK processing strategy the acoustic
signal is analyzed into 20 frequency bands and between six
and ten frequency bands with the highest energy are selected
for stimulation approximately every 4 ms~McDermottet al.,
1992a, b; Seligman and McDermott, 1995!. The average
pulse rate per electrode was higher in the experimental pro-
cessors, because the activated electrodes received the output
from more than one analysis filter band. For example, if an
electrode pair was assigned to receive the output of three
contiguous analysis bands~seven-electrode processor condi-
tion!, then that electrode pair received a stimulation pulse if
any of the three filter bands was selected for stimulation. If
all three filter bands were selected for stimulation, the elec-
trode pair would receive three pulses in that stimulus frame.
Thus, as the number of electrodes was reduced, the effective
stimulation pulse rate on each electrode pair was increased.
‘‘Stimulus level’’ coding was used, which changes the elec-
trical stimulation level by changing both pulse amplitude and
pulse phase duration~Cochlear Corp., 1995!. At high stimu-
lation levels the pulse duration is longer, which results in a
lower overall pulse rate. All listeners were programmed in
the bipolar-plus-one mode electrode pairing (BP11) for
both their normal processors and for all experimental condi-
tions.

With the Clarion SAS and CIS speech processing strat-
egies, the outputs of seven or eight frequency bands are nor-
mally directed to seven or eight electrode pairs assigned to
those frequency bands~Clarion Reference Manual, 1998!.
With a reduction in the number of electrode pairs, the total
frequency range remains the same, but the range for each
electrode is broadened, with the exception of the two-
electrode processor. With the two-channel processor only
high- and low-frequency bands are transmitted, and the mid-
frequency information is left out~Breeuwer and Plomp,
1984!. Five electrode conditions were created where all
seven or eight electrode pairs were utilized initially and then
reduced to six, four, three, and two pairs. For the six-
electrode condition electrodes 1, 2, 4, 5, 7, and 8 were used
with the CIS processing strategy, while electrodes 1, 2, 3, 5,
6, and 7 were used with SAS processing. The four-electrode
condition utilized electrodes 1, 3, 5, and 7; the three-
electrode condition involved electrodes 1, 4, and 7; and the
two-electrode condition involved electrodes 2 and 6. In the
Clarion device the overall stimulation rate is held constant
for the CIS processor. As the number of electrodes was re-
duced, the stimulation rate per electrode increased.

Normal-hearing listeners were tested using a noise band
simulation of CIS-like processing~see Shannonet al., 1995!.
Test conditions consisted of the five S/N ratios used for im-
plant listeners, with up to four additional noise conditions:
22.5,25, 27.5, and210 dB S/N. Acoustic processors were
designed with 20, 16, 12, 8, 6, 4, and 2 bands. For two, four,
six, and eight band processors the same frequency divisions
were used as the Clarion processor. For noise-band proces-
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sors with more than eight bands, the entire frequency range
from 100 Hz to 6 kHz was divided into equal parts in terms
of cochlear distance in mm, using the cochlear tonotopic
formula of Greenwood~1990!. The envelope was extracted
from each band by half-wave rectification and low-pass fil-
tering at 160 Hz. This envelope signal was then used to
modulate a wideband white noise, which was then bandpass
filtered with the same filter set as was used on the original
speech signal. The modulated noise bands were then
summed and presented through a calibrated loudspeaker in a
sound treated room~IAC!. The speech-shaped masking noise
was added to the speech signals at the desired speech-to-
noise ratio prior to processing.

D. Procedure

During all testing the listener was seated 1 m in front of
a loudspeaker~Grason-Stadler audio monitors! in a sound
treated room~IAC!. The presentation level was 65 dB SPL
for all speech perception testing, as measured by a B&K 1-in
microphone~Model #4144! at the location of the listener’s
head. All speech materials were recorded. A computer with a
sound card~Turtle Beach Fiji!, CD player, and a GSI audi-
ometer~Model 16! were used to present the test items. The
GSI 16 audiometer generated the speech-shaped noise used
during the vowel, consonant, and word tests for the implant
listeners. The CD utilized for presenting the HINT sentence
materials provided the speech-shaped noise for that test.

Threshold~T! and comfort~C! or most comfortable~M!
loudness levels were measured separately for each experi-
mental condition. The five experimental processors were pre-
sented to each listener in random order. Within each of the
five experimental processor conditions, the four noise condi-
tions were presented in random order, following the condi-
tion in quiet. The condition in quiet was always presented
first in order to further familiarize the listener with the task.
The battery of speech tests was administered to each listener
immediately after they were given the experimental proces-
sor~no practice!. The listener’s normal settings were restored
to the speech processor after each testing session until the
listener returned for the next experimental condition, typi-
cally one week later. After the T and C level adjustments,
Nucleus-22 listeners’ were told to set their sensitivity level to
the most comfortable position with the function switch set to
normal ~N!. This setting was used during all the test condi-
tions for that particular processor.

For the Nucleus-22 device electrical thresholds~T! and
maximum acceptable loudness~C! levels were obtained us-
ing the Nucleus diagnostic and programming system with a
personal computer and a dual processor interface with Co-
chlear Corporation 6.100 software. For obtaining T and C
levels the stimulus was a 250-Hz pulse train of 500-ms du-
ration. Threshold levels were estimated by a standard clinical
bracketing procedure. One to five pulse bursts were pre-
sented and the listener was instructed to count the number
heard. The T level used in the processor was the level at
which the listener counted the number of bursts correctly
100% of the time. To obtain C levels the experimenter in-
creased the electrical level until the listener judged the loud-

ness was at the maximum acceptable level. Adjacent elec-
trodes were balanced for loudness at C level for each
electrode.

For the Clarion device electrical thresholds~T! and most
comfortable loudness~M! levels were obtained using the
SCLIN for Windows software, Clinician’s Programming In-
terface~CPI!, and power supply with a personal computer.
The Input Dynamic Range was set to260 dB SL for all
conditions. All other parameters were set as in the listener’s
original processor. In the CIS processing strategy, threshold
levels were estimated by a standard clinical bracketing pro-
cedure. Initially, all the electrodes were screened for thresh-
old level and the patient was instructed to identify when they
first heard the sound. Then, going back to the first electrode,
one to five pulse bursts were presented and the listener was
instructed to count the number heard. The T level used in the
processor was the level at which the listener counted the
number of bursts correctly 50% of the time. To obtain M
levels the experimenter increased the electrical level until the
listener judged the loudness was at the most comfortable
loudness level~the level where they heard the sound at a
normal conversational level and could listen to it for a long
time without discomfort!. Adjacent electrodes were balanced
for loudness at M level for each electrode.

The SAS measurement procedures were identical to CIS
except the measurement of T and M levels began with the
most basal channel, whereas with CIS the measurements be-
gan with the most apical channel as per the Clarion device
fitting manual~Clarion, 1998!.

III. RESULTS

Figures 1–4 present the results for vowels, consonants,
CNC words, and HINT sentences, respectively. Within each
figure, the panels present recognition performance for quiet
listening conditions and signal-to-noise levels of115, 110,
15, and 0 dB, respectively, from left to right. In each panel

FIG. 1. Recognition of 12 medial vowels in a h/V/d context as a function of
the number of spectral channels for normal-hearing listeners~dashed line
with small filled symbols! or as a function of the number of electrodes used
with Nucleus-22 cochlear implant listeners~filled symbols! and Clarion co-
chlear implant listeners~open symbols!. The hatched area plots the range of
performance across all 19 cochlear implant listeners. From left to right the
panels present vowel recognition as a function of decreasing signal-to-noise
ratio.
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the open symbols present data from subjects with the Clarion
device, filled symbols present data from subjects with the
Nucleus-22 device, and the dashed line with small filled
symbols presents results from normal-hearing listeners with
noise-band processors. Average standard deviations for the
three types of listeners on the four sets of test materials are
given in Table III. Note that the variability was similar for
the two sets of implant listeners, while the standard deviation
for normal-hearing listeners was generally about half that
observed in the implant listeners. The hatched area in Figs. 1
and 2 outlines the entire range of performance across all 19
implant subjects. Tables IV and V present listener scores for
all tests in quiet with their original processor.

A. Comparison of implants

For Clarion listeners, a repeated measures ANOVA re-
vealed no difference in performance between the CIS and
SAS patients~Table VI! for all numbers of electrodes and all
noise levels. The two groups of Clarion listeners were then
grouped together for comparison with Nucleus listeners. For
this comparison the Nucleus results from 7, 10, and 20 elec-
trodes were all grouped together and compared to Clarion
results with 7 or 8 electrodes. In all other cases similar num-
bers of electrodes were compared across the two devices. A
repeated measures ANOVA revealed no significant difference
in performance for listeners with the two implants for all
conditions ~Table VI!. Speech recognition with both the
Clarion and Nucleus-22 processors improved as the number
of electrodes increased~up to seven or eight! for all condi-
tions. Even though more electrodes were available with the
Nucleus-22 speech processor, performance was not signifi-
cantly better than for seven or eight electrodes with the
Clarion device. A repeated measures ANOVA was per-
formed, comparing results for Nucleus CI listeners with 7,
10, and 20 electrodes~Table VII!. While there was no sig-
nificant difference in speech recognition for consonants or
vowels, there was a marginally significant effect for words
and sentences.Post-hoc t-tests revealed that there was a mar-
ginally significant difference between the seven- and ten-
electrode results for word recognition in quiet and at115 dB
S/N ratio (p,0.05), but not at other noise levels.Post-hoc

FIG. 2. Recognition of 14 medial consonants in an a/C/a context as a func-
tion of the number of spectral channels for normal-hearing listeners~dashed
line with small filled symbols! or as a function of the number of electrodes
used with Nucleus-22 cochlear implant listeners~filled symbols! and Clarion
cochlear implant listeners~open symbols!. The hatched area plots the range
of performance across all 19 cochlear implant listeners. From left to right
the panels present consonant recognition as a function of decreasing signal-
to-noise ratio.

FIG. 3. Recognition of CNC words as a function of the number of spectral
channels for normal-hearing listeners~dashed line with small filled symbols!
or as a function of the number of electrodes used with Nucleus-22 cochlear
implant listeners~filled symbols! and Clarion cochlear implant listeners
~open symbols!. The solid line plots the best performance level across all 19
cochlear implant listeners. From left to right the panels present consonant
recognition as a function of decreasing signal-to-noise ratio.

FIG. 4. Recognition of HINT sentences as a function of the number of
spectral channels for normal-hearing listeners~dashed line with small filled
symbols! or as a function of the number of electrodes used with Nucleus-22
cochlear implant listeners~filled symbols! and Clarion cochlear implant lis-
teners~open symbols!. The solid line plots the best performance level across
all 19 cochlear implant listeners. From left to right the panels present con-
sonant recognition as a function of decreasing signal-to-noise ratio.

TABLE III. Average standard deviations~%! for each test and listener type.
Standard deviations were averaged across noise conditions and number of
channels.

Normal-hearing Clarion Nucleus-22

Vowels 4.87 11.50 10.95
Consonants 3.58 10.81 9.67
CNC words 7.50 11.86 10.32
HINT sentences 7.24 19.74 15.21
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tests revealed no significant differences between seven and
ten electrodes for sentences at any noise level.

B. Comparison of acoustic and electric hearing

The performance of NH listeners was significantly better
than CI listeners for all noise conditions~Table VI!. In addi-
tion, scores of the NH listeners continued to increase up to
20 channels with similar signal processing conditions. For
consonant recognition~Fig. 1!, NH listeners scored consis-
tently higher than the best CI listeners for all numbers of
electrodes/bands, particularly at high signal-to-noise levels.
For vowel recognition~Fig. 2!, performance by the best CI
listeners~top edge of the hatched area! was similar to NH
listeners, but only up to eight electrodes. As the number of
electrodes was increased beyond eight, performance for the
CI listeners remained relatively constant, while for NH lis-
teners, performance continued to increase with the number of
bands. For CNC word recognition~Fig. 3! and HINT sen-
tence recognition~Fig. 4! only the best performance by CI
patients is presented because the lowest performance level
was near zero for all conditions. As with the phoneme re-
sults, the best performance level with cochlear implants was
similar to that of NH listeners with the same processing, up
to seven to eight channels/electrodes. As the number of
channels/electrodes was increased above seven to eight,
word and sentence recognition continued to increase in
normal-hearing listeners. The line representing the best im-
plant score is somewhat erratic because it represents a single
score. With a small number of channels/electrodes and at

high noise levels the best implant listeners appear to have
higher scores than NH listeners for the same conditions. This
might be due to the greater experience of implant listeners in
such difficult listening conditions. In their everyday listening
experience implant listeners must constantly reconstruct lin-
guistic information from partially received phonemic frag-
ments, whereas NH listeners only face such a challenging
reconstruction problem infrequently.

C. Comparison of good and poor implant scores

One interesting feature of the results can be observed by
comparing the top and bottom borders of the hatched area in
Figs. 1 and 2. The hatched area represents the overall range
of scores obtained from all 19 implant listeners. The top and
bottom edges of the hatched area do not necessarily represent
the scores from single implant listeners, although they are
representative of the performance curves from the better and
poorer implant listeners. The better-performing implanted
listeners improved as the number of electrodes was increased
up to seven, while the poorer-performing listeners showed
little increase in performance as the number of electrodes
was increased above four. This was particularly true in tests
that rely more heavily on spectral cues~such as vowel rec-
ognition! and at low S/N ratios. A repeated measures
ANOVA was performed between the two groups of perform-
ers, revealing a statistically significant difference for all tests
~Table VI!. This result suggests that implant listeners with
better speech recognition are able to utilize more channels of
spectral information than those with poor speech recognition.
To test this hypothesis, consonant confusion matrices were
analyzed for the two implant listeners with the best scores
and the two implant listeners with the poorest scores.

Consonant recognition was analyzed into the traditional
production-based categories of voicing, manner of articula-
tion, and place of articulation~Miller and Nicely, 1955!. The
percent correct for each of these features is presented in Fig.
5 for the two best users and the two poorest users of each
device and for NH listeners with similar processing. The
results show that the better implant users were able to utilize
all three categories of cues better than the poorer implant
users. A repeated measures ANOVA was performed on the
feature scores, revealing a statistically significant difference
between the better and poorer hearing listeners~voicing: F
533.728, p,0.001, manner:F511.595, p,0.05, and
place: F514.279, p,0.01!. At high signal-to-noise ratios
the number of electrodes did not affect the reception of voic-
ing. However, at poor signal-to-noise ratios the percent cor-
rect on voicing increased with the number of electrodes up to
four. This may be due to the noise interfering with the per-

TABLE IV. Nucleus-22 listeners’ scores~%! in quiet with original proces-
sor.

Listener Strategy Vowels Consonants CNC words HINT sentences

N3 SPEAK 53 47 46 85
N4 SPEAK 68 71 70 100
N6 SPEAK 67 60 54 92
N7 SPEAK 57 58 46 92
N9 SPEAK 72 76 76 100
N14 SPEAK 29 32 12 58
N15 SPEAK 58 57 34 89
N17 SPEAK 37 51 28 81
N18 SPEAK 75 60 44 96
N19 SPEAK 58 55 66 94

Mean score 57 57 48 89

TABLE V. Clarion listeners’ scores~%! in quiet with original processor.

Listener Strategy Vowels Consonants CNC words Hint sentences

C1 CIS 46 52 20 87
C3 CIS 57 60 64 89
C4 CIS 28 25 28 40
C5 CIS 78 75 82 100
C9 CIS 26 33 22 60

C2 SAS 58 65 48 91
C6 SAS 77 55 48 96
C7 SAS 45 36 24 40
C8 SAS 43 42 34 34

Mean score 51 49 41 75

TABLE VI. Repeated measures ANOVAF-values between subjects~df
51 for all F values!.

Test CIS-SAS Nucleus-Clarion NH-CI Better-poorer listeners

Vowels 0.025 0.812 13.981a 71.579a

Consonants 0.003 1.748 32.840a 25.210a

Words 0.215 0.065 16.776a 28.252a

Sentences 0.419 0.165 25.598a 58.821a

ap,0.05.
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ception of the temporal cues for voicing, which should not
require much spectral information. When temporal cues are
masked by noise, voicing can be conveyed by spectral cues
~e.g., the ratio of energy above and below 1500 Hz!, but

multiple electrodes are required to provide this spectral in-
formation. A similar pattern of performance was observed for
the reception of manner cues. Percent correct on the place of
articulation increased as the number of electrodes increased

FIG. 5. Percent correct on the consonant features of voicing~top row!, manner~middle row!, and place of articulation~lower row! as a function of the number
of electrodes or number of spectral bands. Dotted lines with error bars represent the range of results from normal-hearing listeners. Filled symbolspresent the
average of the two best scores from CI listeners with each device, while open symbols present the average of the two poorest scores from CI listeners with
each device.

TABLE VII. Repeated measures ANOVAF-values within subjects for Clarion, Nucleus-22~all electrode com-
binations!, Nucleus-22~7-, 10-, and 20-electrode maps only!, all cochlear implant listeners~Nucleus-22 and
Clarion combined!, and normal-hearing listeners.

Electrode factor Clarion Nucleus-22
Nucleus-22~7-, 10-, 20-

electrode maps only! CI listeners
Normal-hearing

listeners

Vowels 20.648b 41.633b 3.202 53.544b 159.768b

Consonants 15.543b 27.603b 1.147 59.438b 222.124b

Words 13.383b 38.270b 7.461a 45.854b 56.918b

Sentences 11.912b 59.982b 5.288a 56.632b 247.631b

Noise factor

Vowels 21.966b 34.161b 40.066b 36.400b 4.448b

Consonants 62.346b 81.310b 60.389b 146.019b 4.184b

Words 17.487b 52.858b 54.645b 40.335b 13.531b

Sentences 36.937b 132.997b 141.768b 118.740b 6.825b

Electrode–noise interaction

Vowels 2.355a 6.311b 1.965 9.428b 120.085b

Consonants 2.212a 0.791a 0.639 2.594a 673.979b

Words 4.924b 6.830b 1.681 9.637b 633.295b

Sentences 4.521b 12.693b 0.438 27.952b 364.443b

ap,0.05.
bp,0.001.
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at all noise levels~but only increased up to seven to ten
electrodes for implant listeners!.

In this study, the better listeners with the Nucleus-22
device were receiving similar amounts of information on
voicing, manner, and place as the better listeners with the
Clarion device~both CIS and SAS!. In addition, scores for
the best implant listeners were similar to that of the normal-
hearing listeners with the same number of processing chan-
nels. Scores from poor-performing listeners with both im-
plant devices were also similar to each other, indicating that
the electrode design and speech processor strategy were not
the primary factors affecting speech recognition or the pat-
tern of performance across implant listeners. Note that the
poorer-performing implant listeners were only receiving 80%
correct on voicing and 70% correct on manner cues, regard-
less of the number of electrodes. This is an unusual result
because voicing and manner cues are thought to be conveyed
primarily by temporal information and should be easily
available to implant listeners. The better-performing implant
listeners and NH listeners received essentially 100% of the
voicing and manner information with only two channels of
spectral information. This is consistent with a previous result
by Shannonet al. ~1995!. Yet the poorer-performing implant
listeners never achieved this level of performance even with
the maximum number of electrodes.

D. Performance-intensity functions

The vowel, consonant, and sentence recognition data
from Figs. 1–4 are replotted in Fig. 6 as a function of SN
ratio. Data from each condition was fit with a simple three-
parameter sigmoidal model~Boothroydet al., 1996!:

%C5P01~Q2P0!/~11e2b~x2PRT!!, ~1!

whereP0 is the chance performance level,Q is the percent
correct in quiet,b is related to the slope of the function,x is

the level of the noise in dB, and PRT is the phoneme recog-
nition threshold in dB, which is the S/N ratio at which the
performance falls to 50% of the level in quiet. The values of
Q, b, and PRT and the standard error of the fit are presented
in Tables VIII–X for consonant, vowel, and sentence recog-
nition, respectively. As can be seen in Fig. 6 and Tables
VIII–X, this function provided excellent fits to all curves of
performance as a function of signal-to-noise ratio. In general,
as the number of spectral channels/electrodes decreased, the
level of performance in quiet decreased, and the PRT in-
creased. The slopes of the functions were relatively constant
across conditions, decreasing slightly for the two-channel
condition. The parameter values obtained for the NH listen-
ers were similar to those obtained under similar conditions,
but with different speech materials, by Fuet al. ~1998!.

Figure 7 plots the PRT as a function of the number of
spectral channels~or number of electrodes! for consonant,
vowel, and sentence recognition. The PRTs for NH listeners
from the present study~filled squares! are comparable to
PRTs from NH listeners in a previous study~Fu et al., 1998!.
In both studies, the PRT decreased linearly as a function of
the logarithm of the number of spectral channels. Regression
slopes are presented in Table XI. Slopes of linear regression
fits to the NH data are22.57, 22.44, and 22.87 dB/
doubling of the number of channels for consonants, vowels,
and sentences, respectively~Table XI!. In contrast, the PRT
for CI listeners, except for the Clarion listeners with HINT
sentences, changed little as the number of electrodes was
increased.

IV. DISCUSSION

A. Comparison of implant devices and processing
strategies

A key result in the present study is that there was no
significant difference in speech recognition performance be-

FIG. 6. Recognition functions as a
function of signal-to-noise ratio for
NH and CI listeners for consonant,
vowel, and sentence recognition. Lines
plot the fit of a sigmoidal model@Eq.
~1!# to the data. Parameters of the
model from these fits, as well as the
rms error of each fit, are presented in
Tables VIII–X.
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tween Nucleus and Clarion implant systems either as a func-
tion of the signal-to-noise ratio or as the number of elec-
trodes was varied. For each of these conditions the range of
speech recognition performance was wide, but the range of
performance and average scores were not different between
Nucleus and Clarion devices, or between the SAS and CIS
strategies in Clarion patients. Indeed, in our limited sample
even the average scores of the two best implant listeners and
the two poorest implant listeners were similar between the
Nucleus and Clarion systems. In this sample of ten Nucleus
and nine Clarion implant listeners there were no differences
in performance in spite of the large differences between the
systems tested~i.e., electrode design and placement, analog
versus pulsatile stimulation, SPEAK versus SAS versus CIS,

fast versus slow stimulation rate!. In contrast, the number of
electrodes had a large and significant effect on all devices
and speech processing strategies.

B. Effect of S ÕN ratio

Figure 6 plots the speech recognition scores as a func-
tion of the S/N ratio for consonants, vowels, and sentences.
Note that all curves are well fit by the three-parameter sig-
moidal function of Eq.~1!. The standard error of the fits is
less than 3% for most curves~Tables VIII–X!. The slopes of
the normalized functions are similar for high numbers of
channels, but are shallower when the number of channels is
small, as has been documented previously~Boothroydet al.,
1996; Fuet al., 1998!.

TABLE VIII. Sigmoidal model parameters for consonant recognition.~PRT5phoneme recognition threshold,
b5related to the slope of the function, andQ5percent correct in quiet.!

Listeners Channels/Electrodes
PRT
~dB!

Q
~%! b

Standard error of fit
~%!

Nucleus-22 2 2.9060.31 39.660.6 0.2160.38 0.68
4 2.7060.31 47.560.7 0.2060.36 0.64
7 0.5960.20 54.960.5 0.1760.28 0.45

10 0.9060.09 56.060.2 0.2060.16 0.24
20 0.9060.29 57.660.8 0.2160.38 0.85

Clarion 2 5.2361.04 33.061.7 0.2460.95 1.75
3 6.1661.14 45.162.0 0.1261.26 1.22
4 1.7560.34 43.960.6 0.1760.44 0.61
6 3.4260.58 46.761.3 0.1960.64 1.23

7/8 2.3360.29 49.760.7 0.4260.35 0.71
NH 2 7.8161.06 52.062.2 0.1361.05 1.29

4 2.3060.73 77.762.6 0.1860.53 2.78
6 1.1660.34 84.761.3 0.1760.26 1.37
8 0.3060.45 88.661.8 0.1760.37 1.92

12 0.1360.31 89.961.3 0.1860.25 1.48
16 20.8960.44 93.061.9 0.1860.38 2.21
20 21.2160.22 92.760.6 0.2060.20 1.25

Unprocessed 26.8660.12 96.960.6 0.2660.14 1.06

TABLE IX. Sigmoidal model parameters for vowel recognition.~PRT5phoneme recognition threshold,b
5related to the slope of the function, andQ5percent correct in quiet.!

Listeners Channels/Electrodes
PRT
~dB!

Q
~%! b

Standard error of fit
~%!

Nucleus-22 2 ¯ ¯ ¯

4 22.5060.70 38.460.5 0.3660.69 0.67
7 22.0660.39 59.660.8 0.2160.50 0.88

10 22.6061.03 58.961.3 0.2961.09 1.45
20 23.3061.11 58.761.1 0.2661.08 1.75

Clarion 2 24.3367.17 22.560.9 0.3364.92 1.32
3 21.6360.04 37.960.0 0.1460.06 0.04
4 24.3961.24 42.861.0 0.1461.54 0.87
6 24.6462.01 49.261.4 0.1961.95 1.56

7/8 23.3061.25 51.361.2 0.2361.30 1.45
NH 2 ¯ ¯ ¯ ¯

4 0.0260.43 53.761.1 0.2560.35 1.57
6 21.9560.29 68.860.9 0.2260.27 1.33
8 22.3960.29 79.861.2 0.2460.27 1.76

12 23.5660.47 84.962.2 0.2660.46 2.35
16 24.8160.55 88.662.6 0.2660.58 4.38
20 24.8660.27 90.661.4 0.2860.28 2.35

Unprocessed 26.7560.13 96.960.6 0.2660.15 1.10
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At high S/N ratios, sentence recognition is high for all
number of channels greater than three. At low S/N ratios,
however, a reduction in the number of channels is equivalent
to reducing the S/N ratio. The best performing CI listeners
need a 5–10 dB better S/N ratio to obtain performance
equivalent to normal-hearing listeners using 20 channels, in-
dicating that even the best CI listeners are using the equiva-
lent of about 8 channels. One implication of this result is that
implant listeners would be able to understand speech much
better in noise if we could increase the number of spectral
channels effectively used. Because the sentence recognition
function has a slope of 6%–10%/dB, a 5-dB difference in
S/N ratio could potentially produce a 30%–50% improve-
ment in sentence recognition.

C. Effect of the number of electrodes

The results in quiet basically replicate the overall pattern
of results of Fishmanet al. ~1997!, who also found that
speech recognition for Nucleus-22 listeners improved with
the number of electrodes. However, Fishmanet al. found no
further improvement as the number of electrodes increased
beyond four. The present results show a similar pattern of
results, although speech recognition continued to improve up
to seven electrodes for vowel and consonant recognition and
up to ten electrodes in Nucleus listeners for word and sen-

FIG. 7. Phoneme recognition threshold~PRT! as a function of the number of
electrodes or bands for consonant~top!, vowel ~middle!, or sentence~bot-
tom! recognition. Filled symbols present data from NH listeners, while open
symbols present data from CI listeners. Regression lines are fit to each set of
data, with the parameters and fits listed in Table XI.

TABLE X. Sigmoidal model parameters for sentence recognition.~PRT5phoneme recognition threshold,b
5related to the slope of the function, andQ5percent correct in quiet.!

Listeners Channels/Electrodes
PRT
~dB!

Q
~%! b

Standard error of fit
~%!

Nucleus-22 2 ¯ ¯ ¯ ¯

4 10.0560.50 61.562.4 0.3360.40 2.42
7 8.0560.37 82.662.3 0.3360.30 2.51

10 7.0260.43 86.862.5 0.2860.35 2.64
20 6.4760.53 87.163.2 0.3060.44 3.55

Clarion 2 12.2260.51 24.560.8 0.2360.43 0.70
3 11.4261.55 42.064.0 0.2161.30 3.39
4 8.7361.44 57.365.3 0.2461.18 5.17
6 6.2761.17 59.964.6 0.2861.00 5.04

7/8 6.8660.59 68.862.9 0.3160.49 3.19
NH 2 8.0160.95 26.661.8 0.1160.76 2.05

4 6.7360.29 89.861.8 0.1160.76 2.05
6 3.5260.46 96.662.82 0.3160.33 3.65
8 2.0360.38 99.162.3 0.3560.27 3.45

12 0.4660.61 100.063.5 0.2660.48 4.87
16 20.6260.67 100.064.3 0.3160.57 6.51
20 21.0160.19 100.061.2 0.3560.17 2.06

Unprocessed 25.7560.36 99.762.5 0.3860.35 4.92

TABLE XI. Slopes~dB/doubling of functions from Fig. 7! relating PRT and
the log number of channels from the present study and Fuet al. ~1998!.

Consonants Vowels Sentences
Listeners Slope Slope Slope

Nucleus-22 20.73 20.40 21.55
Clarion 21.69 20.17 23.33
Normal-hearing 22.57 22.44 22.87
Fu et al. ~1988! ~NH! 22.90 22.35 ¯

1159J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Friesen et al.: Number of spectral channels in noise



tence recognition. This improvement up to ten electrodes ap-
peared to be more evident at medium noise levels~see Figs.
3 and 4!.

In this study there did appear to be a slight difference in
the pattern of performance between the better implant users
and the poorer users. The poorer users did not improve in
performance as the number of electrodes was increased be-
yond three or four. This result is different from the result
observed by Fishmanet al. ~1997! where both good and poor
implant users improved only up to four electrodes. A pos-
sible reason for this difference is that the poorer performers
in this study had lower scores than those in the Fishman
et al. study. The larger range of performance in the present
study may have accentuated a real difference between good
and poor implant users, with this study showing that poor
performance was limited by the ability to use information
from more than four electrodes. It is possible that the use of
multiple electrodes was limited by electrode interactions.

Speech recognition with the Clarion device increased as
the number of electrodes increased up to the maximum num-
ber available~eight for CIS, seven for SAS!. It would be
interesting to see if adding more channels to the Clarion
strategies resulted in an increase in performance, or whether
the performance would reach a plateau at seven or eight elec-
trodes similar to the SPEAK results. The newest version of
the Clarion implant~the C-II! will allow 16 independent
channels of stimulation at high stimulation rates. The present
experiment should be repeated with that new device to see if
the performance level asymptotes at eight electrodes or not.

In listeners with the Nucleus-22 device utilizing the
SPEAK processing strategy, speech recognition performance
increased as the number of electrodes increased, but only up
to seven to ten electrodes. There were no significant differ-
ences in performance for 7, 10, or 20 electrodes for vowel
and consonant recognition, although there was a significant
improvement from 7 to 10 electrodes for word and sentence
recognition. Normal-hearing listeners, in contrast, continued
to improve in speech recognition as the number of spectral
bands was increased, at all noise levels.

One of the most puzzling aspects of the present data is
that even the best CI performance appears to be limited to
the equivalent of seven to ten spectral channels. In the Fish-
man et al. ~1997! study, an asymptote in performance was
observed with four electrodes for consonants and CUNY
sentences and seven electrodes for the more difficult tests of
vowels and NU6 words~although the increase in perfor-
mance from four to seven electrodes did not achieve statis-
tical significance!. Our results showed an asymptote of seven
electrodes for consonants and vowels and ten electrodes for
words and sentences. One explanation for the difference may
be due to the more difficult test materials used in this study
for vowels and consonants~male and female multitalkers!,
compared to the Fishmanet al. study ~one male talker!.
However, this difference in test difficulty does not apply to
words and sentences. Another possible reason for the differ-
ence is that in the present experiment the number of subjects
and distribution of scores may have provided sufficient sta-
tistical power to show a significant improvement from four
to seven electrodes for vowels and consonants and from

seven to ten electrodes for words and sentences.
Let us consider three hypotheses to explain the differ-

ences between CI and NH performance, in particular what
factors might limit performance in CI listeners to seven to
ten channels.

D. Hypothesis 1: Stimulation rate is the primary
factor limiting performance

Consider the hypothesis that the limitation of implant
listeners to seven to ten channels of spectral information is
due to the relatively low pulse rate/electrode in the SPEAK
processing strategy. If this hypothesis is correct, then a
SPEAK or CIS system with a faster pulse rate per electrode
might show an improvement in performance as the number
of electrodes is increased above seven. The CIS strategy
implemented in the Nucleus-24 device allows stimulation of
up to 12 electrodes at stimulation rates of up to 1200 pps/
electrode. The ACE strategy, which is a hybrid of SPEAK
and CIS strategies allows stimulation of up to 20 electrodes
out of 22 at rates of up to 720 pps/electrode. These stimula-
tion rates are considerably higher than rates allowed by the
Nucleus-22 SPEAK processor. However, preliminary data
~Arndt et al., 1999! indicate no difference between the 22
and 24 systems in the average level of performance, even
with the full number of electrodes and higher stimulation
rates, so it is unlikely that patients with the 24 systems are
improving in performance beyond seven electrodes. More
data is needed to confirm this observation. If this preliminary
result is confirmed, it would suggest that stimulation rate is
not the primary factor limiting the number of usable channels
of spectral information. Because of the high variability
across CI listeners, this comparison should be done within
subjects.

Several groups~Wilson et al., 1988; Rubinsteinet al.,
1999; Chatterjee and Robert, 2001! have recently suggested
that very high stimulation rates~.4 kHz/electrode! might
aid channel independence by producing stochastic neural fir-
ing on each electrode. The hypothesis is that synchronous
firing across electrodes, as probably occurs with low-rate
stimulation, can cause the entire pattern of firing to group
together as a single ‘‘auditory object.’’ This grouping may
not allow the information from each electrode to be usable
independently. Stimulation rates high enough to introduce
stochastic firing near each electrode may overcome this
‘‘forced’’ grouping and allow the information on each elec-
trode to contribute independently. Special interfaces and im-
plant devices are necessary to test this hypothesis.

E. Hypothesis 2: Electrode interaction is the primary
factor limiting performance

It seems reasonable to assume that interaction between
electrodes would reduce the effective tonotopic selectivity of
a multichannel implant and thus could limit the listeners abil-
ity to understand speech. Cochlear current spread, producing
interaction between electrodes, may limit spectral resolution
in cochlear implants. Physically, electrical current spread
should be greater at higher stimulation levels and for mo-
nopolar stimulation modes. However, some researchers have
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noted better electrode discrimination at higher overall levels,
indicating that increased current spread in the cochlea does
not necessarily lead to poorer electrode discrimination
~McKay et al., 1999; Pfingstet al., 1999!. In addition,
speech recognition performance may even improve with
stimulation level~Skinneret al., 1997!. Several studies have
shown that monopolar stimulation mode, which should pro-
duce a broad current distribution, can provide the same or
better speech perception ability than bipolar stimulation
modes~Kileny et al., 1998; Zwolanet al., 1996!.

Three of the implant listeners in the present study~N3,
N4, and N7! were also subjects in two previous psychophysi-
cal studies of electrode interaction~Chatterjee and Shannon,
1998; Hanekom and Shannon, 1998!. Chatterjee and Shan-
non ~1998! measured forward masking patterns across the
electrode array as a measure of the spread of excitation in a
cochlear implant. They observed that excitation patterns
measured in cochlear implants were broader than similar
measures in acoustic hearing, but saw no widening of the
patterns with level. Hanekom and Shannon~1998! measured
electrode interaction using gap detection, also with listeners
N3, N4, and N7. In both studies, listener N3 had the most
electrode interaction and poorest speech recognition and N4
had the least interaction and the highest speech recognition.
Listener N3 also showed more changes in the pattern of elec-
trode interaction as stimulation parameters were changed
than N4 and N7. While there seems to be a rough association
between electrode interaction and speech recognition, the re-
lation is does not appear to be strong one. And it does not
appear that electrode interaction is the limiting factor for
listeners like N4, who show little electrode interaction yet
show the same asymptote in speech recognition with seven
electrodes as other listeners.

Observe the difference between the upper and lower
edge of the hatched area in Figs. 1 and 2. The upper edge,
which represents the best implant scores across all 19 listen-
ers increases in performance up to seven or eight channels.
The lower edge, representing the poorest scores across all
implant listeners, does not increase substantially from 4 to 20
electrodes. Thus, consistent with the electrode interaction hy-
pothesis, poor CI speech recognition is limited to three or
four effective spectral channels, while good implant speech
recognition improves with the number of electrodes, up to
seven or eight.

Several other studies have shown a modest correlation
between electrode interaction and speech recognition perfor-
mance~Nelsonet al., 1995; Hanekom and Shannon, 1996;
Throckmorton and Collins, 1999; Zwollanet al., 1997; Col-
lins et al., 1997; Donaldson and Nelson, 2000; Henryet al.,
2000!. In general, cochlear implant listeners with more elec-
trode interaction contain lower speech recognition scores,
but only a small portion of the variance is accounted for by
the electrode interaction.

If electrode interactions are limiting performance on the
top end of implant performance with seven to ten channels,
then the poorer users may have an increased amount of elec-
trode interaction that limits their performance even further—

not allowing performance to improve beyond the three- to
four-channel level, no matter how many electrodes are used.
Inspection of the results in Figs. 1 and 2 shows that the
implant listeners who are poor at speech recognition did not
improve as the number of electrodes was increased above
three or four. If this is the case, then it is of utmost impor-
tance to discover the cause of the electrode interactions and
either correct this problem in the signal processing or with
new electrode designs.

F. Hypothesis 3: Warping in the spectral-tonotopic
mapping is the primary factor limiting
performance

Another possible cause of the limitation in the use of all
channels is the presence of distortion in the representation of
the spectral information. Fu and Shannon~1999a! found that
speech recognition was reduced when the spectral informa-
tion was represented at cochlear locations that were shifted
either apically or basally from their normal location. They
found the same pattern of results for 4, 8, and 16 bands of
spectral resolution, indicating that higher levels of spectral
resolution did not mitigate the negative effects of a
frequency-place shift. Shannonet al. ~1998! found that
speech recognition was reduced when the tonotopic distribu-
tion of spectral information was warped nonlinearly from its
normal acoustic mapping. Both studies observed that a warp-
ing in the tonotopic distribution could not only result in a
reduced number of effective channels of spectral informa-
tion, but could also reduce the reception of what are thought
to be primarily temporal cues in speech, like voicing and
manner. Fu~1997! and Shannonet al. ~1998! saw significant
reductions in voicing, manner, and place information re-
ceived on consonants when the tonotopic mapping was dis-
torted. A similar pattern was observed in the poorer implant
listeners in this study, i.e., their reception of voicing and
manner were significantly poorer than in the implant users
with better performance. In normal-hearing listeners nearly
100% of the voicing and manner information in consonants
is received for all processors with two or more channels@Sh-
annonet al. ~1995! and Fig. 5#. Compare the reception of
voicing and manner cues in Fig. 5 between the normal-
hearing listeners and the two groups of implant listeners. The
implant listeners with poor performance received less voic-
ing and manner information with 20 electrodes than the NH
and better-performing implant listeners received with only 2
electrodes. Thus, a reduction in the reception of voicing and
manner cues indicates more than simply a loss of the number
of effective channels of spectral information. The reduction
in speech recognition due to frequency-place distortions ap-
pears to be independent of spectral resolution, and so would
exacerbate the reduction due to a reduced number of chan-
nels of spectral information. Based on the Fu and Shannon
~1999a! results on tonotopic shifting and the Fu~1997! and
Shannonet al. ~1998! results on frequency-place warping,
we suggest that overall poor reception of voicing and manner
cues could indicate the presence of a shift or warping in the
frequency-place mapping in those patients.

1161J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Friesen et al.: Number of spectral channels in noise



V. CONCLUSIONS

Speech recognition was similar for the Clarion and
Nucleus-22 cochlear implant listeners in this study both as a
function of noise level and as function of number of elec-
trodes. Speech recognition improved significantly as a func-
tion of the number of electrodes up to seven to ten elec-
trodes. No improvement was observed in speech recognition
as the number of electrodes was increased from 7 to 20 for
vowels and consonant recognition and no improvement was
observed as the number of electrodes was increased from 10
to 20 for word and sentence recognition. For the limited
sample size of the present study, this pattern of results sug-
gests that the number of electrodes is a more important factor
in implant performance than the differences in design be-
tween the two implants. Comparison to normal-hearing lis-
teners with similar processing suggests that some cochlear
implant listeners can fully utilize the spectral information
provided~up to eight electrodes!, but others do not. The rela-
tively small improvement for the poorer implant performers
as the number of spectral channels was increased suggests
that these individuals are not able to utilize the spectral in-
formation provided. Even the implant listeners with the best
speech recognition appeared to be unable to utilize more than
seven to ten channels of spectral information, no matter how
many channels of information are presented. The reason for
this limitation is not clear. We speculate that this limitation
may be due to electrode interactions, and to possible tono-
topic shifts and warping in the frequency-to-place mapping
of spectral information.
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Effects of low-pass filtering on the intelligibility of speech
in quiet for people with and without dead regions
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A dead region is a region of the cochlea where there are no functioning inner hair cells~IHCs!
and/or neurons; it can be characterized in terms of the characteristic frequencies of the IHCs
bordering that region. We examined the effect of high-frequency amplification on speech perception
for subjects with high-frequency hearing loss with and without dead regions. The limits of any dead
regions were defined by measuring psychophysical tuning curves and were confirmed using the
TEN test described in Mooreet al. @Br. J. Audiol. 34, 205–224~2000!#. The speech stimuli were
vowel–consonant–vowel~VCV! nonsense syllables, using one of three vowels~/i/, /a/, and /u/! and
21 different consonants. In a baseline condition, subjects were tested using broadband stimuli with
a nominal input level of 65 dB SPL. Prior to presentation via Sennheiser HD580 earphones, the
stimuli were subjected to the frequency-gain characteristic prescribed by the ‘‘Cambridge’’ formula,
which is intended to give speech at 65 dB SPL the same overall loudness as for a normal listener,
and to make the average loudness of the speech the same for each critical band over the frequency
range important for speech intelligibility~in a listener without a dead region!. The stimuli for all
other conditions were initially subjected to this same frequency-gain characteristic. Then, the speech
was low-pass filtered with various cutoff frequencies. For subjects without dead regions,
performance generally improved progressively with increasing cutoff frequency. This indicates that
they benefited from high-frequency information. For subjects with dead regions, two patterns of
performance were observed. For most subjects, performance improved with increasing cutoff
frequency until the cutoff frequency was somewhat above the estimated edge frequency of the dead
region, but hardly changed with further increases. For a few subjects, performance initially
improved with increasing cutoff frequency and then worsened with further increases, although the
worsening was significant only for one subject. The results have important implications for the
fitting of hearing aids. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1381534#

PACS numbers: 43.71.Ky, 43.66.Sr, 43.66.Ts@CWT#

I. INTRODUCTION

It has been known for many years that cochlear hearing
loss is sometimes associated with complete destruction of the
inner hair cells~IHCs! within the cochlea~Engström, 1983;
Borg et al., 1995!. Sometimes the IHCs may still be present,
but may be sufficiently abnormal that they no longer func-
tion. The IHCs are the transducers of the cochlea, respon-
sible for converting the vibration patterns on the basilar
membrane into action potentials in the auditory nerve~Yates,
1995!. When the IHCs are nonfunctioning over a certain re-
gion of the cochlea, no transduction will occur in that region.
For this reason, we refer to such a region as adead region
~Moore and Glasberg, 1997; Mooreet al., 2000!.

One way of characterizing a dead region is in terms of
the place in the cochlea that is dead. For example, one might
refer to a basal dead region or an apical dead region. In the
present article we define a dead region in terms of the char-
acteristic frequencies~CFs! of the IHCs and/or neuronsim-

mediately adjacentto the dead region~Moore, 2001!. For
example, if there is a dead region at the basal end of the
cochlea, and the CF of the IHCs/neurons immediately adja-
cent to the dead region is 2 kHz, we describe this as a dead
region extending from 2 kHz upwards.

Recently, we have described a test for the identification
of dead regions which is intended to be short and simple
enough for use in clinical practice~Moore et al., 2000!. The
test is based upon the detection of sinusoids in the presence
of a broadband noise, designed to produce almost equal
masked thresholds~in dB SPL! over a wide frequency range,
for normally hearing listeners and for listeners with hearing
impairment but without dead regions. This noise is called
threshold equalizing noise~TEN!. The detection threshold is
approximately equal to the level of the noise in a one-ERB-
wide band centered at 1 kHz; ERB stands for equivalent
rectangular bandwidth of the auditory filter, and its normal
value at 1000 Hz is about 132 Hz~Glasberg and Moore,
1990!. For example, a noise level of 70 dB/ERB usually
leads to a masked threshold of about 70 dB SPL. An abnor-
mally high masked threshold at a particular frequency is
taken to indicate a dead region~see later in this work!.

a!Small portions of the data described in this article were presented in Vick-
erset al. ~2001! and Mooreet al. ~2001!.

b!Author to whom correspondence should be addressed. Electronic mail:
bcjm@cus.cam.ac.uk
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To assess the validity of the TEN test, psychophysical
tuning curves ~PTCs! were measured using the same
hearing-impaired listeners as tested with the TEN. It is com-
monly assumed that, when the tip of a PTC is shifted away
from the signal frequency, this indicates that the signal fre-
quency falls in a dead region~Thornton and Abbas, 1980;
Florentine and Houtsma, 1983; Turneret al., 1983; Moore,
1998; Moore et al., 2000; Moore and Alca´ntara, 2001;
Moore, 2001!. In total, Mooreet al. ~2000! tested 20 ears of
14 subjects with sensorineural hearing loss. Generally, there
was a very good correspondence between the results ob-
tained using the TEN test and the PTCs; if, for a given signal
frequency, the masked threshold in the TEN was 10 dB or
more higher than normal~i.e., 10 dB or more above the noise
level per ERB! and the TEN produced at least 10 dB of
masking ~i.e., the masked threshold was 10 dB or more
above the absolute threshold!, then the tip of the PTC deter-
mined using that signal frequency was shifted. If the masked
threshold in the TEN was not 10 dB or more higher than
normal, the tip of the PTC was not shifted. Hence, the fol-
lowing ‘‘rule’’ was formulated: if the threshold in the TEN is
10 dB or more above the TEN level/ERB, and the TEN pro-
duces at least 10 dB of masking, this is indicative of a dead
region at the signal frequency.

The presence or absence of dead regions has important
implications for the fitting of hearing aids, and for the benefit
that may be expected from hearing aids. There have been
reports over a period of many years suggesting that people
with moderate-to-severe hearing loss at high frequencies of-
ten do not benefit from amplification of high frequencies, or
even perform more poorly when high frequencies are ampli-
fied ~Villchur, 1973; Mooreet al., 1985; Murray and Byrne,
1986; Turner and Cummings, 1999; Hogan and Turner, 1998;
Ching et al., 1998; Amos and Humes, 2001!. In these stud-
ies, no definite explanation could be offered for the lack of
benefit from amplification of high frequencies, although
some authors speculated that IHC or neural dysfunction
might be involved.

Murray and Byrne~1986! tested five subjects with near-
normal hearing for frequencies up to 1 kHz, and losses of 65
to 80 dB between 4 and 8 kHz. Speech stimuli were initially
amplified using the frequency-gain characteristic prescribed
by the NAL~R! procedure~Byrne and Dillon, 1986!; this was
done separately for each subject. Then the stimuli were low-
pass filtered with cutoff frequencies of 4.5, 3.5, 2.5, or 1.5
kHz. They presented running~continuous! speech in speech-
shaped noise. The~input! noise level was fixed at 70 dBA,
and subjects were asked to adjust the speech level until 50%
of the speech could be understood. This speech level was
called the speech reception threshold~SRT!. Three of the
subjects performed better~the SRT was lower! when the cut-
off frequency was 2.5 or 3.5 kHz than when it was 4.5 kHz.
For the other two subjects, there was little change in SRT as
the cutoff frequency was decreased from 4.5 to 2.5 kHz.
These results indicate that, for people with moderate-to-
severe high-frequency hearing loss, amplification of the high
frequencies in speech is not always beneficial, and may
sometimes impair speech reception.

Hogan and Turner~1998! tested nine subjects with near-

normal hearing at low frequencies and high-frequency hear-
ing losses ranging from about 40 to 110 dB. Subjects were
required to identify nonsense syllables using speech that had
been given high-frequency emphasis~to restore audibility!
and was then low-pass filtered with various cutoff frequen-
cies. When the high-frequency loss was greater than 55 dB,
increasing the high-frequency cutoff often was of little ben-
efit, or made performance worse.

Turner and Cummings~1999! investigated the intelligi-
bility of nonsense syllables in a group of ten subjects whose
hearing loss at high frequencies~averaged for 4, 5, and 6.3
kHz! ranged from about 40 to 71 dB. Recognition was tested
across a wide range of presentation levels. At high levels,
scores reached an asymptote below 100%, i.e., performance
was imperfect, but did not improve further with increasing
audibility of the speech. Turner and Cummings calculated
the audibility of different parts of the speech spectrum for
speech at this asymptotic performance level, based on the
audiogram of each subject. They found that providing au-
dible speech at frequencies above 3 kHz tended to produce
little or no improvement in recognition scores whenever the
hearing loss exceeded 55 dB.

Overall, the studies described above clearly show that,
when the hearing loss exceeds about 55 dB at high frequen-
cies, amplification of high frequencies is often not beneficial.
The authors of these studies have often interpreted their re-
sults in terms of damage to IHCs in the basal region of the
cochlea. Specifically, it has been suggested that subjects who
do not benefit from amplification have dead regions~or at
least extensive damage to the IHCs! at high frequencies,
while subjects who do benefit from amplification have sur-
viving IHCs and neurons with high CFs. However, the stud-
ies all suffer from the drawback that there was no indepen-
dent test for the existence of dead regions, and therefore the
extent of any dead regions was unknown.

In the present article, we describe the results of a study
of the effect of low-pass filtering on the intelligibility of
speech, using subjects with high-frequency hearing loss.
PTCs were measured for each subject to detect and define the
limits of any dead region and the TEN test was used to
confirm the diagnosis. Subjects both with and without dead
regions were tested.

II. METHOD

A. Subjects

Ten subjects with high-frequency hearing loss were
tested. The audiograms of the ears tested are given in Table I.
The table also shows the ages of the subjects. The losses
were diagnosed as being sensorineural~presumably cochlear!
based on normal tympanometry and lack of an air-bone gap.
The presence and extent of any dead regions were assessed
by the measurement of PTCs, determined exactly as de-
scribed in Mooreet al. ~2000!, using Sennheiser HD580 ear-
phones. When the frequency at the tip of the PTC was shifted
away from the signal frequency, the frequency at the tip was
taken to indicate the edge frequency of the dead region. The
TEN test described earlier~Moore et al., 2000! was used to
confirm the presence and extent of the dead regions. The test
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was administered exactly in the way described by Moore
et al. ~2000!, using TEN levels of 30, 50, and 70 dB per ERB
and TDH 49 earphones. However, the signal frequencies
were more closely spaced than described in Mooreet al.
~2000!, so as to define the edges of the dead regions more
precisely. If, for a specific signal frequency, the threshold in
the TEN was 10 dB or more above the TEN level/ERB, and
the TEN produced at least 10 dB of masking for at least one
masker level, this was taken as indicating a dead region at
the signal frequency. There was always a good correspon-
dence between the results of the TEN test and the measure-
ments using PTCs. Examples of the PTCs and the results of
the TEN test~for subjects KC, LR, RC, and PJ! are given in
Moore et al. ~2000!.

Of the ten subjects, seven had high-frequency dead re-
gions and three did not; generally, the subjects with dead
regions had more severe high-frequency hearing losses than
those without dead regions. The frequencies falling within
the diagnosed dead regions are indicated by asterisks~* ! in
Table I. Edge frequencies of the dead regions, estimated
from the PTC measurements, are given in the figures which
will be presented later. For all of the subjects with dead
regions, the dead region appeared to extend from the esti-
mated edge frequency up to the highest frequency that was
tested~10 kHz!. Testing was done separately for each ear, but
some subjects were tested using one ear only. In total, 12
ears with dead regions and 6 ears without dead regions were
tested.

B. Stimuli and conditions

The speech stimuli were vowel–consonant–vowel
~VCV! nonsense syllables, using one of three vowels~/i/,/a/
or /u/! and 21 different consonants. These were: /p, t, k, b, d,
g, f, Y, s,ʃ, h, v, z, r, l, j, w, tʃ, dc, n, m/. The syllables were
spoken by a female speaker with a British accent. The initial
vowel was always the same as the final vowel. Each combi-

nation of vowel and consonant was presented once in each
list in a randomized order, giving a total of 63 tokens per list.
There were four different tokens of each VCV combination;
the tokens used varied across lists. All lists were recorded on
CDR and were replayed from the CDR for presentation to
the subjects.

In a baseline condition, subjects were tested using
broadband stimuli~bandwidth 7500 Hz! with a nominal in-
put level of 65 dB SPL. Prior to presentation via Sennheiser
HD580 earphones, the stimuli were subjected to the
frequency-gain characteristic prescribed by the ‘‘Cambridge’’
formula ~Moore and Glasberg, 1998!. The formula is

IG~ f !50.48HL~ f !1INT~ f !, ~1!

where IG(f ) is the insertion gain in dB at frequencyf,
HL( f ) is the hearing loss in dB at frequencyf, and INT(f )
is an intercept whose value depends on frequency. For fre-
quencies of 1000 Hz and above, the value of INT is approxi-
mately 0 dB, so the insertion gain is approximately 0.48
times the hearing loss.

The Cambridge formula is intended to give speech at 65
dB SPL the same overall loudness as for a normal listener,
and to make the average specific loudness@the loudness per
ERB or per critical band; see Moore and Glasberg~1997!# of
the speech the same for all frequencies over the range impor-
tant for speech intelligibility, i.e., about 500 to 5000 Hz. Of
course, this is only possible for a listener without a dead
region in that frequency range. For a listener with a dead
region, the specific loudness is zero for all critical bands
falling within the dead region. In any case, the goal of the
frequency-dependent amplification was to restore audibility
as far as possible, while avoiding excessive loudness. The
gain specified by the Cambridge formula was calculated and
applied separately for each ear of each subject. The maxi-
mum insertion gain applied was 50 dB. If the Cambridge
formula called for an insertion gain greater than 50 dB, then

TABLE I. Audiometric ~air conduction! thresholds of the test ears of the subjects, in dB HL. The* symbol
indicates frequencies falling within the estimated dead region. The↑ symbol indicates that audiometric thresh-
olds were too high to be measured with the available audiometer. The age of each subject~years! is also shown.

Subject Ear Age

Frequency~kHz!

0.25 0.5 0.75 1.0 1.5 2.0 3.0 4.0 6.0 8.0

DT L 76 25 15 15 45 45 50
DT R 20 10 5 60 65 60 60
KC L 65 10 10 10 40 65 70 75 70 65
KC R 10 10 10 15 45 60 60 60 55
VW L 73 50 60 70 60 70 60 65
VW R 40 55 70 75 65 75 85 75 90
LR L 48 15 55 70 85* 100* 115* 120* ↑* ↑*
LR R 10 55 65 80 90* 110* 95* ↑* ↑*
CA L 55 25 30 45 65* 110* ↑* ↑* ↑* ↑* ↑*
CA R 15 35 55 65* 110* ↑* ↑* ↑* ↑* ↑*
RC L 71 15 10 5 60* 75* 105* 90*
DW L 64 5 5 10 25 55 65 85*
NC L 76 20 25 30 35 60* 70* 95* 110* ↑* ↑*
NC R 25 25 55 70* 90* 95* 95* 110* ↑* ↑*
MW L 60 30 55 60 65 85* 110* 110* 100* ↑* ↑*
MW R 15 40 65* 75* 80* 105* 95* 110* ↑*
PJ L 70 20 20 45 55 60 65 65* 80* 80*
PJ R 10 10 35 60 60 70 70* 80* 80*

1166 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Vickers et al.: Intelligibility of filtered speech



the insertion gain was limited to 50 dB. In practice, this
occurred when the hearing loss at high frequencies was 105
dB or more. The gain limit was reached in the following
cases: LR, both ears for frequencies of 3000 Hz and above;
CA, both ears for frequencies of 1500 Hz and above; NC,
both ears for frequencies of 4000 Hz and above; MW, left ear
for frequencies of 2000 Hz and above; and MW, right ear for
frequencies of 6000 Hz and above.

The stimuli for all other conditions were initially sub-
jected to this same frequency-gain characteristic. Then, the
speech was low-pass filtered with various cutoff frequencies.
The cutoff frequencies were chosen separately for each sub-
ject, to cover a range from slightly below to well above the
estimated edge frequency of the dead region, when present.
For subjects without a dead region, the cutoff frequencies
were chosen to span the range 800 to 7500 Hz. The number
of cutoff frequencies varied across subjects, depending on
the amount of time that they were willing to be tested.

The HD580 earphones are intended to have a ‘‘diffuse
field’’ response, i.e., they give a response at the eardrum
similar to what would be obtained listening with an open ear
in a diffuse sound field. If the response corresponded exactly
to that intended, then the insertion gains called for by Eq.~1!
could be specified in terms of electrical gains, without any
compensation for the frequency response of the earphone.
However, measurements using a KEMAR manikin
~Burkhard and Sachs, 1975!, averaging the responses ob-
tained for the ‘‘large’’ and ‘‘small’’ ears, showed small de-
viations ~63 dB over the range 250 to 5000 Hz! from the
diffuse-field-to-eardrum transformation; this transformation
was estimated from the mean of the results published in Kil-
lion et al. ~1987!, Kuhn ~1979!, and Shaw~1980!. These
deviations were compensated in the digital filter described
later in this work, so that the resulting insertion gains corre-
sponded as accurately as possible to the desired values.

A Tucker-Davis Technologies~TDT! PowerDAC with
six digital signal processors was used to implement the Cam-
bridge formula filter~Camfilter! and the low-pass filter for
each condition and each subject. The Camfilter was imple-
mented on one processor and the low-pass filter on the other
five processors, to give maximum cutoff sharpness. The re-
sponse of the filter typically fell by more than 50 dB when
the frequency was increased from the nominal cutoff fre-
quency to 0.25 oct above it. The Camfilters were designed
using the FIR2 function in MATLAB. The low-pass filters
were designed either with the Remez function or the FIR1
function.

C. Procedure

Subjects were given a list of the possible consonants,
with examples of their pronunciation. They were asked to
respond by writing down the consonant they heard for each
token, ignoring the vowel. They were given 10 min of prac-
tice at the beginning of each session and the first test list was
considered practice and was not scored. At least two lists
were used for each condition. These were always presented
in different test sessions. The order of testing of the different
cutoff frequencies was randomized in the first test session.
This order was reversed for the second session to balance the

effects of practice and fatigue. In some cases, especially
when the results appeared to be unusually variable, addi-
tional lists were used, up to a maximum of five. For the
additional tests, a new random order was used for the differ-
ent cutoff frequencies.

III. RESULTS

A. Overall percent correct

Figure 1 shows the percentage correct scores on the
VCV test, plotted as a function of the lowpass filter cutoff
frequency, for the six ears without dead regions. Error bars
indicate6 one standard deviation. The scores generally im-
proved monotonically with increasing cutoff frequency, al-
though for DT the scores flattened off above 2000 Hz. These
results are consistent with earlier results obtained using sub-
jects with mild to moderate high-frequency hearing loss
~Skinner and Miller, 1983!, and they indicate that listeners
without dead regions are able to make effective use of high-
frequency information in speech. Asymptotic scores on this
rather difficult task were between 70% and 87% correct.

To quantify the extent to which the subjects without
dead regions were able to make use of high-frequency infor-
mation, scores were compared for the broadband speech
~7500 Hz bandwidth! and the speech low-pass filtered at
2000 Hz. The mean scores for these two conditions were
77.2% and 65.1%, respectively. A one-way within-subjects
analysis of variance~ANOVA ! of the scores for these two
conditions showed a significant effect of cutoff frequency;
F(1,5)513.33,p50.015.

Figures 2 and 3 show results for the 12 ears with dead
regions. The estimated edge frequencies of the dead regions
are given in each panel, and are also indicated by the arrows.
Generally, performance improved somewhat as the cutoff
frequency was increased from just below the estimated edge
frequency of the dead region to a frequency up to 1 oct above
it. When the cutoff frequency was increased still further, two
different patterns were observed. For some subjects~LR both
ears, DW left ear, NC both ears, MW both ears, PJ both
ears!, performance stayed roughly constant, or increased
only very slightly. This indicates that these subjects gained
little or no benefit from amplification of frequencies more
than 50% to 100% above the estimated edge frequency of the
dead region, but also that amplification of those frequencies
did not impair performance. For subjects NC, MW, and LR,
the limited benefit may have been partly due to the fact that
the amplification called for by the Cambridge formula could
not be applied at high frequencies; the highest frequency at
which the required gain could be applied, calledf h , was
4000 Hz for NC~both ears!, 2000 Hz for the left ear of MW,
6000 Hz for the right ear of MW, and 3000 Hz for LR~both
ears!. However, it is noteworthy that scores tended to ap-
proach asymptotic values for cutoff frequencies well below
f h .

For the remaining subjects~CA both ears, RC left ear!,
performance worsened when the cutoff frequency was more
than 50% to 100% above the estimated edge frequency of the
dead region. This indicates that amplification of high fre-
quencies had a deleterious effect on performance, consistent
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with earlier results of Murray and Byrne~1986! and Hogan
and Turner~1998!. To assess the statistical significance of the
worsening with increasing cutoff frequency, scores were
compared for the cutoff frequency giving the highest score
and the cutoff frequency of 7500 Hz. This was done using
both t-tests and chi-square tests~under the null hypothesis
that the expected scores were equal for the two cutoff fre-
quencies!. For CA, the decrease was not significant for either
ear. For RC the decrease was significant on both tests atp
,0.05 ~two-tailed!. Given the number of such comparisons
that could be made, the results do not provide convincing
evidence for a decrease in performance with increasing cut-
off frequency for any subject. However, CA and RC have
both been tested in a subsequent experiment using VCV
stimuli presented in background noise, and the general pat-
tern of the results was similar to that found here; perfor-
mance was best for an intermediate cutoff frequency. There-
fore, we are inclined to believe that the decrease in
performance with increasing cutoff frequency is ‘‘real.’’

To assess the overall extent to which the subjects with
dead regions were able to make use of high-frequency infor-
mation, scores were compared for the broadband speech
~7500 Hz bandwidth! and the speech low-pass filtered at
2000 Hz. This analysis excluded the three ears for which the

estimated edge frequency of the dead region lay above 2000
Hz ~DW, left; PJ left and right!. The mean scores for these
two conditions were 48.5% and 47.1%, respectively. A one-
way within-subjects ANOVA of scores for these two condi-
tions showed no significant effect of cutoff frequency;
F(1,8)50.24.

To give an overall impression of the pattern of results
for the subjects having dead regions with edge frequencies
below 2000 Hz, the cutoff frequencies used for each ear of
each subject were expressed relative to the estimated edge
frequency of the dead region for that ear and subject. The
data for each ear~percent correct versus relative frequency!
were fitted with a cubic spline function. The cubic spline
functions were then averaged across ears. The result is
shown in Fig. 4~solid curve!. For comparison, a similar
analysis was applied to the results for the subjects without
dead regions; these results are plotted in Fig. 4 as a function
of absolute~not relative! frequency in kHz~dashed curve!.
The two frequency scales are roughly comparable, as a rela-
tive frequency of 1 corresponds, on average, to a frequency a
little below 1 kHz; the geometric mean of the estimated edge
frequencies of the dead regions was 942 Hz.

For the subjects with dead regions, the fitted function
increases with increasing relative frequency up to about 1.7,

FIG. 1. Results for the six ears without dead regions. The percentage correct score on the VCV test is plotted as a function of the low-pass filter cutoff
frequency. Error bars indicate6 one standard deviation.
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and then flattens off. This indicates that there is typically
some benefit to intelligibility of amplifying frequencies up to
about 70% above the estimated edge frequency of the dead
region. For the subjects without dead regions, the fitted func-
tion increases progressively with increasing cutoff frequency,
indicating that broadband amplification gives the best perfor-
mance.

As another method for comparing the effect of changes
in cutoff frequency for the two groups of subjects, we used
the cubic-spline fits to determine the frequency at which the
score was 0.9 times that measured for the broadband stimuli
~7500-Hz bandwidth!. For the mean cubic-spline fit to the
data for subjects without dead regions, this value was 2.5
kHz. For the fits to the data for individual ears without dead
regions, the value ranged from 1800 to 3700 Hz. For the fits
to the data for individual ears with dead regions below 2000
Hz, the value ranged from 880 Hz~RC, left ear! to 3450 Hz
~LR, right ear!, but most values were below 1200 Hz. The
arithmetic mean value was 1400 Hz, and the geometric mean
value was 1100 Hz. For one subject~CA, left and right ears!,
the scores did not drop below 0.9 times those measured for
the broadband stimuli even for the lowest cutoff frequency
used ~600 Hz!. Thus, reducing the cutoff frequency had
markedly smaller effects on performance for the subjects
with dead regions than for the subjects without dead regions.

To assess the extent to which the subjects with dead
regions were able to make use of information from frequen-
cies just above the estimated edge frequency of the dead
region, scores were compared for the low-pass filter cutoff
frequency closest to the estimated edge frequency, and for
the cutoff frequency closest to 1.7 times the estimated edge
frequency. This analysis included all ears with dead regions.
The mean scores for these two conditions were 50.6% and
55.9%, respectively. A one-way within-subjects ANOVA of
scores for these two conditions showed a highly significant
effect of cutoff frequency;F(1,11)533.7, p,0.001. Thus,
there was a significant benefit from amplifying frequencies
up to 70% above the estimated edge frequencies of the dead
regions.

For the cases where the dead region had an estimated
edge frequency of 3000 Hz or more~PJ both ears, DW left
ear!, performance at the optimum cutoff frequency ranged
from 75% to 87%. These scores are comparable to those
obtained by the subjects without dead regions when listening
to broadband speech. This is not surprising, as most of the
important information in speech lies below 3000 Hz
~Fletcher, 1953; ANSI, 1969; Pavlovic, 1987; ANSI, 1997!.
However, for cases where the dead region had a lower esti-
mated edge frequency, performance at the optimum cutoff
frequency was poorer, ranging from 48% to 68%. This is

FIG. 2. Results for six ears with dead regions. Otherwise as in Fig. 1.
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consistent with the idea that the higher frequency compo-
nents in the speech did not provide usable information, even
though they were amplified by as much as 50 dB.

B. Transmission of phonetic features

It is of interest to determine which phonetic features are
affected most by changes in bandwidth, and to determine
whether the effect of bandwidth on transmission of phonetic
features differs for subjects without and with dead regions.
To examine these issues, the results for each ear of each
subject were analyzed to determine the percentage informa-
tion transmission for the phonetic features of voicing, place,
and manner~Miller and Nicely, 1955! as a function of filter
cutoff frequency. We used a method called sequential infor-
mation analysis~SINFA! in which each feature is treated
independently~Wang and Bilger, 1973!. The first stage was
to compile a stimulus-response matrix from the results for
each ear and each filter cutoff frequency; data were com-
bined across runs to do this. For each feature, the informa-
tion transmitted~IT! from stimulus to response was com-
puted. For the feature giving the maximum proportion of IT,
the value of the IT computed in this way was taken as the
final value. In the majority of cases, this feature was voicing.

FIG. 3. Results for a further six ears with dead regions. Otherwise as in Fig. 1.

FIG. 4. Mean cubic spline functions fitted to the data for subjects without
dead regions~dashed curve! and for subjects with dead regions starting
below 2000 Hz~solid curve!. For the group without dead regions, percent
correct is plotted as a function of filter cutoff frequency in kHz. For the
group with dead regions, frequency is expressed relative to the estimated
edge frequency of the dead region.
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The analysis was then repeated with the selected~maximally
transmitted! feature partialed out~held constant!. The feature
giving the next highest IT was selected, and the IT for that
feature was taken as the final value. This feature was typi-
cally manner. Finally, the analysis was repeated with the first
two selected features partialed out. This gave the IT for the
remaining feature~always place!. The analysis was con-
ducted using a software package called ‘‘FIX’’ produced by
Mike Johnson of the Department of Phonetics and Linguis-
tics, University College, London; it is available from http://
www.phon.ucl.ac.uk/resource.htm.

The results are shown in Figs. 5–7. In each panel, the
percentage of transmitted information is plotted as a function
of filter cutoff frequency for the features voicing, place, and
manner. The percentage of information transmitted was
nearly always highest for voicing and lowest for place.
Scores for voicing remained above 70% even for cutoff fre-
quencies as low as 800 Hz, indicating that information about
voicing can be extracted effectively from low-frequency
components of speech. For the subjects without dead regions
~Fig. 5!, scores for manner tended to increase with increasing
cutoff frequency, and scores for place increased even more,
at least for cutoff frequencies up to 3000 Hz. For the subjects

with dead regions~Figs. 6 and 7!, scores for manner and
place tended to improve initially with increasing cutoff fre-
quency, but did not improve once the cutoff frequency was
more than 50% to 100% above the estimated edge frequency
of the dead region. Generally, the pattern of the results for
the transmission of place information was similar to that
found for the overall scores. This makes sense, as errors in
the overall scores were mainly associated with errors in iden-
tifying the place feature.

These results have possible implications for the design
of future signal-processing hearing aids for people with high-
frequency dead regions. Such aids might attempt to enhance
specific speech cues, or to recode those cues into a more
discriminable form. The SINFA analyses suggest that it will
be more profitable to enhance cues related to the features of
place and manner than to enhance cues related to voicing.

IV. DISCUSSION

Previous studies have shown that some hearing-impaired
listeners benefit from amplification of high frequencies,
while others do not~Villchur, 1973; Skinner and Miller,
1983; Mooreet al., 1985; Murray and Byrne, 1986; Turner

FIG. 5. Information transmission scores for the features of voicing~circles!, manner~diamonds!, and place~squares! plotted as a function of the low-pass filter
cutoff frequency, for six ears without dead regions.

1171J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Vickers et al.: Intelligibility of filtered speech



and Cummings, 1999; Hogan and Turner, 1998; Chinget al.,
1998; Amos and Humes, 2001!. These studies have also
shown a trend for larger hearing losses to be associated with
reduced benefit~or negative benefit! from amplification.
However, it does not seem possible to predict reliably from
the audiogram which patients will benefit from amplification
of high frequencies, and which patients will not. Our data
suggest that the key factor is the presence or absence of a
dead region at high frequencies. Patients without a dead re-
gion at high frequencies will generally benefit from amplifi-
cation of high frequencies, whereas patients with a dead re-
gion will generally not benefit, except for frequencies that
are a little ~50% to 100%! above the estimated edge fre-
quency of the dead region.

There are several theoretical reasons why people with
dead regions might extract little or no information from fre-
quency components of speech that fall within a dead region,
even if those components are amplified sufficiently to make
them audible. These reasons include the following.

~1! The frequency components are received through the
‘‘wrong’’ place in the cochlea. When there is a high-
frequency dead region, amplified high-frequency compo-
nents will be detected and analyzed via the frequency
‘‘channels’’ or places that are tuned to lower frequencies.

This mismatch between frequency and place may lead to
difficulty in interpreting the information derived from
the high frequencies. There is some evidence supporting
this idea from studies involving the simulation of hear-
ing loss and/or of cochlear implant signal processing
~Shannonet al., 1998!. However, extended learning with
‘‘remapped’’ stimuli may partially compensate for this
problem~Rosenet al., 1999!.

~2! If the components falling in the dead region are ampli-
fied sufficiently to make them audible, they will be de-
tected and analyzed via the same neural channels that are
used for other frequencies, and this may impair the
analysis of those other frequencies. For example, if there
is a high-frequency dead region, the amplified high-
frequency components will be detected and analyzed
through the same neural channels as are used for the low
and medium frequencies. Since speech is a broadband
signal, usually containing components covering a wide
frequency range, this may lead to some form of ‘‘infor-
mation overload’’ in those channels.

~3! Information in speech, such as information about for-
mant frequencies, may partly be coded in the time pat-
terns of the neural impulses~phase locking! ~Young and
Sachs, 1979; Milleret al., 1997; Baeret al., 1993; Baer

FIG. 6. Results for six ears with dead regions. Otherwise as in Fig. 4.
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and Moore, 1997!. The analysis of temporal information
may normally be done on a place-specific basis. For ex-
ample, the neural machinery required to ‘‘decode’’ tem-
poral information from frequencies around 2000 Hz may
be restricted to neural channels with CFs close to 2000
Hz ~Loeb et al., 1983; Srulovicz and Goldstein, 1983!.
This is the theoretical rationale behind the measure ‘‘av-
erage localized synchronized rate’’~Young and Sachs,
1979; Miller et al., 1997!. When there is a mismatch
between the frequencies of the speech components and
the place where they are detected, the temporal decoding
mechanisms required to analyze those speech compo-
nents may not operate effectively.

The potential benefit of a hearing aid is sometimes as-
sessed by calculation of the articulation index for speech
amplified by that hearing aid~Pavlovic et al., 1986; Fabry
and Van Tasell, 1990; Rankovic, 1991; Humes and Riker,
1992; Moore and Glasberg, 1998!. Our results suggest that
this method needs to be treated with considerable caution.
For people without dead regions, the articulation index may
provide a valid indication of the audibility and intelligibility
of speech. However, for people with dead regions, the articu-
lation index may lead to overestimates of the intelligibility of
speech. This may partly account for the finding that people

with severe to profound hearing loss often show poorer
speech intelligibility than predicted from the articulation in-
dex ~Fletcher, 1952; Dugalet al., 1978; Pavlovic, 1984; Pav-
lovic et al., 1986; Smoorenburg, 1992!.

Our results have important implications for the fitting of
hearing aids to people with high-frequency dead regions.
They suggest that there will be little or no benefit to speech
perception from amplifying frequencieswell inside a dead
region. However, there may be some benefit in amplifying
frequencies up to 50% to 100% above the estimated edge
frequency of the dead region. Some caution is needed here,
as the present results were obtained only using speech in
quiet. The ‘‘optimum’’ cutoff frequency may be different for
speech presented in background noise. We are currently con-
ducting experiments to assess whether this is the case. Also,
amplification of high frequencies might be of some benefit in
providing awareness of environmental sounds.

It should be emphasized that, for patientswithout high-
frequency dead regions, amplification of the high frequencies
can be~and usually is! beneficial; see the results in Fig. 1 and
in Skinner and Miller~1983!. Hence, before deciding what
form of amplification should be provided for a patient with
high-frequency hearing loss, it is important to determine
whether that patient has a high-frequency dead region, and, if

FIG. 7. Results for a further six ears with dead regions. Otherwise as in Fig. 4.
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so, what its extent is. The TEN test is recommended for this
purpose.

For a patient with a dead region at high frequencies,
there may be several benefits of reducing the gain at high
frequencies. First, it can sometimes lead to improved speech
intelligibility, although further data are needed to assess the
reliability of this effect and to assess the proportion of pa-
tients for whom it occurs. Second, it may reduce problems
associated with acoustic feedback, which often occurs when
trying to achieve the gains appropriate for a severe to pro-
found loss. Third, it may reduce distortion in the hearing aid,
especially intermodulation distortion. Such distortion can
lead to reduced speech intelligibility~Crain and van Tasell,
1994!. Finally, it allows the dispenser to concentrate efforts
on providing appropriate amplification over the frequency
range where there is useful residual hearing.

An alternative approach for people with extensive high-
frequency dead regions is to use frequency transposition or
frequency compression~Johansson, 1966; Velmans and Mar-
cuson, 1983; Posenet al., 1993; Parentet al., 1997; McDer-
mott et al., 1999; Turner and Hurtig, 1999!. Hearing aids
incorporating frequency transposition and/or compression
move high-frequency components to lower frequencies,
where auditory function may be better. The results of trials of
such aids have generally been disappointing and they have
not found widespread acceptance. However, promising re-
sults have been found in some studies~Parentet al., 1997;
Turner and Hurtig, 1999!. The limited benefit demonstrated
so far may partly have occurred because the transposition/
compression aids have been fitted to patients without clear
knowledge of the extent of the dead regions. Hopefully, the
availability of the TEN test will lead to more accurate diag-
nosis of dead regions, and hence to the possibility of better
fitting. More research in this area is clearly needed.

V. CONCLUSIONS

For VCV syllables presented in quiet, the benefit of
high-frequency amplification for subjects with high-
frequency hearing loss differed according to whether or not
there was a dead region at high frequencies. In the present
study, dead regions and their limits were diagnosed using the
TEN test and by measurement of PTCs. The stimuli were
given frequency-dependent amplification according to the
Cambridge formula before low-pass filtering with various
cutoff frequencies. For subjects without dead regions, speech
reception improved progressively with increasing low-pass
filter cutoff frequency. For people with dead regions, speech
reception improved with increasing cutoff frequency until
the cutoff frequency was 50% to 100% above the estimated
edge frequency of the dead region. With further increases in
cutoff frequency, speech reception either remained constant
or declined. The results indicate that people with dead re-
gions at high frequencies do not benefit from amplification of
frequencies more than 50% to 100% above the estimated
edge frequency of the dead region.

When fitting hearing aids to people with high-frequency
hearing loss, a test such as the TEN test should be applied to
detect any dead regions and define their limits. When a dead
region is not present, amplification should be applied over as

wide a bandwidth as possible. When a dead region is present,
and when problems with acoustic feedback are encountered,
consideration should be given to applying amplification only
for frequencies up to 50% to 100% above the estimated edge
frequency of the dead region. Alternatively, or in addition,
consideration should be given to provision of a hearing aid
incorporating frequency transposition or frequency compres-
sion.
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A computational sensorimotor model of bat echolocation
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A computational sensorimotor model of target capture behavior by the echolocating bat,Eptesicus
fuscus, was developed to understand the detection, localization, tracking, and interception of insect
prey in a biological sonar system. This model incorporated acoustics, target localization processes,
flight aerodynamics, and target capture planning to produce model trajectories replicating those
observed in behavioral insect capture trials. Estimates of target range were based on echo delay,
azimuth on the relative intensity of the echo at the two ears, and elevation on the spectral pattern of
the sonar return in a match/mismatch process. Flapping flight aerodynamics was used to produce
realistic model trajectories. Localization in all three spatial dimensions proved necessary to control
target tracking and interception for an adequate model of insect capture behavior by echolocating
bats. Target capture using maneuvering flight was generally successful when the model’s path was
controlled by a planning process that made use of an anticipatory internal simulation, while simple
homing was successful only for targets directly ahead of the model bat. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1381026#

PACS numbers: 43.80.Ka, 43.80.Lb, 43.58.Ta, 43.60.Cg, 43.60.Lq@WA#

I. INTRODUCTION

Bats use active sensing by echolocation for spatial ori-
entation with acoustic signals. This involves the transmis-
sion, reception, and processing of ultrasound, and yields spa-
tial acoustic information about the environment. Animal
sonar systems operate with sensorimotor feedback control, in
which spatial acoustic information carried by echoes guides
behavior. In echolocating bats, echo-dependent motor behav-
iors include adjustments in the position of the head and pin-
nae, in the activity of the muscle groups controlling the flight
path, and in the production patterns of sonar signals. The
bat’s motor responses~head, pinna, and body movements;
sonar vocalizations! to spatial information carried by echoes,
in turn, have a direct impact on the acoustic input to its sonar
receiver~Valentine and Moss, 1998!. Biological sonar thus
requires the coordinated operation of auditory and motor sys-
tems, and a central goal of this modeling study is to deepen
our understanding of these component systems and their in-
teractions.

Acoustic information carried by sonar reflections allows
the echolocating bat to determine the three-dimensional~3D!
position of a target in space. The arrival time, intensity, and
spectrum of echoes at the two ears encode the location of an
object in azimuth and elevation. In terrestrial animals, azi-
muth can be estimated from interaural time- or intensity dif-
ference~ITD or IID ! cues~Blauert, 1997; Grothe and Park,
1998; Harnischpfeger, Neuweiler, and Schlegel, 1985; Shi-

mozawaet al., 1974; Simmonset al., 1983!. However, Pol-
lak ~1988! has shown that time and intensity trade off in
binaural auditory neurons, which supports the alternative
view that ITDs are not useful cues for localization in bats
since the maximum ITDs~no greater than 55ms in E. fuscus;
Koay et al., 1998! are much smaller than the neural latency
shifts introduced by head shadowing~several ms in Jen and
Chen, 1988; discussed in Moss and Schnitzler, 1995; Pollak,
1988!. Elevation can be estimated from interaural differences
in the return spectra generated by the structure of the pinna
and tragus~Grinnell and Grinnell, 1965; Lawrence and Sim-
mons, 1982; Wotton, Haresign, and Simmons, 1995, 1996;
Wotton and Simmons, 2000! or by asymmetric movements
of the pinna ~Mogdans, Ostwald, and Schnitzler, 1988;
Walker, Peremans, and Hallam, 1998!, as seen inRhinolo-
phus ferrumequinum. In E. fuscus, the elevation-dependent
spectral profile of the echo appears to be important, as this
species’ pinnae do not have the mobility seen inR. ferrume-
quinum. The third dimension, the distance between the bat
and a target, can be determined from the time delay between
the outgoing sound and the returning echo~Hartridge, 1945;
Simmons, 1973!.

To capture prey successfully, the bat must control its
flight path to arrive at a location within 2–3 cm of the insect
~Trappe and Schnitzler, 1982; Webster and Griffin, 1962!.
Often the bat positions itself above the prey item to scoop it
up with its tail membrane, requiring precise information
about target azimuth, elevation, and distance. Webster and
Brazier ~1965! discuss the accuracy of this positioning,
pointing out that in wingtip captures, ‘‘the very tip of the
wing is often bent over to form a catching shelf or groove
about half an inch square.’’ The bat’s capture plan is ex-
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pressed as adjustments in the flight path, changes in the call
generation pattern, and the timing and coordination of the
final capture maneuver with the wing or tail membrane. An
important question is whether the bat controls this process by
anticipating or predicting the future position of the target or
using the current position estimate in a nonpredictive mode.
This question can be fully addressed only when a moving
target is present, but some insight can be derived from stud-
ies of stationary target capture, as some basic nonpredictive
tactics such as simple homing are identifiable.

A second question concerns the directional components
of the target’s position that may be required by the bat’s
sonar system at various stages of insect capture. Range, azi-
muth, and elevation information characterize a target’s posi-
tion in 3D space, and can be used in any strategy. Azimuth
and elevation without range can be used by simple nonpre-
dictive strategies, such as lead pursuit~where the bat aims to
fly ahead of the target!, lag pursuit~where the bat aims be-
hind the target!, and simple homing~where the bat flies at the
target!. The bat can also triangulate a stationary target from a
distance to fully localize it without using range. Azimuth and
elevation need not be estimated simultaneously, but can be
estimated over a series of sonar signals if the bat modulates
the acoustic input to its two ears by rotating its head or
flicking its ears, providing enough data to localize a nonma-
neuvering target in both azimuth and elevation. This mecha-
nism appears to be used by the bat,R. ferrumequinum
~Mogdanset al., 1988; Walkeret al., 1998!. Whether the bat
requires target range information to successfully intercept in-
sect prey is important, as localization parameters provide the
primary input to the bat’s capture planning algorithm.

A third question involves the bat’s control of its head
aim when it pursues targets on the wing. In particular, where
is the bat directing its sonar beam when it tracks and inter-
cepts insect prey? The direction of the beam affects the val-
ues of the localization cues used by the bat to estimate azi-
muth and elevation and is an input to the algorithm by which
those cues are extracted from the return. The bat’s head aim
is difficult to observe in wide-angle infrared video recordings
of target capture in a laboratory flight room, but Webster and
Brazier ~1965! in high-speed photographic studies of insect
pursuits on the wing and Masterset al. ~1985! in a study of
target tracking from a platform have reported that bats keep
head aim locked to the target with an accuracy of about65
deg. This question can be addressed indirectly by modeling
the head aim process to determine whether the model bat
must turn its head to face a target to produce the localization
accuracy needed for successful insect capture.

Masters~1988! and Kuc~1994! have published compu-
tational models of the prey-capture process. Masters fol-
lowed up on experimental work by Webster and Brazier
~1965!, who had reported that bats accustomed to catching
Drosophila in the lab showed progressive changes in their
behavior when presented with mealworms projected ballisti-
cally in the air over a series of trials. At first the bats at-
tempted to catch the mealworms by flying above them, but
later modified their flight paths to approach the insects from
below. These observations suggested to them that the bats

had learned the motion of the targets and were adjusting for
it in their capture planning.

Masters modeled the bat’s flight path as it followed three
strategies: nonpredictive, predictive one sonar pulse ahead,
and predictive to the path intersection. The target was mod-
eled to follow a ballistic trajectory, and the bat’s flight aero-
dynamics was modeled assuming a fixed minimum turning
radius and a constant velocity. He showed that the curvature
of the model bat’s flight trajectories indicated the strategy
used; he also demonstrated that a nonpredictive strategy was
feasible, and observed that the bat’s previous experience with
the target trajectory was a potentially confounding variable.

Kuc ~1994! developed his model to better understand the
sensorimotor processes in prey capture by echolocating bats.
He simulated a call consisting of a 25-kHz fundamental and
a single 50-kHz overtone and used simple models of the
beam pattern and the transfer characteristics of the bat’s ear
and head. The model did not perform complete localization;
instead, range was used only to schedule the calls. Kuc’s
model controlled flight by using a simple homing strategy,
zeroing the offset of the target from a center axis by measur-
ing the difference between the return intensities at the two
ears for azimuth and the difference between the intensity in
the fundamental and overtone for elevation. The model
homed on the target and collided with it. The model bat’s
reaction time was set equal to the intercall interval, which
became unrealistically short during the terminal buzz. Aero-
dynamics was simplified, with the model bat flying at a con-
stant speed, without banking, and with a unlimited turn rate.

Kuc’s model bat captured targets using simple homing
based on azimuth and elevation, and he showed that narrow-
band measurements of target intensity in each ear at 25 and
50 kHz were sufficient to support this. His model was suc-
cessful for stationary targets, but his assumptions did not
include the fine coordination of spatial acoustic information
and orienting behavior that is observed in natural insect cap-
ture maneuvers by echolocating bats.

Our present paper reports the initial results from a two-
phase study of bat sensorimotor integration. The first phase
involved the development and calibration of a computational
model of the prey-capture process and an investigation of the
positional cues and motor behaviors likely to be required for
the successful capture of a stationary target. This refined
Kuc’s approach by the inclusion of biologically realistic data
on call acoustics, aerodynamics, and target localization, with
the goal that the model would replicate the complex maneu-
vers seen during insect pursuit and capture. Empirical data
were used to calibrate and validate the model, ruling out
various alternative algorithms for target localization and cap-
ture planning. The second phase introduces moving targets to
fully investigate whether the bat uses predictive or nonpre-
dictive strategies to capture insect prey on the wing, and our
findings from the second study will be reported in a subse-
quent publication.

II. METHODS

A. Behavioral calibration

Measurements of the flight and acoustic behavior of bats
during capture of stationary targets~tethered mealworms,
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Tenebrio molitor! in an open room were used to provide data
for calibrating and validating the model. The methods used
to collect and analyze these data are described in Wilson and
Moss ~2001! and are summarized below.

1. Animal subjects

The bats used in the behavioral trials were selected from
a group maintained in the bat vivarium at the University of
Maryland. These bats were collected~in July and August of
1997! from private homes in Maryland, housed two or three
to a cage, exposed to a reversed 12:12-hour light–dark cycle,
maintained at 12–16 grams body weight, and fed during ex-
periments. Animal husbandry was carried out in accordance
with guidelines established and overseen by the Institutional
Animal Care and Use Committee at the University of Mary-
land.

2. Behavioral studies of echolocation behavior

Seven echolocating big brown bats~E. fuscus! were
trained to capture tethered whole mealworms~T. molitor! in
a large flight room (6.437.432.6 m) with the ceiling and
walls lined with acoustical foam~Sonex™, Illbruck! and a
carpeted floor. Insect capture data from two of the bats were
used in the calibration trials, and data from the other five
were used in the validation trials. Two genlocked~frame syn-
chronized!, high-speed video cameras~Kodak MotionCorder,
6403240 pixels, 240-Hz frame rate, and 1/240-s shutter
speed! were positioned just below the ceiling in opposite
corners of the flight room. A volume 2.232.2 ~horizontal!
31.6 m ~vertical! within the region defined a calibrated
space for reliable 3D reconstruction of the bats’ flight path. A
calibration frame ~Peak Performance Technologies! was
placed in the center of the flight room and videotaped by
both cameras prior to each recording session.

Experiments were carried out using only long-
wavelength~.650 nm! lighting ~Plexiglas #2711, Reed Plas-
tics, and Bogen Filter #182! to eliminate the use of vision by
the bats~Hope and Bhatnagar, 1979!. Mealworms were sus-
pended at a height of about 1.0 m above the floor by
monofilament line~Trilene Ultra Thin, 0.1-mm diameter!
within a 5.3-m target area in the center of the room. Once
each bat achieved a consistent capture rate of nearly 100%,
audio and video recordings of its capture behavior began.

A small marker~Scotchlite™ reflective tape folded to
present eight reflective surfaces from different angles! was
glued to the bat’s head and/or back where fur had been re-
moved by depilatory cream~Nair®!. This marker reflected IR
back to the cameras as a bright spot that was used to help
track the bat’s position during subsequent reconstruction of
its three-dimensional flight path.

A mealworm was suspended at a randomly selected lo-
cation within the target area, and then the bat was released in
a random direction to orient on the target area and find the
mealworm. So that the bat would not memorize the target
area, the mealworm was suspended outside the calibrated
region of the room 50% of the time, and those trials were not
video recorded.

The high-speed video cameras were used to record tar-
get position, bat flight path, and capture behavior. The result-
ing images were used in calculation of the three-dimensional
positions of the bat, target, and microphones.

Echolocation signals were recorded using two ultrasonic
transducers~Ultrasound Advice! placed within the calibrated
space. Microphone output was amplified~Ultrasound Ad-
vice! and recorded on direct channels of a high-speed tape
recorder~Racal Store-4 at 30 in. per s!. An FM channel of
the tape recorder was used to record TTL synch pulses cor-
responding to the start of each video frame and gated to the
end of video acquisition.

B. Model description

1. Programming

The model was developed using theC11 programming
language~ISO/IEC, 1998; Stroustrup, 1997! running on a
Macintosh computer. The Metrowerks CodewarriorPRO 5.0

C11 programming environment was used.
The model was a combined continuous/discrete event

simulation, with the system state elements that change con-
tinuously updated at each event. It was written using both
object-oriented and generic programming techniques
~Austern, 1998!, making use of a time-ordered queue to se-
quence the scheduling and execution of events, and updating
the continuous components of the system state from event to
event using an adaptive 4th/5th-order Runge–Kutta integra-
tion algorithm~Presset al., 1988!. There was an event every
1/240th second synchronous with each video frame and ad-
ditional events that were scheduled asynchronously.

2. Model design

The model consisted of five major functions, which ran
asynchronously. The target position function was responsible
for maintaining and updating the target position, which in
this study was held fixed. The acoustics function was respon-
sible for scheduling and generating the call, integrating its
position through space to the single target and back, and
triggering sensory processing after a specified reaction time
delay. The sensory processing function then used the echolo-
cation return data to generate a measurement of the relative
position of the target for updating the target state estimate.
The motor planning function used the target state to plan and
control the motor actions of the model, and the motor re-
sponse function finally maintained and updated the state of
the model bat.

3. Acoustics

Acoustics was modeled using the sonar equation@Eq.
~1!, based on Camp, 1970; Møhl, 1988; Skolnik, 1980#, with
the SNRdB being the signal to noise ratio of the return in
decibels for each 1-kHz band. Target detection was assumed
to occur if the total signal energy between 25 and 40 kHz
exceeded an absolute detection threshold assumed to reflect
both the internal noise of the bat’s nervous system and sen-
sitivity of its auditory receiver in that range of frequencies.
The components of the echolocation return signal—signal
level ~SL!, transmission losses~TL!, and target strength
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~TS!—were explicitly modeled. Of the noise components,
noise spectral density~Nd! and noise bandwidth~BW!—the
product of which is the noise power entering the receiver in
the spectral frequencies to which it is sensitive—were as-
sumed to be negligible relative to the detection threshold.
The directivity of the pinnae~DI! was explicitly modeled.
Model calibration indicated that a signal level corresponding
to 21 dB was strong enough for the model bat to detect a
simulated insect target at realistic ranges, and that figure was
used in the study.

~SL22TL1TS!2~No1BW2DI!5SNRdB. ~1!

Calibration data for the individual components of the
acoustics model were taken from the literature. A realistic
call pattern based on Hartley and Suthers~1989! was used
with a maximum sonar transmission level of 104 dB peak-
to-peak sound-pressure level at 10 cm in the frequency range
of 30–33 kHz~Kick, 1982!. The model applied greater at-
tenuation to high-frequency components of the call~Hartley,
1989! as an adjustment to the transmission loss computed
from the spatial divergence of the signal. The target cross-
section fluctuations were based on Griffin~1967, Fig. 6, p.
291! and were modeled statistically, assuming a uniform dis-
tribution of orientations. The mean target strength~TS! was
taken from data reported by Webster and Brazier~1965, their
Figs. II-6 and II-7!. The transfer function of the bat’s ear was
based on data reported by Wotton~1994! and Wottonet al.
~1995, 1997!.

For computational feasibility, the bat’s call was modeled
as an impulse in time~rather than the bat’s FM sweep! with
a spectral intensity pattern that varied in azimuth and eleva-
tion. These patterns were stored in a table, and the model
interpolated linearly between tabulated points. The ear-
transfer functions were stored similarly in three-dimensional
tables, indexed by azimuth, elevation, and frequency. The
frequency range was from 20 to 80 kHz with an interval of 1
kHz, and the azimuth and elevation were indexed corre-
sponding to 10-deg intervals between270 to 170 deg.

Intercall intervals changed as a function of range and
were estimated from the vocalization data of the calibration
trials. The interval value at long range was 66 ms, and that
figure was used when the target was unlocalized or for azi-
muths and elevations where the model bat was not facing the
target. Otherwise, the scheduling of call emissions was based
on the model bat’s estimate of its range to the target.

The reaction time of the bat was modeled as a constant
100-ms delay between the reception of the sonar return and
the resulting update to the target state and changes to the
model’s behavior. This was chosen as a representative value
for auditory responses in bats~Casseday and Covey, 1996!
and is consistent with the reaction times reported in behav-
ioral studies~Cahlander, McCue, and Webster, 1964; Cahl-
ander and Webster, 1960; Kalko, 1995!. Reaction times of
50-, 200-, and 400-ms were also studied.

4. Sensory processing

Sensory processing was responsible for maintaining the
target state estimate. Range was estimated from the round-
trip acoustic travel time to the target and azimuth from the

intensity difference of the returns in the two ears. This algo-
rithm was designed to produce an accurate range estimate
when the model bat was approaching the target. The time
associated with each measurement was the time of return
receipt, rather than the time the call was reflected by the
target, so that the raw range measurement had to be adjusted
for potential movement of the bat model towards the target
between the call generation and echo detection times. As a
result, when the model bat did not approach the target, the
range estimate had negative bias.

Azimuth was estimated by comparing the measured IID
with a set of standard values. These were produced based on
the response of the model to a set of standard spherical tar-
gets~sized to produce a target strength change of220 dB at
10 cm! arrayed in azimuth at 2-m distance and 0 elevation.
The algorithm for elevation treated the wideband spectral
measurements as vectors in a high-dimensional vector space
~Apostol, 1967, Chap. 12! and computed the elevation esti-
mate by comparing them to a set of standard spectra gener-
ated within the model for the standard targets positioned at 2
m, at 0 azimuth and at 10-deg elevation intervals. The eleva-
tion for the best matching spectrum was used as the elevation
measurement.

The model performed a state update only if the target
was detected in both ears. The algorithm for determining this
integrated the return signal energy in each ear in the fre-
quency range between 25 and 40 kHz and compared that to
an absolute detection threshold. If the target was detected in
a single ear, the model bat turned towards that ear to increase
the target intensity in the other ear. If the target was detected
in both ears, the positional cue measurements were used by
the model to update the target state estimate.

The position and velocity of the target, of the model
bat’s body center of mass, and the model’s estimate of the
target position were stored in Cartesian coordinates, and the
bank angle of the bat was stored in radians. In the sensory
processing function, these were converted into range, azi-
muth, and elevation by translating to the head from the body-
centered coordinates and using the current direction of the
head and the current bank angle to define a head-centered
coordinate system. The inverse transformation was similarly
handled.

Alternative models of head aim behavior were explored
in the model and controlled by an input parameter, with the
bat either facing forward throughout the trial or facing the
target whenever it was localized in the forward hemisphere.

5. Motor planning

The motor planning function maintained a simple
scheme of action based on when the target had been de-
tected, the target location estimate, and the state of the model
bat. The final capture maneuver was handled by having the
model level out and begin straight flight at a range of 0.28 m
from the target during final approach. This distance was
based on experimental data from the calibration trials show-
ing the bat leveling out and extending its tail membrane to
form a pouch to capture the mealworm at about that distance.

Both simple target homing and an anticipatory algorithm
making use of a predictive internal simulation of the capture
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process to control the flight to the target~Rosen, 1985! were
investigated for the motor planning function. The simple tar-
get homing algorithm was similar to that used by Kuc~1994!
and consisted of turning the flight vector of the model bat to
face the target.

The anticipatory algorithm was developed after it was
noted in the calibration trials that the real bat did not simply
home on the target, but often flew past, looped around, and
returned to capture the insect. In this algorithm, if an internal
simulation of the capture predicted that the trajectory gener-
ated by a simple homing strategy would miss the target lo-
cation, additional tactics were implemented. The model first
attempted to tighten its turn by slowing. If that succeeded in
setting up a capture, the model bat would follow a tight
circle into the target, similar to the trajectories seen in some
calibration trials. If that then also failed, the capture attempt
was abandoned, with the model climbing away from the tar-
get and returning for a second attempt.

6. Motor response

The motor response function computed a thrust, lift, and
bank angle to execute the commands provided by motor
planning. Those values were then used to compute the cur-
rent acceleration vector and the rate of change of bank as
input to a Runge–Kutta integrator to update the model state.

A simple flapping-flight model~Rayner, 1979, 1987!
was used to estimate the maximum lift and thrust combina-
tions the real bat could generate at various airspeeds and
angles of attack. This was based on data from Norberg
~1987, 1990! and computed the lift, thrust, and drag of the
model bat flight stroke in 1/240th s increments, assuming
13.5 wingbeats per second~Wilson and Moss, 2001!. Each
wingbeat was modeled in ten equal spanwise increments.
The model bat was assumed to have a mass of 15 g, with a
30-cm wingspan and 0.015-m2 wing area, corresponding to a
slightly retracted wing. Stall angle used was 1/3 radian based
on von Mises~1959!. Velocity at the tip of the wing was 5
m/s. Bat speed was varied from 1.0 to 4.5 m/s and the result-
ing lift, thrust, and drag forces were computed for 0.1-radian
increments of the stroke plane angle from 0.0 to 1.0 radians.
The resulting values were then fitted with a second-order
polynomial approximation (r 250.99) to give an equation
that was used in the model.

Aerodynamic limits~preferred speed and maximum tol-
erated acceleration! were estimated from an aerodynamic
analysis~von Mises, 1959! of the calibration trial data. Be-
havioral data from the calibration trials showed that the bats
could decelerate as quickly as 4 m/s2, which was in excess of
the deceleration that drag alone would produce, so the model
was designed to use reversed thrust to slow.

C. Data analysis

1. Video processing methods

A commercial motion analysis system~Peak Perfor-
mance Technologies Motion Analysis System-Motus! was
used to digitize both camera views using a Miro DC-30 Plus
interface and to calculate the three-dimensional location of
points marked in both camera views. Digitization was to 1/4-

pixel resolution using magnification. The reflective marker
placed on the bat’s head and /or back was marked in each
video frame where visible. The trajectory was extrapolated
when the reflective marker was not visible over a segment of
video frames~e.g., when concealed by a wing!. The marker
spanned several video pixels, and the center of the marker
was estimated by eye and digitized.

The accuracy of the system was within60.5% over the
calibrated volume. The three-dimensional space calibration
frame provided 25 control points for direct linear transforma-
tion ~DLT! calibration. The calibration procedure produced a
mean residual error of 1.0 cm in each coordinate for the 25
control points.

The bat’s velocity was estimated from the difference be-
tween position measurements separated by a time interval of
100 ms, producing a mean error of 0.245 m/s. Acceleration
was estimated by measuring the change between two veloc-
ity estimates separated by a 200-m interval, resulting in a
mean error of 1.73 m/s2.

2. Audio processing methods

The model was calibrated to replicate the bat’s intercall
timing ~onset to onset! as a function of range and orientation
relative to the target. This timing was derived from record-
ings of the bat’s sonar vocalizations processed from three
channels of the Racal Store-4 reel-to-reel recorder. Sounds
were played back at 1/4th the recording speed~7.5 in/s! and
digitized using a National Instruments board~AT-MIO-16-1!
with a sampling rate of 60 kHz per channel, resulting in an
effective sampling rate of 240 kHz per channel. Custom soft-
ware ~LABVIEW ! trimmed the digitized audio data to begin
with the first and end with the last frame of video acquisition
and output files were exported to a digital signal-processing
program~SONA-PC, Waldmann!. Using Sona-PC, a fast Fou-
rier transform~FFT! was performed over 256 points per time
step, with 16–20 points being replaced in each time step and
displayed as time waveforms and spectrograms. The onset
time, duration, and start- and end frequencies of the first
harmonic of the emissions were marked with a cursor on the
display and downloaded to a spreadsheet program~MI-

CROSOFT EXCEL 97!. Audio and video data were then merged
in a single analysis file in order to associate vocal behavior
with bat position at call onset.

3. Statistical analyses and hypothesis testing

Statistical analysis of the modeling runs was performed
using theS-PLUS exploratory analysis tool~Statistical Sci-
ences, 1995!. Measurements were stored in a relational data-
base~MICROSOFT FOXPRO!, with each record containing the
sample values for the independent variables, the specific
group or case being studied, the time of the target capture,
and a ‘‘censoring’’ variable indicating whether the model run
was continued until capture occurred or terminated at 4 s.
For comparative analysis of multiple modeling runs, these
data were used as input for a statistical test consisting of a
combination of the log-rank test and the Peto–Wilcoxon test
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with an estimator approximately distributed as a chi-squared
statistic with one degree of freedom~see Harrington and
Fleming, 1982!.

III. RESULTS

A. Model calibration and validation

1. Calibration

The model was calibrated against the behavior seen in
16 empirical trials selected as representing typical target cap-
ture behavior inE. Fuscus. In these runs, the model bat was
given the same initial state~body position and velocity! as
the real bat and modeled in its approach to the target.~The
initial state was estimated from the position of the bat at the
beginning of the video recording and the velocity estimated
from the positions at the beginning and 100 ms later.! The
model was then calibrated by revising the algorithms of the
model and input parameters incrementally until the observed
behavior was replicated, much as a neural network is trained.
It was then validated against an additional 15 empirical trials
and finally run against a grid of standard spherical targets
positioned at 2 m from the initial position of the model bat.
The probability of capture of the standard targets using an
anticipatory motor planning algorithm is presented in Fig.
1~a!. Capture probabilities of 80% or higher were seen for
initial elevations between 40 and210 deg out to 30 deg
azimuth, and for initial elevations between220 and230
deg out to 20 deg azimuth. Performance using the simple
homing strategy was markedly poorer, with capture prob-

abilities greater than 80% occurring only within a zone that
was within 20 deg of the midline and between110 and210
deg elevation@see Fig. 1~b!#.

2. Sensitivity

The sensitivity of the model to variation in the acoustical
calibration data was investigated~see Table I!. Only replace-
ment of the realistic call pattern with an isotropic pattern~an
unrealistic pattern with the same intensity spectrum at all
azimuths and elevations! produced a statistically significant
difference in the model’s performance at the 5% level, with
the isotropic pattern performing more poorly. The isotropic
pattern eliminated information that could be used to estimate
elevation, so this was unsurprising. Calibration data changes
that did not affect model performance included statistical
smoothing of the ear-transfer function~to smooth away local
features that did not extend over more than 30% of the azi-
muth, elevation, or frequency range!, elimination of target
cross-section fluctuation~so that the target echo amplitude
didn’t flicker!, and elimination of random target spectral in-
tensity variation~which could have affected the elevation
estimation algorithm!.

The model was insensitive to maximum acceleration tol-
erated during maneuvering flight~a standard of 1.49 times
the acceleration of gravity! and to maximum acceleration
tolerated prior to target localization~a standard of 1.33 times
the acceleration of gravity!. It was also insensitive to pre-
ferred speed~3.32 m per second was the standard!. Unreal-
istic performance was seen in turns when the model used
steady-state aerodynamics, and it was also unrealistic when it
used drag for deceleration. The model was realistic when the
model used flapping-flight aerodynamics and reversed thrust
for deceleration.

In those trials with an initially unlocalized target, model
performance was very sensitive to the timing of when the
model bat left its search pattern and began to approach the
target. It was also sensitive to reaction time, detection thresh-
old, and call timing as they affected this. The model perfor-
mance when the reaction time was 200 ms or longer was
particularly poor due to this sensitivity and also possibly due
to lack of control.

Finally, although the exact trajectory produced in each
model run was sensitive to the timing and values of the simu-
lated sensory measurements, so that the choice of random
number seed had a visible effect on the trajectory, the model
wasstatistically insensitive to the choice of random number
seed.

FIG. 1. Capture success fraction for~a! anticipatory and~b! simple homing
strategies in the right frontal half hemisphere both for a grid of target loca-
tions initially 2 m from the model bat, ten samples per position.

TABLE I. Statistical sensitivity of the model to variation in the calibration
data. Thex2 statistic was computed using the log-rank test~Harrington and
Fleming, 1982!; d f—degrees of freedom,p—probability.

Case x2 d f p

Ear-transfer pattern 0.1 1 0.801
Call pattern 3.4 1 0.0345
Target fluctuation 0.2 1 0.653
Target spectral
variation

1.2 1 0.274
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3. Validation

The criterion for successful replication was a capture
time within 25% of the value seen in the behavioral trial
requiring similar tactics. The first criterion was chosen based
on the observed magnitude of the variation in bat velocity in
the calibration trials at standard points—2.86 m/s with a
standard deviation of 0.52 m/s at capture and of 2.70 m/s
with a standard deviation of 0.59 m/s at a point 200 ms
before capture. Limiting the second criterion to a similar
choice of tactics was based on the observation that the tactics
of the model were robust, but the exact trajectory followed
by the model was dependent on the precise timing of the
model’s commitment to attempt capture of the target. The
tactics seen in the calibration trials~produced by two bats!
reappeared in the validation trials~produced by five other
bats! along with some new tactics. Twelve of 15 validation
trials were successfully replicated.

The most commonly observed tactic in the behavioral
trials was a circling maneuver with the bat slowing to
sharpen its turn while remaining near the target, a tactic the
model used when it anticipated that simple homing would
fail. If this tactic also failed, the model was programmed to
abandon the pass and fly out to try again.

A few validation trials with novel tactics showed that the
anticipatory motor planning algorithm generated simpler be-
havior than that actually observed. In one trial the model bat
homed directly on the target in all modeling runs investi-
gated, but the real bat flew above the target and turned and
dove to capture it at the last moment. In other trials, the real
bat delayed its capture of the target by 250–325 ms, usually
by circling around it, while the model bat homed directly at
the target. These trials—viewed in a context where the model
consistently chose more direct flight paths than the real bat,
even when successful—raised the question of whether the
assumptions about the motor reaction time or initial target
localization were in error. This led to a sensitivity study of
these questions~Fig. 2! using a trial that began about 850 ms
before contact. The behavior of the real bat~shown at the
top! was consistent with capture using an anticipatory strat-
egy, first slowing to sharpen its turn to compensate for a
delayed start of 50–100 ms, and then homing on the target.
The next four rows show various modeling runs, with differ-
ent initial conditions~localized or unlocalized target!, motor
planning algorithms~anticipatory or simple homing!, and
motor reaction times~50, 100, 200, and 400 ms!.

In Fig. 2, the observed bat’s behavior was most similar
to the pattern shown in the first row for the model, with
motor reaction times of 50–200 ms. With the 400-ms reac-
tion time, the model bat flew past the target and made a sharp
turn to intercept it. The sharp turn illustrated for this model
run resembled the real bat’s behavior in some insect capture
trials, where it performed a tight climbing turn to do a quick
change of direction. The second and fourth rows show that a
simple full-speed homing strategy initiated immediately after
target localization would have been successful but did not
match the observed trajectory. Since the real bat had prob-
ably localized the target before the start of the video record-
ing, this suggests the bat had notcommittedto the capture at

that point; otherwise, a similar trajectory would have been
expected.

B. Localization cues and capture performance

The model computed range by measuring the echo delay
between call and return time, dividing that by the speed of
sound to estimate the round-trip distance, and adjusting the
estimate to account for the model bat’s motion towards~or
away from! the target between the call emission and echo
return times. This adjustment was designed to minimize the
range error at the point where the model bat initiated its final
capture maneuver~at a range of 0.28 m based on the distance
measured in the calibration trials!, and produced a systemati-
cally negative range error when the bat was not flying to-
wards the target. The error in range varied smoothly with
time for each individual trial, producing recognizable trajec-
tories in the plots. Figure 3~a! shows the model’s range lo-
calization error compared to the actual range for the valida-
tion runs, with anticipatory strategies and 100-ms reaction
time. The mean value of the range localization error over 974
samples in the 15 validation runs was21.3 mm with a stan-
dard deviation of 2.4 mm.

Errors in azimuth were produced by the linear interpo-
lation used to estimate azimuth from the sound intensities in
the two ears. Figure 3~b! shows the model’s azimuth error as
a function of range with a mean value of 0.2 deg and a
standard deviation of 2.2 deg.

The model was designed to use spectral measurements
consisting of 1-kHz narrow-band intensity samples between
20 to 80 kHz from each ear in a match/mismatch process for
estimating elevation. The elevation error had two sources: a
quantization error introduced by the 5-deg interval between
the comparison spectra and any error in the choice of the
best-matching comparison spectrum. Figure 3~c! shows the
model’s elevation error as a function of range with a mean
value of 0.8 deg and a standard deviation of 2.0 deg. As the
model bat neared the target, azimuth and elevation were able
to change more rapidly, and the target was more likely to be
out of the region where localization was most accurate. This
produced higher angular error values when the model bat
was near the target.

When the model used simple homing as its motor plan-
ning algorithm, only using range to schedule the capture ma-
neuver, its overall capture performance was poorer than the
anticipatory model for targets located off-axis. When the
model used anticipatory motor planning, it functioned poorly
if any of the three localization components~range, azimuth,
and elevation! were missing. Azimuth and elevation were
important at all stages of the model’s capture process, and
range was required in those trials with an anticipatory strat-
egy where the model bat maneuvered.

The model was also modified so that the head would
either aim in the direction of flight throughout the run or at
the target once it was localized. In the latter case, the model
bat circling a target would turn its head up to 90 deg toward
the target. This had little effect when the underlying behav-
ioral trial used a simple homing strategy, but when the model
bat had to maneuver, successful interception occurred only
when head aim at the target was enabled.
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IV. DISCUSSION

Webster and Brazier~1965! studied the insect capture
behavior of the echolocating bat,Myotis lucifugus, when pur-
suing moths in foliage. The moths used evasive maneuvers,
changing their direction of flight up to 90 deg in 200 ms. The
speed of the bats’ reaction to the moth maneuvers, while
simultaneously avoiding branches and twigs, suggests a rela-
tively direct translation of sensory data into motor behavior.
The modeling reported here begins to provide some insight
into the important parameters for successful prey intercep-
tion by echolocating bats. In particular, the results of the
modeling suggest that the bat anticipates when and where the

target will be at the point of interception and plans its motor
behavior to position itself in 3D space to capture the prey at
a specified location.

A. Model performance

Using anticipatory motor planning, the model showed
realistic capture performance for initial target positions be-
tween the acoustic axes of the ears~at 630-deg azimuth! and
with initial elevations between210 and140 deg. The mod-
el’s spatial localization performance was about 0.8 cm at 15
cm ~about the distance of a wingtip catch!, which was better
than the 1.5 cm estimated in three dimensions by Webster
and Griffin~1962! and also better than the estimated 1.27 cm

FIG. 2. Sensitivity study of a validation trial seen from above, with the reaction time and motor planning algorithm being varied. The columns show model
runs with reaction times of 50, 100, 200, and 400 ms. The rows show the model bat approaching targets that were at an unknown~unlocalized! or known
~localized! location at the beginning of the run, and with an anticipatory or a simple homing algorithm. Coordinates are in meters. Target location is shown
by a box; bat trajectory by the line and the arrow shows direction of flight.
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required for a wingtip catch reported by Webster and Brazier
~1965!. Standard deviations of localization accuracy were es-
timated to be 2.4 mm for range, 2.0 deg for azimuth, and 2.2
deg for elevation. The azimuthal localization performance
was comparable with the 1.5-deg threshold for discriminat-
ing the azimuthal separations of thin rods, reported by Sim-
monset al. ~1983! and was somewhat better than the 3.0 deg
estimated for elevation by Lawrence and Simmons~1982!.
On the other hand, the model had markedly better perfor-
mance than the minimum audible angle of about 14 deg re-
ported in Koayet al. ~1998! for passive localization in azi-
muth, which corresponds to about 3.5–4 cm at a 15-cm
range, too large for the wingtip catch thatE. fuscusis some-
times seen to make. Clearly the task demands of passive

localization are distinct from those of active echolocation,
which may explain the very different behavioral estimates of
localization performance.

Figure 1 shows that the model failed to capture targets
when they were outside a zone defined by the acoustic axes
of the ears and the upper half of the frontal hemisphere when
the model bat was initially facing forward. This is interest-
ing, given the high capture rate observed in the laboratory
insect capture experiments, and evidence from laboratory
and field studies that vespertilionid bats use a search cone
150–180 deg wide~Griffin, Webster, and Michael, 1960;
Kalko, 1995!. The general pattern of tactics used by the
model in its successfulcaptures—simple homing at full
speed for near-zero elevations, slower homing captures
above that, and multiple target passes at very high and low
elevations as the model anticipated that the first pass would
fail—showed no sensitivity to initial target azimuth. This
suggests that the poor model performance seen at large azi-
muths was not due to failure to select the correct tactics, but
instead might be attributed to the model bat’s failure to lo-
calize the target adequately.

This model performance is consistent with acoustic stud-
ies of the combined directional characteristics of the bat’s
sonar emission and receiver reported in Wotton, Jenison, and
Hartley~1997!, and suggests that the head ofE. fuscuswould
shadow low-elevation targets from both ears and that inter-
aural intensity differences~IIDs! should also be ambiguous
at azimuths outside the acoustic axes of the two ears. Since
this bat species can capture targets with about 90% reliability
in behavioral trials and often uses ‘‘pouncing’’ tactics to cap-
ture targets from above, the modeling is incomplete in how it
handles localization. To deal with the problem of shadowing
low-elevation targets,E. fuscusmay face slightly downward
or use scanning motions to cover the lower half of the frontal
hemisphere. Recordings of echolocation calls produced byE.
fuscusin the field reveal alternations in signal intensity are
consistent with the proposed head-scanning behavior by bats
~Surlykke and Moss, 2000!.

To localize targets at large azimuths,E. fuscusmay use
interaural time differences~Simmonset al., 1995!, to supple-
ment intensity differences. There may also be cues hidden in
the intensity spectrum, given the evidence that intensity and
time differences trade off~Pollak, 1988!. Alternatively, these
bats may simply maneuver to bring candidate targets into the
zone where they can be localized. These ideas will be ex-
plored in future modeling.

The model was used to investigate why the FM bat aims
its head at the target with an estimated accuracy of about65
deg ~M. lucifugus in Webster and Brazier, 1965!. As noted
above, the localization performance of the model was best
when the target was initially between the two ears and above
the region shadowed for both ears. This is a 60- to 80-deg
cone forward of the bat, and the behavioral trial data indicate
that the bat frequently captured a target using maneuvers that
would take it outside that forward cone if the bat did not aim
its head at the target. The trajectories followed by the bats in
the behavioral trials appear to be consistent with a body ori-
entation that would allow them to keep the target in that cone
with less than 90 deg of head rotation.

FIG. 3. ~a! Range;~b! azimuth; and~c! elevation localization performance
of the model during the validation runs. Each dot represents the error asso-
ciated with a single call, plotted against range. There were 974 samples from
15 validation runs using anticipatory planning and 100-ms reaction time.
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B. Comparison with other models

Kuc’s ~1994! model attempted to reduce to zero an el-
evation error signal at the two ears that was estimated as a
linear combination of the target intensity in the fundamental
and the overtone. The model presented here was initially
designed to use that approach, but the complex pattern of
biologically realistic target echoes was incompatible with the
use of linear interpolation in this task. The model was there-
fore redesigned to compare simulated wideband spectral in-
tensity measurements~taken every 1 kHz between 20 and 80
kHz in each ear! to calibrated standard spectra to find a near-
est match. The elevation for the best-matching comparison
spectrum was then used as the estimate of the elevation of
the target. This approach is likely to be a simplified repre-
sentation of the biological processing since it uses an im-
pulse rather than an FM sweep as input, but it avoids having
to explicitly identify an elevation-dependent notch~as dis-
cussed in Wottenet al., 1996!, and allows other elevation-
dependent spectral cues to be used as well. This approach
was successful in the model, but a realistic representation of
what occurs in sonar localization by FM bats would require a
fast match/mismatch in auditory processing. The modeling
runs also suggest that a general change in shape of the inten-
sity spectrum with elevation, rather than specific detection of
a spectral notch, may be a robust elevation cue, since it
would make more use of the information in the echo. The
model showed how this approach might be calibrated to the
environment, adapting to the humidity~Hartley, 1989! and
the bat’s current call pattern~Hartley and Suthers, 1989!,
which Griffin ~1958, p. 184! notes can vary a great deal~see
also Surlykke and Moss, 2000!.

Both Masters~1988! and Kuc ~1994! used simplified
aerodynamics in their models. Masters assumed a fixed mini-
mum turning radius and a fixed velocity of 5 m/s. Kuc as-
sumed a fixed velocity of 3 m/s, no banking, and unlimited
turn rate. Both sets of assumptions are inconsistent with the
behavioral data, and produce flight trajectories that differ
from those calculated from high-speed video recordings of
insect captures by echolocating bats. Although the present
model continues to use simplified aerodynamics, the banking
and maneuvering it simulates interact with acoustics and mo-
tor planning in complex ways, for example, showing that
target tracking requires an accurate estimate of the bat’s own
state, including bank, yaw, and pitch. Planning the target
capture also needs this state estimate, since the bat’s speed
controls how quickly it can turn and what regions of the
space around it can be easily accessed in an attempt to inter-
cept the target. This suggests that further work in flight aero-
dynamics would provide valuable insight into the sensorimo-
tor process underlying target capture by bats.

C. Target capture behavior

Finally, the present model shows that three-dimensional
target localization is necessary to replicate the full set of
insect capture behaviors exhibited by the echolocating FM
bat. For simple homing strategies, range was not needed to
produce the trajectories seen in the behavioral trials, but was
still required to deploy the bat’s tail membrane in the final

capture maneuver at the appropriate time. Azimuth and el-
evation were needed for all trials, which is not surprising,
given that flight maneuvers cause the bat to bank, translating
azimuth to elevation and elevation to azimuth.

The behavior seen in the experimental trials fell into
three primary categories: captures using a simple homing
strategy, delayed captures~where the bat circled or flew past
the target before turning for the capture!, and two-pass ma-
neuvers to gain a position from which a simple homing cap-
ture could then be staged. Similar tactics were previously
noted by Griffinet al. ~1960!, Webster and Brazier~1965!,
Miller and Olesen~1979!, Miller ~1984!, Kick and Simmons
~1984!, Schnitzleret al. ~1988!, and Kalko ~1995!, but the
modeling of those trials now confirms that aerodynamics and
acoustics constrain the bat by limiting the points in nearby
space that it can easily fly to or sample using echolocation.
Selection of the most direct path to target capture does not
seem to be a central factor driving the bat’s behavior. The
real bats rarely homed along a fast straight trajectory to the
target, preferring slower homing trajectories that curved into
the target, and sometimes deferred a direct capture. This has
also been seen in the field and possibly reflects a strategy to
maximize capture success in view of the erratic and evasive
flight behavior of some insect prey~Kalko, 1995; Surlykke,
1988!.

Some of the maneuvers seen in the experimental trials
can now be understood as implementing a simple plan to
gain a position above and aiming at the target, from which a
homing capture can be attempted. Other trials suggest that
the bat localized the target before committing to capture it.
Execution of many of these plans appears to involve antici-
patory control, since they often required starting a maneuver
at some specific position relative to an already localized tar-
get.

A likely explanation of some of these delayed captures is
that the bat was carefully positioning itself in 3D space to
maximize its probability of successful target capture. The
capture maneuver involves tight coordination of the timing
of the distance-dependent vocalization patterns and position-
ing of the tail or wing membrane with respect to the insect to
successfully intercept the prey. The bat may need to ap-
proach the insect from a specific direction and with specific
timing to perform this maneuver successfully, especially if
the target is moving. Different behavior may be seen when
the insect is free to evade the bat, and new experiments in the
lab will provide insight into this area. Studies combining
sensorimotor modeling with behavioral experiments using
moving targets are underway to illuminate these questions.

The two motor planning algorithms investigated were
not fully satisfactory. Simple homing was effective in only
part of the forward hemisphere and could not handle targets
to the side that were closer than the turn radius of the bat.
The anticipatory motor planning algorithm used tended to
produce sharper turns than those observed in the behavioral
trials and resulted in straight rather than curved trajectories
toward the insect. A third algorithm~‘‘adaptable homing’’! is
now being explored. This estimates the maximum speed the
model bat would have to fly to be able to pass through the
target location using homing guidance, then adjusts to that
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speed by climbing and using reverse thrust. This is expected
to improve the performance of the model in future studies.

V. CONCLUSIONS

This new sensorimotor model melds a small repertoire
of motor tactics with biologically realistic acoustics and
aerodynamics to replicate the echolocating FM bat’s target
capture behavior from experimental trials. Kuc~1994! had
proposed his model as a ‘‘small step toward understanding
the power of acoustic information processing employed in
nature.’’ Using Kuc’s work as a starting point and taking the
next step of adding biological realism in selected areas, this
model has shown how the elevation span for capture can be
increased from 20 to 50 deg, while maintaining the same
azimuthal cone. Kuc’s homing model, lacking memory and
using only azimuth and elevation signals to collide with the
target, did not fully model how bats capture insects. The
present model incorporates the use of distance information,
which is required for the bat to accurately time its range-
dependent vocal production patterns and to position itself at
the point of intercept to collect~not collide with! the prey
item.

A model using a small number of narrow-band intensity
samples from each ear to estimate elevation, such as that
employed by Kuc~1994!, encounters difficulties when pre-
sented with echoes with realistic intensity spectra. A model
that collects a spectral intensity sample over a wide band
seems to be robust against noise and performs well for tar-
gets within a 60-to-80-deg cone in front of the bat.

Realistic aerodynamics constrains the bat’s behavior
more than was suggested in Kuc’s~1994! and Masters’s
~1988! models. The bat has to bank to turn and is limited in
the maximum accelerations that it can generate, often forcing
it to maneuver to perform the target capture. Further research
into the aerodynamics of echolocating bats, such asE. fus-
cus, in maneuvering flight will be valuable for understanding
the role of aerodynamic constraints in defining target capture
behavior.

Rapid target capture does not appear to be the preferred
strategy for the bat. There is evidence that the bat does not
commit immediately to target capture, instead delaying cap-
ture beyond the time simply required to maneuver to a col-
lision with the target. The purpose of those delays is unclear,
but may include target classification or maneuvers to maxi-
mize the success of target capture with a potentially long
response latency. The good performance of the model with a
reaction time of 100 ms suggests that anticipatory planning
of tightly timed behaviors can compensate for the delay be-
tween receipt of the sensory stimulus and the corresponding
motor response.

The demonstration that the model can capture targets
over a wide range of elevations and azimuths, despite a re-
action time of 100 ms or more, also shows that target capture
algorithms need not have millisecond responsiveness. Tim-
ing seems to be important when maneuvers have to be initi-
ated, but with accurate 3D localization of a stationary target,
those maneuvers can be scheduled hundreds of milliseconds
in advance of their execution. Capture of evading insects is
likely to be more difficult for the bat, but once the insect

commits to an escape maneuver, it limits its future ability to
turn or accelerate, so that a good prediction of the insect’s
motion path would still allow the bat to schedule maneuvers
in advance. Hence, an accurate representation of the environ-
ment that takes into account the constraints on the behavior
of the objects being modeled may allow the most economical
control of behavior, whether the system is concerned with
making or avoiding contact with objects.
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Comment on ‘‘Free vibration analysis of laminated piezoceramic
hollow spheres’’ [J. Acoust. Soc. Am. 109, 41 (2001)]

George R. Buchanana) and Guillermo R. Ramirez
Department of Civil and Environmental Engineering, Tennessee Technological University, Cookeville,
Tennessee 38505

~Received 19 February 2001; revised 5 April 2001; accepted 13 April 2001!

In a recent article, Chen@J. Acoust. Soc. Am.109, 41–50~2001!# presented a three-dimensional
analysis for piezoelectric hollow thick spheres. Results were presented for several configurations for
shells of layered piezoelectric materials. The elastic material constants for PZT-4 that were used in
the paper were in error and this letter is an attempt to justify and offer suggestions that can preserve
the value of the analysis. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1379082#

PACS numbers: 43.20.Bi, 43.20.Ks@CBB#

The author1 is to be commended for the detailed math-
ematical analysis and subsequent numerical results. The pub-
lication of frequencies of vibration for piezoelectric spheres
is timely and welcome. In fact, it was anticipated that results
reported in the paper could be used to verify a finite-element
analysis that is currently being developed for piezoelectric
thick-shell vibration.

The author was obviously unaware that some of the pi-
ezoelectric constants for PZT-4 are in error. The error can be

traced to his Ref. 45.1 Tang and Xu2 took their data from
Dieulesaint and Royer3 and evidently copied the wrong data
from Table 4.7,3 page 151. The values forc13, c33, andc44

that were recorded by Tang and Xu2 correspond to beryllium
that are in the line above PZT-4 of Table 4.7.3 It follows that
the majority of the frequency results given in the paper will
not correspond to a real material. However, the results can be
useful to verify numerical studies.

The results given in Chen’s Table I,1 as well as a com-

TABLE I. Finite-element frequenciesV for a transversely isotropic shell compared with Table I of Ref. 1.

Mode 1 2 3 4 5 6 7 8

Frequency of the first class
Table I
~Ref. 1!

2.392 3.556 3.697 ¯ 4.873 5.997 ¯ ¯

FE 2.392 3.556 3.698 4.695 4.880 5.985 6.017 6.524

Frequency of the second class
Table I
~Ref. 1!

1.782 2.496 3.104 3.393 3.673 ¯ ¯ ¯ 5.151a

FE 1.783 2.502 3.120 3.394 3.707 4.089 4.280 4.617 5.152a

aThe frequency corresponding ton50 in Table I1 is the 11th frequency when taken in numerical ascending order.

TABLE II. Finite-element frequenciesV for a transversely isotropic shell using the elastic constants for PZT-4~nonpiezoelectric!.

Mode 1 2 3 4 5 6 7 8

First class 1.329 2.079 2.759 2.409 3.409 3.556 3.930 4.046
Second class 1.047 1.680 2.147 2.213 2.331 2.683 2.971 3.420

a!Electronic mail: gbuchanan@tntech.edu
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panion paper,4 for a homogeneous transversely isotropic
sphere were verified using a finite-element analysis. Subse-
quently, the frequencies given in his Table II1 using only the
elastic constants were verified using the incorrect elastic con-
stants. The correct elastic constants,c115c22513.9, c33

511.5, c1257.8, c135c2357.4, c445c5552.56, and c66

53.06 multiplied by (1010N/m2), were used to compute the
first few frequencies of the first and second kind. The finite-
element results are given in our Tables I and II. The accuracy
of the finite-element analysis is demonstrated in Table I by
comparing with Chen’s Table I.1 The order in which the
frequencies are computed using a finite-element solution will
differ from the separation of variables solution technique. All
frequencies, beginning with the lowest, are found when us-
ing the finite-element formulation. The first and second kinds
of spherical motion can be separated, if desirable, by control-
ling the boundary conditions. Frequencies corresponding to
Chen’s Table II,1 PZT-4~E!, are given in our Table II using

the elastic constants given above. Table II shows that the
error caused by using the incorrect elastic constants is sig-
nificant.

A definitive presentation of the finite-element analysis
for thick piezoelectric spherical shells is planned for publi-
cation. The basic element and results for homogeneous iso-
tropic thick shells has been submitted for possible
publication.5

1W. Q. Chen, ‘‘Free vibration analysis of laminated piezoceramic hollow
spheres,’’ J. Acoust. Soc. Am.109, 41–50~2001!.

2Y. Y. Tang and K. Xu, ‘‘Exact solutions of piezoelectric materials with
moving screw and edge dislocation,’’ Int. J. Eng. Sci.32, 1579–1591
~1994!.

3E. Dieulesaint and D. Royer,Elastic Waves in Solids~Wiley, New York,
1980!.

4W. Q. Chen and H. J. Ding, ‘‘Free vibration of multilayered spherically
isotropic hollow spheres,’’ Int. J. Mech. Sci.43, 667–680~2001!.

5G. R. Buchanan and B. S. Rich, ‘‘Effect of boundary conditions on free
vibration of thick spherical shells,’’ J. Vib. Control~submitted!.
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Reply to ‘‘Comment on ‘Free vibration analysis of laminated
piezoceramic hollow spheres [J. Acoust. Soc. Am. 109, 41 (2001)]’ ’’

W. Q. Chena)

Department of Civil Engineering, Zhejiang University, Hangzhou 310027, People’s Republic of China

~Received 19 March 2001; accepted for publication 13 April 2001!

We reply to the preceding Comment. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1379083#

PACS numbers: 43.20.Bi, 43.20.Ks@CBB#

I am very grateful to Professor G. R. Buchanan and
Professor G. R. Ramirez for their helpful comment1 on my
paper.2 The three incorrect elastic constants that were di-
rectly cited from Tang and Xu3 have not been carefully
checked because I could not find the book of Dieulesaint and
Royer4 in the library of our university. Thus, when my paper
was written and even before I read the comment,1 I was
completely unaware that some of the piezoelectric constants
for PZT-4 are in error, as Professor G. R. Buchanan and
Professor G. R. Ramirez pointed out in their Comment.1

The analytical method developed in my paper2 is of
particular value because it can be used as a benchmark to
clarify various two-dimensional shell theories or numerical
methods. It is also verified by Buchanan and Ramirez using
the finite-element method.1

Finally, it should be noted here that in my paper only the
lowest natural frequency for each mode is given, while
Buchanan and Ramirez1 give the natural frequencies begin-
ning with the lowest. In other words, some natural frequen-
cies given by Buchanan and Ramirez1 may correspond to the
same mode numbern.

1G. R. Buchanan and G. R. Ramirez, ‘‘Comment on ‘Free vibration analy-
sis of laminated piezoceramic hollow spheres,’ ’’ J. Acoust. Soc. Am.110,
1188–1189~2001!.

2W. Q. Chen, ‘‘Free vibration analysis of laminated piezoceramic hollow
spheres,’’ J. Acoust. Soc. Am.109, 41–50~2001!.

3Y. Y. Tang and K. Xu, ‘‘Exact solutions of piezoelectric materials with
moving screw and edge dislocation,’’ Int. J. Eng. Sci.32, 1579–1591
~1994!.

4E. Dieulesaint and D. Royer,Elastic Waves in Solids~Wiley, New York,
1980!.a!Electronic mail: caijb@ccea.zju.edu.cn
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On reducing vibration transmission in a two-dimensional
cantilever truss structure using geometric optimization
and active vibration control techniques

D. K. Anthony and S. J. Elliott
Institute of Sound and Vibration Research, University of Southampton, Southampton SO17 1BJ,
United Kingdom

~Received 8 May 2000; accepted for publication 12 April 2001!

Four optimization strategies were used to improve the average vibration isolation between the base
and the end of a 10-m long two-dimensional~2D! cantilever truss structure. These were
combinations of optimizing the structure geometry and the application of active vibration control
~AVC! with optimal actuator positions. A power distribution analysis to investigate the mechanisms
by which each strategy achieves reductions in the vibration transmission is reported. The trade-off
is also explored between the freedom allowed in the size of the geometric changes and the number
of actuators used in an AVC system to achieve a given level of vibration attenuation. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1381022#

PACS numbers: 43.40.Vn, 43.40.Tm, 43.40.Cw@PJR#

I. INTRODUCTION

Lightweight truss structures are commonly used in the
aerospace industry, and there is considerable interest in the
vibration transmission properties of such structures when ex-
cited by either acoustic or vibrational sources over frequency
bandwidths of a few tens of hertz to tens of kilohertz.1 The
authors recently reported the optimization of a truss structure
to minimize the average broadband vibration transmission
using~i! the optimization of the structure geometry,2 ~ii ! the
application of active vibration control~AVC! with optimal
actuator placement,3 and ~ii ! the combined use of both
strategies.4 The consideration of robust optimization, which
was an additional common theme in these references, is not
reported here. The results pertinent to this letter are first
briefly summarized in Secs. II, III, and IV. Then, a power
analysis of the mechanisms by which the optimization has
achieved its aim is reported, and last, the trade-off between
geometric optimization and the use of AVC is demonstrated.

The specific aim of the optimization study was to mini-
mize the average vibration transmission from the base to the
end of a structure, whose unoptimized geometry is shown in
Fig. 1~a!, over the frequency range 150–250 Hz, realized in
21 frequency steps. The base excitation was modeled as a
transverse force applied at midlength to the beam with ends
at ~0,0! and ~0,1!, and the reduction in vibration was mea-
sured at the beam with ends at~10,0! and ~10,1! ~subse-
quently denoted the end beam!. The vibration of the end
beam was quantified by the average vibrational energy level
that arises due to the balance of energy supplied to the beam
and the energy dissipated due the beam vibration~by virtue
of beam damping!. For simplicity, the presence of an AVC
actuator on a structure beam was not considered to change its
mechanical properties.

II. OPTIMAL ACTIVE VIBRATION CONTROL

One optimization strategy is to apply feedforward active
control of vibration~AVC! to the original structure geometry,
using double-acting axial actuators. Feedforward AVC can be

used for the reduction of vibration in the low- and mid-
frequency regions, provided a suitable reference signal
exists.5 The optimization task is to find the actuator positions
that achieve the best average vibration reductions over the
frequency band considered. Systems using one, two, and
three actuators were considered, resulting in 39, 741, and
9139 possible actuator positions combinations, respectively
~the end beam cannot accommodate an actuator!. It is fea-
sible to computationally evaluate all these actuator combina-
tions, and thus, in this case, an exhaustive search offers the
best optimization technique. Figure 1 shows the optimum
positions for two actuators on the unoptimized structure ge-
ometry, which achieves a frequency-averaged attenuation of
31.1 dB. The attenuation at the individually controlled fre-
quencies is also shown. The average values of attenuation
achieved across the ten best-ranking actuator positions using
one, two, and three actuators are shown in Table I as AVC~1!,
AVC~2!, and AVC~3!. The total control effort required by
each control system is the sum of the squared moduli of the
actuator forces at each frequency, and provides an indication
of the electrical power required to drive an AVC system. It is
shown normalized to the total control effort of primary
input.3

III. GEOMETRIC OPTIMIZATION

An alternative optimization strategy is to redesign the
geometry of the structure in order to inherently achieve a
better performance. This was considered for the structure by
allowing the midspan joints a freedom of60.25 m. This
optimization is fully described in Ref. 2, and the results dis-
cussed here refer to the broadband results in this reference,
where the average energy level was evaluated over a band-
width from 150 to 250 Hz.

The geometric redesign is a multimodal, highly combi-
natorial optimization problem that is often accomplished us-
ing so-called natural algorithms, such as Genetic algorithms.6

These were used to solve this highly combinatorial optimi-
zation problem. The 36 joint coordinates were coded into
binary string chromosomes, and optimized structure designs
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were taken to be the best solutions occurring after 15 gen-
erations, each of 300 chromosomes. Due to the stochastic
nature of the algorithm, different optimized structures were
produced using different initial random number seeds for the
algorithm. In this study ten such structures were generated.
All ten structures had different geometries but showed a
similar level of performance. Figure 2 shows the best struc-
ture produced by such an optimization, and the changes in
energy level in the end beam against frequency before and
after optimization. The frequency-averaged reduction in the
vibrational energy is 33.3 dB, which is similar to the attenu-
ation achieved for AVC~2!, as shown in Table I. Despite its
irregular geometry, the structure is relatively easy to con-
struct using modern methods and useful reductions in aver-
age vibrational energy have been obtained, by over a factor

of 1000, using only geometric redesign. It provides an alter-
nativepassivesolution to AVC, which does not suffer a sig-
nificant reduction in static strength.7

IV. OPTIMAL COMBINED STRATEGIES

A sensible progression from the two individual optimi-
zation strategies reported in the previous sections is to com-
bine them. The optimization of both the geometry and the
AVC actuator positions have been previously reported for
these frequencies in similar types of structures.8–10 Refer-
ence 10 uses the addition of extra damping to a number of
structural beams instead of geometric adjustment. The two
combined strategies used were~i! to apply AVC with opti-
mally placed actuator positions to structures whose geom-
etries had previously been optimized~passive-then-active
optimization, PTA!, and~ii ! to optimize the structure geom-
etry and actuator positions simultaneously~combined opti-
mization, CO!.

Figure 3 shows the structure that resulted from the PTA
optimization strategy; using an exhaustive search to locate
the best two-actuator positions on the structure that had pre-
viously been geometrically optimized~shown in Fig. 2!. ~In
fact, a slightly better overall performance was achieved using
this strategy with another of the ten geometrically optimized
structures discussed in Sec. III.! The energy levels in the end
beam at the individual frequencies for which the AVC are
applied are also shown in Fig. 3. The average overall attenu-
ation for the ten structures, the average attenuation achieved
due to the previous geometric optimization and due to the
AVC, using one and two actuators, are shown in Table I as
PTA~1! and PTA~2!. For a two-actuator AVC system it is
seen that the average attenuation achieved by geometric op-
timization and AVC is almost the same. The average attenu-

FIG. 1. Truss structure with unoptimized geometry.~a! Optimum actuator
positions,~b! energy level of the end beam against frequency without AVC
~—!, with AVC at frequencies shown –3–3–.

FIG. 2. Geometrically optimized truss structure.~a! Optimized geometry,
~b! energy level of the end beam against frequency before optimization
~—!, after optimization~–––!. The objective function is the average value
of the frequency region denoted –s–s–.

TABLE I. Summary of results for the average performance and control
effort for the structures resulting from all the optimization strategies consid-
ered. Optimization type key: Geometric, geometric optimization only; AVC,
active vibration control only; PTA, passive-then-active optimization strat-
egy; CO, combined optimization strategy.

Optimization
type

~No. actuators!

Geometric
attenuation
contribution

~dB!

AVC attenuation
contribution

~dB!

Overall
attenuation

~dB!

AVC total
control effort
~normalized!

Geometric 32.6 ¯ 32.6 ¯

AVC ~1! ¯ 9.2 9.2 350
AVC ~2! ¯ 27.7 27.7 1400
AVC ~3! ¯ 45.9 45.9 2900
PTA ~1! 32.6 11.2 43.2a 7.4
PTA ~2! 32.6 32.2 63.6a 9.6
CO ~1! 21.0 27.5 48.7a 4.3
CO ~2! 16.7 60.3 78.4a 29

aAs a consequence of the logarithmic scaling, the addition of the two aver-
age components of the overall attenuation does not result in the average
overall attenuation.

1192 J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 D. K. Anthony and S. J. Elliott: Letters to the Editor



ation in the vibration of the end beam using the AVC system
on a geometrically optimized structure is of a similar level as
that using the unoptimized structure. It is interesting to note
that the overall attenuation is approximately equal to the sum
of the values of attenuation achieved by optimizing the struc-
ture’s geometry, and the application of AVC to the unopti-
mized structure.

The CO~combined optimization! strategy uses the same
genetic algorithm optimization employed for the geometric
redesign detailed in Sec. III. Again, a chromosome was used
to represent the structure geometry, but extended to addition-
ally represent the actuator positions. Ten such structures were
designed, with AVC using one and two actuators. The best
structure using two actuators is shown in Fig. 4 along with
the energy level in the end beam against frequency, with the
AVC system operational and nonoperational. The overall
AVC attenuation is in excess of 60 dB and, in practice, is
likely to be limited due to system noise. The average results
across the ten best structures with one and two actuators are
shown as CO~1! and CO~2! in Table I. Comparing the
amount of reduction achieved by the geometrically opti-
mized structure in Table I, a smaller geometric contribution
is seen for the structures using the CO strategy. However,
with the CO strategy, far greater reductions are achieved per
actuator. It is also apparent from Table I that an AVC system
is more efficient when applied to a structure which has also
undergone geometric optimization, as the values of total con-
trol effort for both the average PTA optimization and the CO
strategies are significantly less than for the average perfor-
mance of the AVC strategy.11 This is true either on a per-
actuator or per-dB attenuation basis.

V. ANALYSIS OF POWER WITHIN OPTIMIZED
STRUCTURES

The mechanisms by which the reductions in the energy
level in the end beam have been achieved have been inves-
tigated by analyzing the energy flow~i.e., power! within the
structure. Table II shows the change in input power~due to
the change in the mechanical impedance presented to the
input force! and the change in the distribution of the power
dissipated within the structure between the end beam and the
remainder of the structure. The power supplied or dissipated
by the actuators, where applicable, were not significant com-
pared with the components given and are ignored here for
simplicity. For geometric optimization, the reduction in the
energy level of the end beam has been achieved by a 10 dB
reduction in the input power, but also by a 22 dB reduction in
power redistribution. For the AVC system, the reductions are

FIG. 3. Geometrically optimized truss structure from Fig. 2.~a! Optimum
actuator positions;~b! energy level of the end beam against frequency: be-
fore optimization~—!; after optimization outside the objective function fre-
quency range~–––!; value of objective function without AVC, –s–s–;
with AVC, –3–3–.

FIG. 4. Truss structure optimized using combined optimization strategy,
CO. ~a! Optimum geometry and actuator positions;~b! energy level of the
end beam against frequency: before optimization~—!; after optimization
outside the objective function frequency range~–––!; value of objective
function without AVC, –s–s–; with AVC, –3–3–.

TABLE II. Average power components of optimised structures, with and
without AVC operational. Passive beams are those not containing an actua-
tor. ~Optimization type key the same as for Table I.!

Optimization
type

~No. actuators!

Primary input
power reduction

~dB!

Power redistribution
between passive beams
and the end beam~dB!

w/o AVC with AVC w/o AVC with AVC

Geometric 10.7 ¯ 22.3 ¯

AVC ~1! ¯ 0.6 ¯ 9.6
AVC ~2! ¯ 0.9 ¯ 28.0
AVC ~3! ¯ 1.0 ¯ 46.4
PTA ~1! 10.7 10.7 22.3 32.9
PTA ~2! 10.7 10.5 22.3 53.9
CO ~1! 9.7 9.8 14.4 39.5
CO ~2! 10.0 10.4 8.5 69.9
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seen to be chiefly from the power redistribution, with little
effect on the input power. For the PTA optimization strategy,
the application of AVC augments the gain achieved by redis-
tribution of the preceding geometric optimization, but has no
further effect on the reduction in input power. For the CO
strategy, similar levels of reduction in input power are
achieved as with the geometric optimization, however, a
smaller level of power redistribution due to the geometry
alone results. The CO strategy produces the most effective
use of the AVC, as when operational the largest additional
power redistribution results.

Thus, in general, geometric optimization works by re-
ducing the input power to the structure, and also a varying
degree of power redistribution. The application of optimal
AVC in each case enhances the power redistribution, but is
most effective when optimized simultaneously with the
structure geometry. Fuller details are given in Ref. 7, where a
study of the power in the individual beams is also given. For
three optimally placed actuators, a strategy of blocking the
flow of energy down the structure is clearly seen, suggesting
that these solutions would be more robust to changes in me-
chanical impedance at the end beam~due to a change in the
mass of the load, for example!.

VI. TRADE-OFF BETWEEN PASSIVE AND ACTIVE
METHODS

It is clear that more than one strategy may be used to
provide similar reductions in vibration. When optimizing the
geometry, allowing a greater freedom in the possible move-
ment of the joint is expected to affect the attenuation in the
vibration level achievable. Likewise, increasing the number
of optimally placed actuators in an AVC system is expected
to increase the attenuation achievable. This hypothesis was
considered for the attenuation achievable using solely geo-
metric redesign, and also the subsequent application of AVC
using optimally placed actuator positions~the PTA strategy!.
The results are presented in Fig. 5, which shows the average

overall attenuation achievable over ten structures optimized
to reduce vibration in the end beam with different limits on
the extent in the variation in the joint coordinates, initially
using geometric redesign. The performance is then shown
when subsequently applying AVC using one, two, and three
optimally placed actuators. The additional attenuation pro-
vided by the AVC systems is, again, not significantly affected
by the geometric optimization and so, to a first approxima-
tion, the two values of attenuation can simply be added. The
levelling out of the attenuation as the joint coordinate limits
increase indicates that not much more attenuation would re-
sult if these limits were increased~although to avoid joint-
beam contact, greater freedom is not possible in this case!.

Thus, to achieve a value of attenuation in the frequency-
averaged vibration reduction of about 30 dB, three options
are possible:~i! geometric redesign with a maximum joint
coordinate freedom of about60.2 m,~ii ! geometric redesign
of the geometry with a freedom of60.1 m and the applica-
tion of AVC with one optimally placed actuator, and~iii ! the
application of two optimally placed AVC actuators on an
unoptimized structure. A trade-off thus exists between pas-
sive ~geometric redesign! and active ~AVC! optimization
techniques.
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Acoustic crosstalk cancellation systems create a virtual audio environment by using loudspeakers to
deliver appropriate binaural signals to the listener. Typically, the system is designed to equalize the
direct-path transfer functions between the loudspeakers and the ears. In this paper statistical room
acoustics is used to derive a closed-form expression that predicts the performance of such a system
when used in a reverberant environment, and the expression is verified through simulations. The
results of this paper enable designers to undertake a preliminary analysis of how well a given
crosstalk cancellation system will perform in a reverberant environment, without resorting to
time-consuming measurements or image-model simulations. ©2001 Acoustical Society of
America.
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I. INTRODUCTION

The aim of a crosstalk cancellation system~CCS! is to
equalize the transfer functions~TFs! from one or more loud-
speakers to a listener’s ears, thereby providing the listener
with an accurate binaural image of a virtual acoustic envi-
ronment. A CCS is typically designed by assuming a model
for the TFs with the head in a nominal position. It has been
shown that robustness of the CCS to movement of the lis-
tener from the assumed design position is critically depen-
dent on the loudspeaker geometry.1,2

Since most virtual audio systems will be used in rever-
berant rooms, it is important to also consider the effect that
reverberation plays on the system performance. Although the
CCS could theoretically be designed to equalize the com-
plete reverberant-path TFs from loudspeakers to ears, this
would require exact knowledge~or very accurate modeling!
of these reverberant TFs. It has recently been shown that
equalization in a reverberant environment is extremely
nonrobust,3 so it is reasonable to assume that any practical
CCS system will be designed to equalize only the direct-path
TFs.

In this paper, we determine the performance that can be
expected in a reverberant environment for a CCS that only
equalizes the direct-path TFs. A statistical approach is used
to derive results for the mean-square ear response that one
could expect to achieve in a reverberant room. The utility of
these results is that a designer can quickly undertake a pre-
liminary analysis of how well a CCS system will perform
when used in a particular environment~e.g., in a room with a
certain size and reverberation time!. Different schemes~say,
with different loudspeaker geometries! can also be compared
without requiring multiple time-consuming measurements or
image-model simulations.

II. NOTATION AND PRELIMINARIES

Consider a room with volumeV, total wall surface area
S, and an average absorption coefficient ofa ~defined as the

ratio of the intensity of sound pressure absorbed by a wall
surface to the intensity incident on the surface!. The sound
field at any point in the room can be considered as the su-
perposition of an infinite number of plane waves arriving
from all propagation directions.4 This diffuse model of the
reverberant sound field becomes valid above the Schroeder
frequency,5 f S52000AT60/V, where T6050.161V/(Sa) is
the reverberation time, defined as the time taken for the
sound-pressure level to decay by 60 dB once the source has
stopped.

At an observation pointx in the room, the sound pres-
sure due to a source located aty can be written

p~y,x!5pd~y,x!1pr~y,x!, ~1!

wherepd(y,x) is the pressure due to the direct sound, and
pr(y,x) is the pressure due to the reverberant field~assumed
to be diffuse!.

Define the frequency response function~Green’s func-
tion! between a source located aty and an observation point
x asg(y,x). It is related to the sound pressure by3

p~y,x!52 jkrcsyg~y,x!, ~2!

wherek52p f /c is the wave number,c is the speed of sound
propagation in air,r is the density of air, andsy is the source
strength of the acoustic source aty. From ~1! and ~2!, the
transfer functiong(y,x) can also be written as the sum of a
direct-path TFgd(y,x), and a reverberant-path TFgr(y,x).

A. Theorem 1

The cross correlation between the reverberant-path TFs
at a single pointx, due to acoustic sources aty1 and y2 is

^gr* ~y1 ,x!gr~y2 ,x!&5S 12a

pSa D sin~kiy12y2i !

kiy12y2i , ~3!

where^•& denotes the expectation operator.
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1. Proof

The correlation between the reverberant acoustic pres-
sure at two observation pointsx1 and x2 is given by the
well-known relation4

^pr* ~y,x1!pr~y,x2!&5^upr~y,x!u2&
sin~kix12x2i !

kix12x2i , ~4!

where the mean-square acoustic pressure of the reverberant
field is given by3

^upr~y,x!u2&54rcWS 12a

Sa D , ~5!

with W5rck2usyu2/(4p) the power of the acoustic source.6

But from ~2! we have

^pr* ~y,x1!pr~y,x2!&5~rck!2usyu2^gr* ~y,x1!gr~y,x2!&.
~6!

Substituting~5! into ~4!, and equating with~6! gives

^gr* ~y,x1!gr~y,x2!&5S 12a

pSa D sin~kix12x2i !

kix12x2i . ~7!

The result ~3! follows immediately from the principle of
reciprocity.4

This theorem will be used in the following section to
analyze the expected ear responses when a CCS is used in a
reverberant room.

III. ACOUSTIC CROSSTALK CANCELLATION

Consider the generalN-loudspeaker CCS shown in Fig.
1, in whichbL andbR are the binaural signals~that are to be
delivered to the listener’s ears!, ln , n51,...,N, is the location
of thenth loudspeaker,eL is the location of the listener’s left
ear ~and similarly for eR and the right ear!, and b̂L is the
signal received at the left ear~and similarly forb̂R!. At any
frequency, this system is described by the linear equation

F b̂L

b̂R
G5Fg~ l1 ,eL! ¯ g~ lN ,eL!

g~ l1 ,eR! ¯ g~ lN ,eR!
GF h1 hN11

] ]

hN h2N

G FbL

bR
G

~8!
b̂5GHb,

where g(•,•) is the acoustic TF between the appropriate
loudspeaker and ear. To simplify notation we have sup-
pressed the explicit dependency on frequency.

Without loss of generality, consider reproduction of the
left binaural channel only~similar results hold for the right
channel!. Denote the TFs betweenbL ~which we will here-
after refer to as the input! and each ear asv̂L and v̂R , re-
spectively. Thus

F v̂L

v̂R
G5Fg~ l1 ,eL! ¯ g~ lN ,eL!

g~ l1 ,eR! ¯ g~ lN ,eR!
GF h1

]

hN

G
~9!v̂5Gh.

Separate the acoustic TF matrix into the sum of direct-path
and reverberant-path parts, i.e.,G5Gd1Gr . Further parti-
tion the direct-path TF matrix into left and right ear vectors,

Gd5@dL ,dR#T where dL5@gd( l1 ,eL),...,gd( lN ,eL)#T and
similarly for dR . Also partition the reverberant-path TF ma-
trix as Gr5@rL ,rR#T where rL5@gr( l1 ,eL),...,gr( lN ,eL)#T

and similarly forrR .
Assume the CCS filters are designed to equalize the

direct-path TFs only, such that

v5Gdh, ~10!

where v5@vL ,vR#T contains the desired TFs between the
input and each ear. Thus,~9! becomes

v̂5v1Grh. ~11!

The actual ear responses are now given by

v̂L5vL1rL
Th, ~12a!

v̂R5vR1rR
Th. ~12b!

Consider the left-ear response. The expected mean-
square response is

^uv̂Lu2&5uvLu21^hHrL* &1^rL
Th&1^hHrL* rL

Th&. ~13!

Expectation here is taken with respect to the distribution of
the loudspeaker and listener locations, assumed to be in a
fixed geometry relative to each other, but with the complete
system randomly oriented and placed within the room. In
other words, the direct-path TFs remain unchanged for any
position within the room, and expectation is therefore taken
over the reverberant path.

From ~10!, h is a linear combination of the direct-path
TFs, and since the direct and reverberant sound pressures at
any point in the room are uncorrelated in a diffuse field, it
follows that all cross terms in~13! are zero. Thus

^uv̂Lu2&5uvLu21hH^rL* rL
T&h. ~14!

Substitution of~3! gives the following result.

A. Corollary 1

For the left binaural channel, leth be the filter weights
that equalize the direct-path TFs for a CCS designed to have
ideal ear responses ofvL andvR . If this CCS is located in a

FIG. 1. GeneralN-loudspeaker CCS system.
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room with total wall surface area S and average absorption
coefficienta, the actual mean-square ear responses for this
channel are

^uv̂Lu2&5uvLu21«, ~15a!

^uv̂Ru2&5uvRu21«, ~15b!

where

«5 S 12a
pSa D FhHh1 (

n51

N

(
m51

N

nÞm

hn* hm
sin~ki ln2 lmi !

ki ln2 lmi G , ~16!

is the absolute error, andln is the location of the nth loud-
speaker.

We make the following comments:

~1! The results are valid for anyvL and vR , so that fre-
quency shaping functions can be readily included in the
desired ear-response functions. No assumptions about
the structure of the direct-path acoustic TF matrixGd in
~10! have been made, and thus, head-related transfer
function ~HRTF! effects can also be readily included.

~2! For each ear the expected mean-square response is equal
to the ideal mean-square response plus an error term
~16!, where this error is the same for both ear responses.

~3! The error term consists of two parts, with each part being
scaled by a constant that is determined by the room pa-
rameters~and is directly proportional to the room rever-
beration time!. One part is theL2 norm of the loud-
speaker weights,hHh. The second part~consisting of the
sin~•!/~•! terms! falls off rapidly with increasing fre-
quency or with increasing loudspeaker spacing.

~4! One can interpret these results in terms of the directional
response of the loudspeaker array. Substitution of~10!
gives the ideal mean-square response at the left ear as
uvLu25hHdL* dL

Th. This is the array response at a single
direction ~the left ear!, whereashHh is effectively the
array response over all directions. IfhHh is large, then
although the ideal ear responseuvLu2 is fixed @as it must
be if the weights satisfy~10!#, a large amount of power
will be directed to positions away from the head. This

would increase reverberation, thereby perturbing the
CCS performance away from the ideal. We note from
~10! that hHh will be large if the direct-path TF matrix
Gd is poorly conditioned. Our conclusion is that the
loudspeaker geometry~which determines the condition-
ing of Gd! plays a critical role in the performance of a
CCS in a reverberant environment.

IV. TWO-LOUDSPEAKER CCS EXAMPLE

Consider the two-channel CCS shown in Fig. 2. For re-
production of the left binaural signal only, let the desired ear
responses be

FIG. 2. Two-loudspeaker CCS geometry.

FIG. 3. Ear responses as a function of frequency:~a! spatially averaged
responses;~b! responses for a single simulation run. Image model simulation
of a room~6.43534 meters! with T6050.2 s. Loudspeakers are located at
u565°. In each case the top two curves are the left-ear responses, the
bottom two curves are the right-ear responses.
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v5Fe2 j 2p f t0

0 G . ~17!

In other words, the left binaural signal is reproduced at the
left ear with a delay oft0 seconds, and the right ear response
is zero.

In this case~15! reduces to

^uv̂Lu2&511«, ~18a!

^uv̂Ru2&5«, ~18b!

where

«5S 12a

pSa D FhHh1
sin~kD!

kD
~h1* h21h1h2* !G , ~19!

andD5i l12 l2i is the distance between the loudspeakers.
To validate the theoretical results derived in this paper,

we now present simulation results. A room with dimensions
of 6.43534 meters, having a reverberation time ofT60

50.2 s was simulated using the image method.7 Referring to
Fig. 2, the loudspeakers were separated by a distance of
D50.175 m, and the listener was located 1 m back along the
line bisecting the loudspeakers. This corresponds to a loud-
speaker angle ofu55°. No HRTF effects were included~i.e.,
the ears were modeled as two point receivers at a distance of
r H50.0875 m either side of the head center!. The CCS filters
were designed according to~10!, with the direct-path TF
from the first loudspeaker to the left ear given bygd( l1 ,eL)
5exp(2jkil12eLi)/(4pi l12eLi), and similarly for the
other loudspeaker–ear pairs. For each simulation run, this
overall geometry was placed randomly within the room
~keeping the arrangement at least 1 m from any wall!, and a
total of 100 simulations was made.

The average mean-square ear responses~averaged over
100 locations within the room! are shown in Fig. 3~a!, to-
gether with the predicted results~dashed line!. The average
results are in good agreement with what one calculates from
~18!. The frequency responses for a single run are shown in
Fig. 3~b! for comparison. Ideally~that is, with no reverbera-
tion! the left-ear response should be unity, and the right-ear
response should be zero.

V. CONCLUSIONS

Virtual audio systems that use acoustic crosstalk cancel-
lation are invariably designed to equalize the direct-path TFs
only. It has previously been shown by a number of authors
that movement of the listener away from the design position
results in reduced performance. In this paper, we have de-
rived expressions for the reduction in performance that one
can expect to obtain in a reverberant environment. As in
previous studies, it was found that the conditioning of the
direct-path TF matrix plays an important role in determining
system performance. Finally, we note that the performance of
the CCS in a reverberant environment has been quantified
here by measuring the expected mean-square frequency re-
sponses at the listener’s ears. Psychoacoustic phenomena
such as the precedence effect8 ~by which sound localization
is primarily determined by the first arriving sound!, may
mean that the subjective performance for a human listener is
not as poor as one might predict from the results in this
paper. This is supported to some degree by a recent experi-
mental study,9 but is open to further investigation.
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It is not generally known thatk-omega beamforming can be applied to nonuniform line arrays. The
concept is that each of the nonuniform array signals is deemed to come from the nearest array
element on a fictitious uniform array spatially sampled at a high-enough density that location errors
are negligible. Thek-omega approach can mimic the time delay and sum approach to an arbitrary
degree of accuracy. Interpolating weights are derived and applied to a center-tapered logarithmic
array as an example. Benefits of this beamforming approach over the direct approach are discussed.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1383768#
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I. INTRODUCTION

The implementation of acoustic beamforming using
frequency-domain array-sensor data has become somewhat
standard in applications of sonar~acoustic! processing on
equally spaced line arrays. Efficient methods are particularly
important in underwater acoustics applications because of
the large number of sensors involved. The frequency domain
method has been termedk-omega beamforming. Maranda1

describes the various techniques that are possible in this
beamforming application. All these methods take advantage
of an FFT applied across the sensors~as originally suggested
by Williams2 and Rudnick3!. The method most often imple-
mented is that originally developed by Demuth4 and co-
workers at IBM, Federal System Division, using, among oth-
ers, frequency-sampling techniques developed on Proteus.5,6

Because it uses common DSP operations such as the FFT
and an interpolation, it is the implementation of choice on
DSP cards. That the method can also be implemented on
non-equally spaced arrays with little loss in efficiency is the
purpose of this short note.

On an equally spaced~uniform! array, especially where
the number of sensors is equal to the spatial-FFT size, the
interpolation coefficients can be approximated using
frequency-sampling principles.6 They are the desired beam’s
response sampled and truncated at the wave numbers of the
spatial FFT in the neighborhood of the desired beam’s maxi-
mum response axis~MRA!. In most situations it is easier to
determine the coefficients somewhat differently. In this note
a more general procedure is used to derive the interpolation
weights. Depending on the application, some grooming of
these coefficients is needed after the full~exact! interpolation
set is truncated~see below!.

In the following section the spatial-FFT method is ap-
plied to nonuniform arrays. A logarithmically spaced array is
used to demonstrate the approach. Following this is a discus-
sion of some of the advantages and of possible variants.

II. SPATIAL-FFT BEAMFORMING ON NONUNIFORM
ARRAYS

The concept is to assign the signals received on the non-
uniform array to adjacent sensors on a putative, dense, uni-
form array. Other sensors on the uniform array are zeroed.

The uniform array is given a small-enough spacing that the
difference in location of a particular sensor and the nearest
location on the sparse array is negligible. Whether this dif-
ference is negligible or not at a particular sensor spacing
depends on the requirements of the individual system. Figure
1 shows a 25-element logarithmic array with sensor locations
marked by Xs. In this example, the array’s spacing increases
by a factor of 1.1 for each step away from the center. A
64-element uniform array~with an approximately equal total
length! is shown adjacent to the nonuniform array. The set of
arrows below this uniform array shows the locations of the
sensors on the uniform array that are closest to the individual
sensors on the nonuniform array. In thek-omega beamform-
ing approach, each of these sensors is assigned the signal
arriving on the sensor nearest it on that array. The remaining
sensors are zeroed. This zeroing has no effect since these
sensors are fictitious and are not assigned any of the signals
arriving on the real array.

If the sensor data for frequencyf are denotedxn , the
spatial-FFT at this frequency can be written

Xm5 (
n50

N21

xne22p j ~nm/N!. ~1!

xn is zero for the zeroed sensors. Thekth time delay and sum
beam can be written

bk5 (
n50

N21

wnxne22p j ~ f nduk /c!, ~2!

whered is the uniform spacing, anduk is the cosine of the
kth beam’s MRA angle from forward endfire. Thewn ; n
50,1,...,N21, are shading weights. These are assigned the
value zero for the zeroed sensors on the uniform array. As
always, the selection of the shading weights is at the option
of the implementer. Thek-omega beamformer expresses Eq.
~2! in terms of Eq.~1!, by substituting the expression forxn

in terms of theXm ; m50,...,N21
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bk5
1

N (
n50

N21

wn (
m50

N21

Xme2p j ~nm/N!e22p j ~ f nduk /c!

5 (
m50

N21

Xm

1

N (
n50

N21

wne22p j ~n/N!~@ f Nduk /c#2m!

5 (
m50

N21

XmHmk , ~3!

whereHmk , for m andk50,...,N21 is a set of interpolation
weights that exactly interpolates the spatial-FFT outputs to
the desired beams

Hmk5
1

N (
n50

N21

wne22p jn/N~@ f Nduk /c#2m!. ~4!

The ~computer throughput! advantage of thek-omega beam-
former is that many fewer thanN coefficients are needed to
perform this interpolation function for each output beam.
This results fromHmk being significantly large only for
spatial-FFT numbers,m, near where

S f Nduk

c
2mD>0. ~5!

The typical procedure to take advantage of this is to define
an m number by means of

m0~k![V f Nduk

c B , ~6!

where vab denotes the integer part ofa, and ans number
defined by means of

s~k![V S f Nduk

c
2m0~k! DNr10.5B , ~7!

in terms of which Eq.~3! can be written

bk> (
m50

N21

Xm

1

N (
n50

N21

wne22p j ~n/N!~m0~k!1s~k!/Nr2m!. ~8!

Truncating toNc , spatial-FFT beams centered aboutm0(k)
gives us

bk> (
p52~Nc21!/2

~Nc21!/2

Xm0~k!1pWp,s~k! , ~9!

where the interpolation coefficients are given by the
Nr-rowed byNc-columned matrix~table of coefficients!

Wp,s5
1

N (
n50

N21

wne22p j ~n/N!~p1s/Nr !. ~10!

There have been two approximations in this derivation. First,
by truncating toNr rows in the coefficient table, the pointing
direction of the interpolated beam is accurate only to

Du56
c

2 f NdNr
~11!

in cosine of the pointing angle, but this is no real restriction
sinceNr can be made large. Second, truncating in Eq.~9! to
Nc coefficients is an approximation. Had this truncation not
been made, the interpolated beam would be the exact time
delay and sum beam pointed in the particular quantized
pointing direction. It is this truncation to a smaller number of
coefficients that is important to the efficiency ofk-omega
beamforming.

In many applications to nonuniform arrays, there exists a
common sensor spacing that evenly divides each of the spac-
ings on the array. In these cases the selection of the spacing
to be used for the putative uniform array is apparent. In
many if not most of these applications, the table of coeffi-
cients derived using Eq.~10! is completely adequate. In the
application presented here the shading weights of Eq.~2!
were selected to be unity for those elements not zeroed. In
this case the unmodified truncated coefficients caused side-
lobe levels that differed more than desired from those of the
time delay and sum beams. In such cases it is useful to find
a perturbed coefficient set in which the rows of the coeffi-
cient matrix of Eq.~10! are individually modified using a
directed search to reduce the squared error between the in-
terpolated beam and the time delay and sum beam. There are
many methods available to do this. A suitable method con-
sists of defining a cost function such as

J~Wp ;p51,...,Nc![E
21

1

w~u!uB~u,W!2Bd~u!u2du,

where B(u,W) is the beam-pattern function obtained with
the weight vectorW and Bd is the desired function, in this
case the exact time delay and sum pattern. The most direct
method for finding a set ofNc weights that has a lower cost
is to modify each coefficient, in turn, by a small amount in
each of a sequence of steps. This is described using pseudo
code as follows:

FIG. 1. A nonuniform array denoted by3, with a uniform array denoted by
1. The sensor locations nearest those on the nonuniform array are marked
with n.
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Let
Del5a ~a is a small scalar!
K5The initial value of J with the initial weighting

vector

Then
While Del.b ~b is a small scalar controlling the
degree of convergence!

For all k,Nc11
For D assigned to each of (1,21,i ,2 i )

If J(Wk5Wk1DDel),K
K5J(Wk1DDel), and Wk5Wk

1DDel
Endif

Endfor
Endfor
If a change has occurred inK, continue
Else Del5Del/2, continue
Endif

Endwhile
Exit.

Where the notationJ(Wk5Wk5DDel) denotes the value of
J with thekth coefficient in the vectorW changed by adding
DDel. The new value ofJ is denotedJ(Wk1DDel). DDel is
a positive or negative, real or imaginary, increment to a co-
efficient. When the cost function has more than one local
minimum there is no guarantee that there will be conver-
gence to the desired pattern using this particular code. If the
initial delta,a, is small, it has been found to converge prop-
erly for the several tens of cases we have tried. There are of
course many variations on this theme.

This algorithm was applied to generate the coefficients
~or interpolation weights! that produce the results shown in
Fig. 2. This figure compares the ‘‘ideal,’’ uniformly shaded,
time delay and sum beam~solid curve! with the uniformly
shadedk-omega beam~dashed curve! formed using only
seven coefficients.

III. DISCUSSION

On a per-beam basis a time delay and sum beam~imple-
mented with phase delays! requiresM complex multiplica-
tions and additions, withM being the number of sensors on
the nonuniform array. On the other hand, thek-omega beam-
former requiresNc complex multiplications plus each beam’s
pro rata share of the cost of the spatial FFT. This share is
proportional to log2 N if N beams are formed. A simple cal-
culation shows that, for the example considered in this note,
the k-omega approach is significantly more efficient. That
such efficiencies are available fornonuniformarrays is not
generally known, and the arrays used in sonar~acoustical!
processing are often of this type.

The table of interpolation coefficients is usually precom-
puted in applications of the method. A significant fact is that
the sameNr by Nc set of coefficients can be used for all
pointing directions and for all frequencies. The independence
on pointing direction results from the translation invariance
of beam patterns when expressed in terms of the cosine of
the angle from endfire. This invariance is available onall
line arrays. The frequency independence comes from the
fact that the spatial-FFT beams’ MRAs scale with frequency
at exactly the same rate that a given beam’s spatial response
does.

We can relate the expression Eq.~10! for the coefficients
to sampling in wave number~analogous to frequency sam-
pling filter designs!. For a plane wave fromu5cosu, the
broadside beam response is

b~u!5 (
n50

N21

wne22p j ~ f nd/c!u. ~12!

Except for the (1/N) factor, the coefficients are seen to be
equal to the sampled beam response. Thus,

Wp,s5bS f c

Nd
~p1s/Nr ! D . ~13!

The frequency sampling approach~to interpolation coeffi-
cient generation! works even for sparse line arrays.

A variant of the approach in this note is to use a better
spatial interpolation than the ‘‘nearest-neighbor’’ method
used above. This means that, rather than assigning the sensor
signals to the closest uniform array location, the signals
themselves can be interpolated to fit a sparser uniform array.
A smaller value forN would result. Generally, however, the
spatial interpolation costs more than what can be saved by
reducingN.
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A method for studying variability in fricatives using dynamic
measures of spectral mean
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This paper presents a new method for studying within-speaker variability in fricative spectra. In this
method, nonlinear regression is used to predict values of the spectral mean of a 10-ms window of
frication noise from its position in the fricative. The resulting measure of model fit,R2, is used as
an index of within-speaker variability. This method was applied to a corpus of /s/ and /b/ tokens
spoken by three groups of participants: 3–4-year-old children, 7–8-year-old children, and adults.
Results indicated that fricatives were more variable when produced before the stop consonant /p/
than before /t/. No difference in variability was noted between adults and children, although a
nonsignificant trend of decreased variability in adults was noted. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1387093#

PACS numbers: 43.70.Fq@AL #

I. INTRODUCTION

A large literature has examined factors that influence
within-speaker variability in speech production. For ex-
ample, numerous studies have examined variability as a
function of age and neuromotor function~e.g., Eguchi and
Hirsch, 1969; Lee, Potamianos, and Narayanan, 1999; Weis-
mer et al., 1992; Wohlert and Smith, 1999!. These studies
have found that, for some spectral and temporal measures,
children are more variable than adults, older adults are more
variable than younger adults, and speakers with certain
speech disorders are more variable than individuals without
speech disorders. One common assumption underlying these
studies is that trial-to-trial variability within speakers is an
index of speech motor control. Speakers with greater vari-
ability are assumed to have poorer speech motor control than
those with relatively less variability.

Studies have differed in both the speech sounds whose
variability has been examined and in the measures of vari-
ability that have been used. A number of studies have mea-
sured variability in duration. There are many advantages to
studying duration: the same measurement scale is used for
different speech sound types~vowels, sonorant consonants,
obstruent consonants!; duration is assumed to directly reflect
underlying timing mechanisms; and reliable duration mea-
surements can easily be made from either acoustic or kine-
matic signals.

Relatively fewer studies have examined variability in
spectral parameters. In general, these studies have focused on
variability in vowel formants and fundamental frequency
~e.g., Eguchi and Hirsch, 1969; Lee, Potamianos and Naray-
anan, 1999!. Variability in the spectra of consonants has not
been studied extensively, largely because there is no one
acoustic parameter that reliably corresponds to different pho-
netic features of consonants in the way that formant fre-
quency relates to the phonetic features of vowels. For ex-
ample, a recent study by Jongman, Wayland, and Wong
~2000! examined the acoustic characteristics of American
English fricatives and found that many acoustic measures

were needed to characterize the eight American English fri-
catives. One such measure is the first spectral moment, spec-
tral mean~abbreviatedm1!. Spectral mean is calculated by
treating the frequency distribution in a power spectrum as a
random distribution of numbers, and taking the mean of that
distribution~Forrestet al., 1988; Nittrouer, 1995!. A number
of studies have examined spectral mean in fricatives. Jong-
manet al. ~2000! found that spectral mean of the center 40
ms of fricatives discriminates between the four places of ar-
ticulation in English. The greatest difference was found be-
tween alveolar fricatives~/s/, /z/! and palatoalveolar frica-
tives ~/b/, /c/!: /s/ and /z/ are characterized by a higher
spectral mean than /b/ and /c/.

The current study examines variability in the spectral
mean of the fricatives /s/ and /b/. There are a number of ways
spectral mean could potentially be used to study variability
in fricative production. One way would be to choose a por-
tion of the fricative, calculate the mean for the spectrum of
that portion, and examine trial-to-trial variability in this mea-
sure. A second way would be to calculate the mean for the
spectrum of the entire fricative and examine trial-to-trial
variability in this measure. These methods are potentially
problematic in that fricatives whose spectral characteristics
change over time would not necessarily be measured as more
variable than those whose spectral characteristics are consis-
tent across time. While previous research has not found that
the spectral mean varies greatly throughout the course of the
fricative ~Behrens and Blumstein, 1988; Shadle and Mair,
1996!, these investigations have been limited to fricatives in
prevocalic or intervocalic position. There is reason to believe
that spectral mean might vary over time in other contexts.
The spectrum of fricatives is dependent on the size and shape
of the cavity anterior to the noise source~Stevens, 1998!. For
example, if an /s/ were produced with rounded lips, the cav-
ity would increase in size and the spectral mean would lower
relative to them1 for /s/ produced with unrounded lips. If /s/
were produced in a phonetic context where it overlapped
with an adjacent lip rounding or labial closure gesture, then
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changes in spectral mean over the course of the fricative
would occur.

This letter proposes a new mechanism for studying spec-
tral variability in fricatives. This method examines changes
in spectral mean throughout the time course of the fricative.
For illustration, consider the fricative /s/ in the wordswing.
At fricative onset,m1 is high. As the lips begin to round for
the following /w/, the spectrum of the noise falls. Figure 1 is
a plot ofm1 for each nonoverlapping 10-ms window in /s/ in
five different productions of the wordswingby an adult fe-
male speaker of English. Values form1 are plotted with re-
spect to their position in the fricative, expressed as a propor-
tion of the total duration of the fricative, rather than with
respect to their absolute duration. This allows fricatives of
different durations to be compared with one another. Figure 2
is a plot ofm1 for each nonoverlapping 10-ms window in /s/
in five different productions of the wordspikeby the same
speaker of English. Informal observation of these plots
shows that values form1 of the /s/ inspikeare more widely
scattered than those for the /s/ inswing, suggesting that the
/s/ in spikeis more variable than the /s/ inswing. An objec-
tive measure of scatter can be obtained by fitting a nonlinear
regression equation to these data and examining the measure
of model fit, R2. When a nonlinear regression is fit to the
data plotted in Figs. 1 and 2, we find that theR2 for the /s/ in
spikeis 0.512 and theR2 for the /s/ inswing is 0.889. Thus,
the informal observations are validated: the /s/ inswinghas a

higherR2 than the /s/ inspike, indicating less scatter around
the regression line and less variability.

The proposed method for studying variability in fricative
spectra does not have the problems associated with it that the
other two approaches have. Because changes in the fricative
spectrum across time are measured, fricatives with spectra
that change over time are measured as more variable than
those that are relatively steady across time.

The purpose of this letter is to illustrate this method of
measuring variability in fricative spectra using time-
dependent changes in spectral mean. The corpus chosen for
analysis contains the fricatives /s/ and /b/ spoken by three
groups of participants: young children~3- to 4-year-olds!,
older children~7- to 8-year olds!, and adults. These fricatives
were produced in nonsense words preceding the stop conso-
nants /p/ and /t/. Three effects are predicted. First, it is pre-
dicted that children will demonstrate greater variability than
adults. This prediction is made based on the large body of
research suggesting that other spectral features of children’s
speech, such asF0 and vowel formants, are more variable
than those of adults’~e.g., Leeet al., 1999!. Second, it is
predicted that the fricatives /s/ and /b/ will be more variable
before the sound /p/ than before the sound /t/. As the lips
begin to close for the following /p/, the spectral mean of the
fricatives will lower ~as in Figs. 1 and 2!. If speakers are
inconsistent in the point during the course of the fricative at
which they begin lip rounding, then greater variability will
result. The articulatory movement associated with the sound
/t/ has a much smaller effect on the size of the cavity anterior
to the friction source, and it is predicted that it will have a
much weaker influence on spectral characteristics of preced-
ing fricatives. Finally, it is predicted that there will be an
interaction between age group and following stop consonant.
Previous research has demonstrated that children produce
greater overlap between adjacent consonant and vowel ar-
ticulatory gestures than adults~e.g., Nittrouer, Studdert-
Kennedy, and Neely, 1996!. Thus, we predict the influence of
following consonant will be greatest for children, whose co-
ordination of adjacent articulatory gestures is immature.

II. METHODS

a. Stimuli. Fricatives were elicited using prerecorded
production prompts. This was done to insure that a consistent
model would be provided to all participants. The two target
fricatives were embedded in four nonsense word prompts,
preceding the consonants /p/ and /t/. Each nonword had a
CVCCVC syllable structure with a stressed initial syllable.
The fricative-stop sequence was the medial CC. None of the
words contained a stressed syllable that was a word that
would be familiar to young children, as determined by its
absence from Moe, Hopkins, and Rush’s~1983! corpus. An
adult male speaker of American English read the nonwords
in the framean X as part of a longer list of 26 nonwords.
Words were digitized onto a 486 personal computer with a
sound card while they were being produced. A sampling rate
of 20 kHz and 16-bit quantization were used. Stimuli were
filtered at 8.7 kHz and were normalized for amplitude.

FIG. 1. Spectral moments for 10-ms windows of the fricative /s/ in five
repetitions of the wordswingproduced by an adult female (R250.889).

FIG. 2. Spectral moments for 10-ms windows of the fricative /s/ in five
repetitions of the wordspikeproduced by an adult female (R258.512).
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The four nonwords were transferred to the hard drive of
a Pentium II 450-MHz computer for presentation to adult
participants. For presentation to children, stimuli were re-
corded onto an audio CD, so that they could be played from
an ordinary portable CD player. This required their sampling
rate to be converted to 22.05 kHz. A subjective assessment
indicated no appreciable differences in sound quality be-
tween the two sampling rates.

b. Participants.Individuals from three age groups par-
ticipated in the study. All participants had been recruited as
part of a larger study examining factors influencing temporal
and spectral properties of medial diphone sequences~Mun-
son, 2000!. The first group of participants (n59) was re-
cruited from a local day-care center. The mean age of the
participants was 3;10~years;months! with a standard devia-
tion of 8.6 months. All participants were reported by their
parents to be monolingual speakers of English. Two stan-
dardized tests were given to this group: A standardized test
of speech sound production accuracy~The Goldman-Fristoe
Test of Articulation@GFTA#, Goldman and Fristoe, 1986! and
a test of expressive vocabulary size~the Expressive Vocabu-
lary Test@EVT#, Williams, 1997!. The mean percentile rank
for the GFTA was 54 (s.d.531). The mean standard score
for the EVT was 112 (s.d.512).

The second group of participants (n59) was recruited
from a local after-school program. The mean age of these
participants was 8;4, with a standard deviation of 6.8
months. The mean percentile rank for the GFTA was
99 (s.d.50). The mean standard score for the EVT was
101 (s.d.57.2). All participants were reported by their par-
ents to be monolingual speakers of English, and to have no
history of speech, language, or hearing disorders.

The third group of participants (n510) was recruited
from the Department of Speech and Hearing Science at The
Ohio State University. All participants were naive to the pur-
poses of the study. The mean age of these participants was
27;5, with a standard deviation of 65.5 months. The GFTA
and EVT were not administered to this group of participants.
No participant reported a history of speech, language, or
hearing disorders. All participants were native speakers of
English. Details regarding individual participants can be
found in Munson~2000!.

c. Procedures.Testing procedures differed slightly for
the three age groups. Adults were recorded in a sound-treated
booth in a university laboratory. The booth contained a
speaker~JBL Pro-III! connected to a Pentium II 450-MHz
personal computer which played the production prompts.
Participants wore a head-mounted microphone~AKG Micro-
mic C420! connected to a DAT recorder~Sony DAT deck
DTC-690! through a preamplifier. Four repetitions of the
production prompt for each word were played to the partici-
pants~e.g., a@b(sp.t#, a @b(sp.t#, a @b(sp.t#, a @b(sp.t#!. Par-
ticipants were instructed to repeat all four repetitions of the
nonword prompt, matching rate of speech and intonation as
closely as possible. When speakers made errors, the experi-
menter verbally corrected them, and then replayed the
prompt. The four nonsense words were embedded in a longer
list of nonsense words containing medial fricative–stop,
nasal–stop, and stop–stop sequences.

A single experimenter tested the youngest group of par-
ticipants in a quiet room in their preschool, during regular
school hours. Production prompts were played from a por-
table CD player~Aiwa CSD-ES225!. Participants wore a
head-mounted microphone~AKG Micro-mic C420! con-
nected to a portable DAT recorder~Sony DAT Walkman
AVLS! through a power source~Rolls Phantom power
adapter PB23!. Production prompts were elicited by showing
the participants small stuffed animals and telling them that
they should repeat the CD player when it ‘‘said’’ the animal’s
name. When participants made repetition errors, the experi-
menter provided a correct model and then replayed the
prompt. Each prompt was played until the experimenter
judged that at least four noise-free, error-free productions of
the target word had been uttered. The four nonwords were
embedded in a longer list of nonsense words. In addition to
the experimental task, participants completed the GFTA, the
EVT, and a pure-tone hearing screening at 500, 1000, 2000,
and 4000 Hz~ANSI, 1989!. Following each session, children
received stickers or prizes as a reward.

A single experimenter tested the school-aged partici-
pants in a quiet room in the school during an after-school
program. Children were told that a CD player would play
some words that were not real words of English, and that
they should repeat exactly what they heard. Production
prompts were played from a portable CD player~Aiwa
CSD-ES225!. Participants wore a head-mounted microphone
~AKG Micro-mic C420! connected to a portable DAT re-
corder~Sony DAT Walkman AVLS! through a power source
~Rolls Phantom power adapter PB23!. When children made
mistakes, the experimenter provided a correct verbal model
and replayed the prompt. Prompts were replayed until the
experimenter judged that the participant had uttered at least
four noise-free, error-free tokens of each target nonword.
These children completed a pure-tone hearing screening at
500, 1000, 2000, and 4000 Hz~ANSI, 1989!. No standard-
ized tests were administered to these children, as they had
been given a battery of tests for a larger study in which they
were participating within the last 2 months. Following each
experimental session, children received stickers or small
prizes as rewards.

d. Acoustic analysis.Data were digitized on a Pentium II
450-MHz computer using a 20-kHz sampling rate with 16-
bit quantization, and were filtered at 8.7 kHz. Individual tar-
get words were segmented from the larger sound file and
viewed using Entropics Systems’XWAVES signal-processing
software running on a Pentium II 400-MHz computer using
the Linux operating system. Tokens containing disfluencies,
speech errors, or extraneous noise were removed from the
analysis. The onset and offset of /s/ and /b/ were identified
based on the onset of high-frequency aperiodic noise. In
cases where the onset of the fricative overlapped with the
previous vowel~i.e., the fricative was partially voiced! the
onset was marked as the onset of aperiodic noise in the high-
frequency region. In cases where the offset of the previous
vowel was devoiced, the onset of the fricative was marked as
the point at which there ceased to be an obvious formant
structure in the aperiodic noise.

Spectral moments were was calculated using the proce-
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dure described in Forrestet al. ~1988! with three differences.
First, pre-emphasis was not applied before moments were
calculated, as the target sounds were voiceless and would not
be affected by the 6-dB per octave roll-off present in the
glottal waveform. Second, a 500 Hz high-pass filter was ap-
plied to the spectrum before the moments were calculated, so
that spectral mean for voiced~or partially voiced! fricatives
would be comparable to the spectral mean of voiceless fri-
catives. Thus, spectral mean was calculated over the 500 to
8700 Hz spectral range. Finally, only the moments calculated
from the linear~Hertz! scale were used.

III. RESULTS

a. Nonlinear regression.The first spectral moment for
each 10-ms window was used as the dependent variable in a
nonlinear regression with position in fricative, expressed as a
proportion of the total duration of the fricative, as the depen-
dent variable. Spectral moments from nonoverlapping 10-ms
windows were used to satisfy the requirement that pairs of
observations analyzed in a regression be independent. The
data were fit to the nonlinear equationy5aebx. The measure
of scatter around the regression line,R2, was used as an
index of within-speaker variability. The number of data
points for each regression could not be controlled, as frica-
tives varied in duration and participants varied in the number
of usable tokens that they produced.

b. Analysis of variance.The R2 values derived from the
nonlinear regression analyses were subjected to a 2 fricative
(/s/ vs /b/)32 following stop context (/p/ vs /t/)33 age
group mixed measure analysis of variance with a Huynh–
Felt correction for sphericity~Huynh and Felt, 1976!. Theh2

statistic, a measure of effect size, is reported for all signifi-
cant effects. Fricative and following stop consonant were
within-subjects measures; age group was the between-
subjects measure. No effect of fricative consonant was
found,F@1,25#50.204,p.0.05. A significant main effect of
following stop consonant was foundF@1,25#55.602, p
,0.05, h250.183 @a medium effect size~Cohen, 1988!#.
The influence of following stop consonant was in the pre-
dicted direction: fricatives were more variable before the
consonant /p/ the before /t/. No effect of age group was
found F@2,25#51.175, p.0.05. A nonsignificant trend in
the expected direction was found: adults were less variable
that both groups of children. Finally, none of the interactions
was significant, including the predicted interaction between
age and following stop context (F@2,25#51, p.0.05).
MeanR2 values can be found in Table I.

IV. DISCUSSION

This letter presented a method for examining variability
in fricative spectra using time-dependent changes in spectral
moments. This method is advantageous because it exploits
time-varying changes in fricative spectra in assessing within-
speaker variability. Using this method, it was shown that the
fricatives /s/ and /b/ were more variable before /p/ than before
/t/, and that variability did not decrease across different age
groups. Further research should use this method to examine
whether variability in fricative spectra is influenced by the
same factors that have been shown to affect variability in
other temporal and spectral parameters, such as vowel for-
mants, fundamental frequency, and phoneme duration.
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TABLE I. Mean R2 for the fricatives /2/ and /b/.

Fricative Context Younger children Older children Adults

/2/ p 0.052~0.052! 0.111~0.137! 0.104~0.145!
t 0.201~0.207! 0.199~0.250! 0.172~0.137!

/b/ p 0.087~0.123! 0.089~0.093! 0.095~0.088!
t 0.097~0.103! 0.209~0.151! 0.204~0.103!
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